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Abstract— In this paper, a novel adaptive second-order sliding
mode technique to optimize the efficiency of certain types of
variable-speed wind turbines is developed and analyzed. A revis-
ited form of a recent adaptation algorithm is proposed to deal
with the characteristics and control requirements of wind energy
conversion systems (WECS), particularly model uncertainties
and fast disturbances due to gusty wind effects. The revisited
algorithm is based on appropriate receding horizon adaptation
time windows rather than on fixed, adjacent, and nonoverlapping
ones. This modification, which enhances the reactivity of the
adaptation strategy against fast varying uncertainties, represents
the main theoretical novelty of this paper. The proposed approach
is successfully used to control a doubly fed induction-generator-
based wind turbine topology proving its suitability for this
application area. The novel adaptive controller is extensively
assessed through computer simulations over a full-order realistic
model of the WECS under study.

Index Terms— Adaptive sliding mode control (SMC), con-
version efficiency optimization, nonlinear control, second-order
SM control (2-SMC), wind energy conversion systems (WECSs).

I. INTRODUCTION

W IND energy conversion systems (WECSs) are one of
the most significant renewable clean energy sources,

and hence the development of dedicated controllers capable
to improve their performance, lifetime, and conversion
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efficiency is essential for the progress of this ever-evolving
technology [1]. However, WECSs are complex systems
involving nonlinear dynamics with strongly coupled inter-
nal variables, external disturbances, and parameter uncertain-
ties; consequently, advanced nonlinear control techniques are
required to meet the challenge [2], [3].

Sliding Mode control (SMC) has proved to be an especially
apt technique capable of coping with the aforementioned
complex characteristics. In fact, since its origin [4], [5],
SMC has evolved into a robust and powerful design tech-
nique for a wide range of applications [6]–[9]. The most
distinguished aspect of SMC is the discontinuous nature
of its control action, providing excellent system perfor-
mance, which includes insensitivity to certain parameter
variations, rejection of matching disturbances, and finite-time
convergence.

However, in practice, direct application of such discontin-
uous control effort is not adequate for some actual plants.
In addition, it can generate undesirable output chattering,
which deteriorates the robustness of conventional SMC.
To attenuate this problem, the concept of higher order
sliding modes (SMs) was introduced and, specifically, sev-
eral second-order sliding mode (2-SM) algorithms were
presented [10]–[12]. Since then, a number of publications
on 2-SM theory and applications have grown exponentially
(see [13] and references therein for an overview).

Over the last decade, a number of interesting SMC
solutions relying on adaptive mechanisms were presented.
In [14] and [15], several adaptive first-order SMC algorithms
were illustrated. The adaptive laws in [14] take advantage of
the possibility of achieving an online estimate of the equivalent
control, through low-pass filtering of the discontinuous control,
which allows one to modulate the amplitude of the switching
control component. To overcome the difficulty of selecting the
time constant of the filter, in [15], a different mechanism was
devised that exploits the size of the boundary layer to adjust
the discontinuous control effort. As a result, the discontinuous
gain is kept at the smallest level that allows a given SM accu-
racy. Subsequently, a great deal of research has been devoted
to develop different forms of adaptive 2-SM algorithms.
In [16], an adaptive version of the Super-twisting (ST)
algorithm (see [10]) has been developed where time-varying
gains are only allowed to grow. In [17], a Lyapunov-based
variable-gain ST algorithm was developed where gains are
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adjusted on the basis of the currently measured states. The
latter approach was applied in [18] and [19] to control different
WECSs topologies with a generator similar to the one in this
paper. Very good results were obtained regarding conversion
efficiency and chattering reduction. However, the computation
of the appropriate bounding functions could become diffi-
cult (as it was in [19] with the Multiple-Inputs Multiple-
Outputs (MIMO) WECS) or even impractical if the system
complexity is high.

Generalizing the methodology proposed in [14], the equiv-
alent control principle has been exploited in [20]–[22] to
develop adaptive ST algorithms. Particularly, the dual-layer
adaptive concept of [22] provides a mechanism for adapting
both gains of the ST, whose structure is slightly modified,
and provides global convergence guarantees, which were not
achieved in [20] and [21]. In parallel, generalizing the adap-
tation mechanism introduced in [15], adaptive versions of
the ST algorithm were presented and experimentally verified
in [23] and [24]. In contrast to our present proposal,
a remarkable feature of such works is that they allow the
uncertainty bounds not to be known a priori. On the other
hand, limitations of those algorithms include the fact that
the size of the guaranteed invariant boundary layer is not
evaluated. Furthermore, only sliding variable dynamics having
relative degree one can be considered since the ST algorithm
is used, in contrast to the adaptive 2-SM control (2-SMC)
approach of this paper where the relative degree can be
one or two.

In [25], a continuous adaptive algorithm providing
finite-time convergence to the 2-SM for a class of nonlinear
systems of relative degree two having uncertain parameters
was proposed. The twisting (TW) algorithm (see [10]) has
also been developed in adaptive forms in [26]–[30]. While
all the mentioned works feature certain structural differences,
from a general viewpoint, the underlying Lyapunov-based
adaptation principles are somewhat similar to those devised
in [15] and [24], with the main exception of [26] where a
hybrid adaptation rule based on an SM existence criterion
has been employed. It should be mentioned that in this paper,
we also take advantage of an SM existence criterion, which
is, however, of completely different form compared with the
one in [26].

A readily implementable and straightforward adaptive
2-SMC strategy was introduced in [31] to adjust the parame-
ters of the TW algorithm. Instead of a Lyapunov-based gain
adaptation (as in all the aforementioned works), this adaptation
mechanism takes advantage of the inherent nature of the real
(i.e., nonideal) SM regime, existing in actual systems oper-
ating at finite switching frequency. Its time-based adaptation
policy simply depends on counting the zero crossings of the
sliding variable during appropriate adaptation time windows.
Then, the occurrence of the real SM behavior is verified by
checking whether such a count is large enough according to an
SM existence criterion. Like most of the existing adaptive
2-SMC schemes, the resulting adaptive controller is endowed
with the capability of bidirectionally adjusting the discontinu-
ous control gain, maintaining it at the minimum admissible
level (rather than the worst case overconservative level,

as in the fixed-gain SM). Moreover, without adding a great
degree of extra complexity to the real-time computations, the
proposed adaptation preserves the robustness of its parental
fixed-gain counterpart, while allowing an effective response
to unexpected changes in the working conditions and per-
formance enhancement of the controlled system (e.g., stress
alleviation and chattering reduction). This adaptive 2-SMC
algorithm has been applied in [32] and [33] to adjust the
parameters of the TW 2-SM algorithm [10] in robotic and
automotive applications, respectively. Due to its computational
simplicity, it proved to be specially suitable for implemen-
tation in standard microprocessor devices. In fact, it was
experimentally verified in [32] by means of an industrial
manipulator. More recently [34], the same logic combined with
a switched adaptation algorithm (varying gains depending on
the operating region) was applied to adjust the parameters of
the Suboptimal 2-SM algorithm [12].

Driven by those encouraging results, the objective of this
paper is to design, analyze, and establish the feasibility of
time-based adaptive 2-SM techniques to control variable-speed
WECSs, particularly doubly fed induction generator (DFIG)-
based wind turbines. This type of turbines is an industry
standard since the late 1990s, requiring only a slip power
recovery fractional converter in the rotor (about 25%–30% of
the total input mechanical energy), while the greater part of
the power is fed to the grid directly from the stator. Efficiency
increase and price reduction can be attained with such a
configuration.

In this context, to face the stringent specifications of the
control problem in the WECS scenario, where the uncertainties
are subject to fast variations due to the wind effect, a revisited
form of the time-based adaptation is sought. It is based
on appropriate receding horizon adaptation time windows
rather than on fixed, adjacent, and nonoverlapping ones, as
in [32]–[34]. This modification, which enhances the reactivity
of the adaptation strategy against fast varying uncertainties,
represents the main theoretical novelty of this paper. Compared
with [34], therefore, we are not using here the switched adap-
tation paradigm (where the controller parameters are adjusted
according to the current operating region in the state space)
and, furthermore, receding horizon adaptation time windows
are used here.

Preliminary results of the application of this novel adap-
tive 2-SMC proposal to a simple Single-Input Single-Output
WECS topology, based on a unidirectional DFIG and a dom-
inant dynamic reduced-order model, were presented in [35].

Then, in this paper, the potential of the proposal for variable-
speed WECSs is assessed by considering a versatile and
comprehensive case study of a variable-speed DFIG-based
topology with a bidirectional back-to-back converter drive
in the rotor. The adaptive 2-SM MIMO controller design
will be carried out by considering a simplified reduced-order
mathematical model of the WECSs under study. The simula-
tion studies, however, will be developed using the complete
full-order model and in the presence of uncertainties, noise,
and other perturbations.

The plan of this paper is as follows. A general introduction
to WECSs is given in Section II. Then, the case study is
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Fig. 1. Zones of operation for a wind turbine.

addressed in Section III, where the control objectives are
stated and the sliding manifold design is developed. Afterward,
Section IV presents the adaptive 2-SMC algorithm, together
with the corresponding convergence proof. Section V presents
some simulation results, and Section VI draws some conclu-
sions and perspectives for next research.

II. WIND ENERGY CONVERSION SYSTEM BASICS

Typically, the operation of a DFIG-based wind turbine can
be divided into four zones depending on the wind speed
(see Fig. 1) [36]. For wind speeds lower than a given cut-
in speed νcut-in, Zone I, the wind is not strong enough to
move the blades. Zone II, also known as partial-load zone,
ranges between the cut-in speed and the rated one νr , and the
control objective in such a zone is energy conversion efficiency
maximization. Usually, in this zone, the pitch angle of the
blades is fixed at its optimum and the generator speed is varied
by means of the DFIG rotor electric drive. In Zone III, or full-
load zone, which covers the interval from rated to cut-out wind
speed νcut-out, the controller must limit the power to its rated
value. This can be accomplished by controlling the electric
drive, by adjusting the pitch angle, or by a combination of
both. In Zone IV, above νcut-out, the turbine should be turned
out of the wind to prevent damages, so the generated power
is zero.

The mechanical power a real turbine can instantaneously
extract from the wind, Pt (t), is a fraction of the total available
wind power, determined by the power coefficient of the turbine
Cp(λ(t), β(t)) [36]

Pt (t) = 0.5πρR2Cp(λ(t), β(t))ν3(t) (1)

where ν(t) is the wind speed, ρ is the air density, and
R is the blade length. Cp(·) depends on the shape and
geometrical dimensions of the turbine, and it is a nonlinear
function of the pitch angle of the blades β(t) and of the
tip speed ratio λ(t) = (�g(t)R/kgbν(t)), where �g(t) is
the angular speed of the generator rotor and kgb is the
transmission ratio of the speed multiplier (a rigid drive train is
assumed). The curve Cp(λ, β) presents a unique maximum,
Cp max = Cp(λopt, βopt), corresponding to the condition of
maximum power extraction [3], [36].

The nonlinear differential equation that describes the
mechanical dynamics of the system is

�̇g(t) = Tt (ν(t),�g(t)) + Tg(i(t))

J
(2)

Fig. 2. Schematic variable-speed WECSs, based on a DFIG with a
bidirectional back-to-back converter in the rotor.

where J is the inertia of the whole combined rotating parts,
Tt (·) > 0 is the torque exerted by the wind on the blades
(referred to the high-speed side by the transmission ratio of
the speed multiplier; see Appendix B), and Tg(·) < 0 is the
electrical resistant torque of the generator, which depends on
the currents i(t) of the DFIG [see (5) and (54)]. Note that
friction terms are neglected and fixed pitch-angle operation at
β = βopt is assumed. The expression of the turbine torque
Tt = Pt/�g becomes, after simple manipulations

Tt (ν(t),�g(t)) = πρR3

2kgb
Ct (λ(t))ν2(t) (3)

where Ct (λ) = Cp(λ, βopt)/λ is the torque coefficient mod-

eled as Ct (λ) = ∑3
i=0 ciλ

i for some appropriate choice of
coefficients ci . From now on, the explicit dependence of the
system variables on the time variable will be skipped for the
sake of notation simplicity.

III. DFIG WITH BIDIRECTIONAL CONVERTER

The applicability of the proposed adaptive 2-SMC technique
to DFIG-type WECSs is investigated by tackling a versa-
tile DFIG topology, considering a bidirectional back-to-back
converter in the rotor (see Fig. 2). This type of WECSs,
largely used in variable-speed grid-connected applications, can
operate in both subsynchronous and supersynchronous speed
ranges. When operating supersynchronously, electrical power
is fed to the grid through both the stator and the rotor, whereas
for subsynchronous speeds, electrical power is injected into the
rotor from the grid.

This configuration yields a multivariable system with
two control inputs, i.e., the direct and quadrature rotor volt-
ages, which makes it possible to pursue two independent
objectives, for instance, active and reactive power control.
In this work, a comprehensive control strategy is developed
for operation in Zones II and III, without resorting to wind
speed measurement.

A complete dynamical description of the system com-
prises five nonlinear differential equations (see Appendix B).
By means of some geometrical considerations (relative align-
ment between the rotating frames and the spatial fluxes)
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and a reasonable electric simplification (neglecting the stator
resistance), a simplified third-order model can be obtained.
This simplified description, whose variables are the direct and
quadrature rotor currents and the mechanical rotation speed, is
used for the control design, while the simulations for validation
will be carried out using the full-order model. The reduced
model is given by [37]

diqr

dt
= −

(
Lm Vs

Leq
+ ωs idr

) (

1 − p

ωs
�g

)

− Rr Ls

Leq
iqr + Ls

Leq
vqr

didr

dt
= iqr (ωs − p�g) − Rr Ls

Leq
idr + Ls

Leq
vdr (4)

where vqr and vdr are the voltage control inputs and
Leq = Ls Lr −L2

m , with Lm being the magnetizing inductance,
and the third equation corresponds to (2), with the following
expression for generator torque:

Tg(iqr ) = −3 pLm Vs

2ωs Ls
iqr . (5)

A. Sliding Manifold Design

According to what has been stated above, two control
objectives are tackled herein. The first one is to control the
power extraction in Zones II and III, aiming to conversion
efficiency optimization and power regulation, respectively, as
shown in Fig. 1.

Given that it is assumed that no accurate wind speed
information is available, the strategy for Zone II consists
in indirectly attaining conversion efficiency maximization
(λ = λopt) by tracking a time-varying optimum torque ref-
erence, which can be expressed as

Topt(�g) = πρR5Cp max

2k3
gbλ

3
opt

�2
g = ko�

2
g (6)

where ko = πρR5Cp max/(2k3
gbλ

3
opt).

On the other hand, in Zone III, when the wind speed is
high, the limitation of power to the rated value Pr can be
performed by tracking a time-varying torque reference

Tr (�g) = Pr

�g
. (7)

The second control objective focuses on tracking an external
reactive power reference in the stator, in order to contribute
compensating for the grid power factor. The expression for the
stator reactive power is [37]

Qs(idr ) = 3 pV 2
s

2ωs Ls
− 3 pLm Vs

2Ls
idr . (8)

Then, the following two sliding variables are defined:
σ1 = Tref + Tg = Tref(�g) − 3 pLm Vs

2ωs Ls
iqr (9)

σ2 = Qref − Qs = Qref + 3 pLmVs

2Ls

(

idr − Vs

ωs Lm

)

(10)

where Qref is the external time-varying reference for the
reactive power and Tref(�g) is the torque reference

Tref(�g) =
⎧
⎨

⎩

ko�
2
g, �g ≤ �grated

Pr

�g
, �g > �grated .

(11)

By virtue of (2) and (4)–(8), the time derivatives of the
sliding variables take the form

σ̇1(t) = dTref

dt
− dTg

dt
= Tt +Tg

J

dTref

d�g
− 3 pLm Vs

2ωs Ls

diqr

dt
(12)

σ̇2(t) = Q̇ref − d Qs

dt
= Q̇ref + 3 pLm Vs

2Ls

didr

dt
. (13)

Note that the control inputs u1 = −vqr and u2 = vdr enter
into the right-hand side of (12) and (13) through the deriv-
atives of the electrical currents, given in (4). Differentiating
further (12) and (13) yields two expressions, which can be
written in the form

σ̈ j (t) = f j (�g, iqr , idr , u j , t) + g j u̇ j , j = 1, 2 (14)

highlighting the affine and decoupled dependence of each
σ̈ j on the corresponding control derivative u̇ j . The 2-SMC
design requires that the following inequalities hold for some
constants Gmj , GM j , and Fj , j = 1, 2:

0 < Gmj ≤ g j ≤ GM j ; | f j | ≤ Fj . (15)

To obtain appropriate theoretical bounds, the following
expressions can be straightforwardly found by differentiation
and adequate rewriting (arguments of functions f j and g j and
time-varying signals are omitted for brevity):

f1 = −3 p2Lm Vs

2ωs Ls J

(

idr + Lm Vs

ωs Leq

)

ϕ1

+d2Tref

dt2 + 3 pLm Vs(ωs − p�g)

2ωs Ls

×
(

Ls

Leq
vdr − Rr Ls

Leq
idr +(ωs − p�g)iqr

)

+ 3 pLm Rr Vs

2ωs Leq

×
[(

Ls

Leq
vqr − Lm Vs

Leq
+ ωsidr

) (

1− p�g

ωs

)

− Rr Ls

Leq
iqr

]

(16)

where ϕ1 = (Tt − (3 pLm Vs/2ωs Ls)iqr ) and the second time
derivative of Tref depends on the zone of operation

d2Tref

dt2 =

⎧
⎪⎪⎨

⎪⎪⎩

2ko

J 2 ϕ1 + 2ko�g

J
ϕ2, �g ≤ �grated

2Pr

J 2�3
g
ϕ1 − Pr

J�2
g
ϕ2, �g > �grated

(17)

with

ϕ2 = ρπ R3

2kgb

[(

2c0ν + c1 R�g

kgb
− c3 R3�3

g

k3
gbν

2

)

ν̇

+ϕ1

J

(
c1 Rν

kgb
+ 2c2 R2�g

k2
gb

+ 3c3 R3�2
g

k3
gbν

)]

(18)

f2 = Q̈ref − 3 p2Lm Vs

2Ls J
ϕ1 − 3 pLm Ls Vs

2L2
eq

vdr

−3 pLmVs

Leq
(ωs − p�g)

[
Lm Vs(ωs − p�g)

2ωs Ls
+ Rr iqr

]

−3 pLmVs

2
idr

[
(ωs − p�g)

2

Ls
− R2

r Ls

L2
eq

]

+3 pLmVs

2Leq
(ωs − p�g)vqr (19)
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TABLE I

MAXIMUM RANGES FOR THE UNCERTAIN TIME-VARYING SIGNALS

g1 = 3 pLm Vs

2ωs Leq
(20)

g2 = 3 pLm Vs

2Leq
. (21)

Then, to compute the bounding constants in (15), a worst
case analysis has been performed, considering maximum
admissible intervals for the time-varying signals
entering (16)–(21) (see Table I).

Assuming uncertainties and other possible external dis-
turbance effects as well yields the following conservative
theoretical bounds:

F1 = 1.40316 × 108; F2 = 5.86104 × 1010 (22)

Gm1 = 1.4754 × 103; GM1 = 2.2131 × 103 (23)

Gm2 = 5.5620 × 105; GM2 = 8.3430 × 105. (24)

IV. ADAPTIVE SECOND-ORDER SLIDING MODE DESIGN

At this point, it is convenient to use a unified representation
to write down each equation of second-order nonlinear uncer-
tain system (14), which, respectively, governs the dynamics of
the sliding variables σ1 and σ2. They take the following form:

{
ż j

1(t) = z j
2(t)

ż j
2(t) = f j + g jv j (t)

j = 1, 2 (25)

where z j
1(t) = σ j (t), v j (t) = u̇ j (t) is the auxiliary control

signal, and f j (·) and g j (·) are uncertain functions satisfying
the inequalities stated in (15).

The two subsystems (25) will be now treated in a unified
way, and hence the subscript and superscript j in the corre-
sponding functions and variables will be dropped for the sake
of simplicity. Therefore, from now on, we let z1(t) = σ(t),
and (25) and (15) will be represented, respectively, as

{
ż1(t) = z2(t)

ż2(t) = f (·) + g(·)v(t)
(26)

0 < Gm ≤ g ≤ GM ; | f | ≤ F. (27)

To stabilize in finite time the uncertain auxiliary systems
(26) and (27), the following discontinuous algorithm, called
the Suboptimal algorithm, was proposed in [12]:

v(t) = u̇(t) = −α(t)V sgn(z1 − z1M/2) (28)

α(t) =
{

α∗ if
(

z1 − z1M

2

)
(z1M − z1) > 0

1 otherwise
(29)

where z1M is the last extremal value of z1 (more precisely,
the most recent local maximum, minimum, or horizontal flex
point of the sliding variable, which can be evaluated with
sufficient precision using measurements of z1 only [38]),

and α∗ and V are tuning constants to be selected in accordance
with the next inequalities

α∗ ∈ (0, 1] ∩
(

0,
3Gm

GM

)

(30)

V >
F

Gm
�, � = max

{
1

α∗ ,
4Gm

3Gm − α∗GM

}

. (31)

Such a constant-gain controller is modified by imple-
menting a time-based adaptation mechanism, which properly
adjusts the gain parameter V , now denoted by Vtb(t), thereby
changing (28) into

v(t) = u̇(t) = −α(t)Vtb(t) sgn(z1 − z1M/2). (32)

The adaptation method that will be implemented is inspired
by the one introduced in [31] for the TW 2-SM algorithm,
and that was tailored to the Suboptimal algorithm in [34].
It is worth noting that in this paper, we develop a different
form of adaptation mechanism compared with that suggested
in [34].

The basis of the adaptation logic is a suitable SM existence
criterion. Receding horizon time intervals of fixed length T
are considered of the form

Tk ≡ [kTa − T, kTa] k = k∗, k∗ + 1, . . . (33)

where Ta � T = k∗Ta , k∗ ∈ N. Ta is the adaptation period of
the gain-adjusting mechanism and T is the adaptation window.
At the end of every interval Tk , the number of zero crossings
of the quantity

ω(t) = z1(t) − z1M/2 (34)

during such an interval is computed. Note that function ω(t)
appears as an argument of the sign function in the Suboptimal
algorithm control law (32), and hence, when the corresponding
number of zero crossings is sufficiently large, it means that a
real SM behavior occurs in a small vicinity of the sliding
manifold. In turns, this implies that the control value is large
enough to counteract the actual uncertainties. Thus, if the
SM existence criterion is fulfilled, it is sensible to diminish the
control gain at the end of the time interval. On the other hand,
when the SM existence criterion is violated, then the control
gain is increased. Upper and lower saturation thresholds to the
control gain Vtb(t) are also taken into account.

The time-based adaptation works as follows. The piecewise
constant gain Vtb(t) is defined according to

Vtb(t) = V k
M , t ∈ [kTa, (k + 1)Ta). (35)

The amplitude parameter V k
M is adjusted according to

V i
M = V0, i = 0, 1, 2, . . . , k∗ − 1

V k+1
M =

{
max

(
V k

M − 
Ta, Vmin
)

if Nk
sw(ω) ≥ N∗

min
(
V k

M + �Ta, Vmax
)

if Nk
sw(ω) < N∗

for k ≥ k∗ (36)

where Nk
sw(ω) is the number of sign commutations of ω(t)

in the interval Tk and N∗ is an appropriate integer threshold.
Roughly speaking, at the end of each time interval Tk , we
decrement the time-based control magnitude Vtb(t) stepwise
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by 
Ta if the SM existence criterion is fulfilled; otherwise,
we increment it stepwise by �Ta . The adaptation logic also
includes lower and upper bounds for the control magnitude
[Vmin and Vmax, respectively, the latter being a value ful-
filling Vmax > (F/Gm)�, where � is defined in (31)].
Finally, V0 is an arbitrary nonnegative initial value that can be
selected smaller than Vmax. Note that the uncertainty bounds
in (22)–(24) affect only the computation of the Vmax parameter.

We preliminarily recall a useful lemma, which will be
invoked within the convergence proof of the algorithm.

Lemma 1 [33]: Consider the second-order auxiliary
system (26) with the Suboptimal algorithm as the control
law, and let Nk

sw(ω) be the number of zero crossings of
ω = z1 − z1M/2 during the time interval Tk of length T .
If the condition

Nk
sw(ω) ≥ 3 (37)

is satisfied and, additionally, there is a1 > 0 such that
|z̈1(t)| ≤ a1 ∀t ∈ Tk , then there exist constants ρ1 and ρ2,
independent of T , such that the next inequalities hold

|z1(t)| ≤ ρ1T 2 |z2(t)| ≤ ρ2T ∀t ∈ Tk . (38)

Proof of Lemma 1: See [33].
Rewrite the last equation of (25) as follows:

ż2(t) = g[η(t) + v(t)], η(t) = f

g
. (39)

We assume that a positive constant P exists such that
∣
∣
∣
∣

d

dt
η(t)

∣
∣
∣
∣ ≤ P, t ≥ 0. (40)

We are now in a position to state the next theorem.
Theorem 1: Consider system (26). Assume that the uncer-

tain functions f (·) and g(·) satisfy the inequalities (27). Apply
the time-based adaptive Suboptimal control law (29)–(32),
(35), and (36) with (31) specified with V = Vmax and


 > 0, � > 
 + 3P, N∗ ≥ 3. (41)

Then, with large enough parameters Ta and T , the next
relations are achieved after a finite-time transient for some
positive constants b1 and b2

|z1(t)| ≤ b1T 2, |ż2(t)| ≤ b2T . (42)
Proof of Theorem 1: See Appendix A.
Remark 1: It is worth remarking that the complicated rela-

tions (16)–(21) do not contribute to the real-time computations.
In fact, they represent the drift and gain terms of the sliding
variable dynamics (14), and such functions are used only
offline for computing the constants appearing in (22)–(24).
The online computations to derive the actual value of the
control input to be applied, to be made every Ta , are limited
to the computation of the last extremal value z1M (which
just requires few subtractions and multiplications as explained
in [38]), the computation of the current value of the gain
V k+1

M according to (36), and the computation of the current
value of the control input time derivative according to (29)
and (32), and finally the discrete-time integration (e.g., by
the Euler method). Thus, the computational burden of the
proposed algorithm turns out to be particularly simple.

A. Practical Tuning of the Algorithm

Some guidelines for finding an effective tuning of the
adaptive 2-SM controller parameters are given. This is useful,
on one hand, because there is a large freedom in selecting
their values, and on the other hand, because the restriction
� > 
 + 3P in (41) is usually highly conservative. Thus,
a practically oriented tuning procedure is helpful as a viable
way to obtain the best performance from the proposed adaptive
control algorithm.

In practice, due to discretization, measurement noise, and/or
actuator bandwidth limitations, the time interval between
two successive adjustments of the control input has a lower
threshold. According to this unavoidable implementation
constraint, the parameter Ta has to be chosen not less than
such a threshold.

Then, the pair (T, N∗) should be selected jointly. This is
done by first choosing the interval length T as an integer
multiple of Ta and then making an experimental (or sim-
ulative) test using the fixed-gain version of the controller
and inspecting the actual average number of switches of the
quantity ω(t) along time windows of length T . This observed
average value has then to be reduced (e.g., dividing it by
two) to derive N∗. The rationale for this procedure is that
the average switching frequency of the sliding variable will
decrease when the magnitude of the discontinuous controller
gain is diminished.

The 
 parameter is chosen arbitrarily, being convenient to
use relatively small values to avoid an excessively nervous
adaptation of the gain. Finally, the parameter � must formally
fulfill the inequality in (41), which is, however, unsuitable
since the parameter P is usually highly conservative. � should
be chosen large enough to allow a prompt restoring of the
practical SM condition when it is lost. In this sense, selecting
its value between five and ten times the value of 
 represents
a reasonable choice.

V. SIMULATION RESULTS

In this section, the unified notation adopted in Section IV
is dropped. Thus, the parameters V0, Vmax, Vmin, 
, �, and
N∗ from (36) associated with sliding variable σ j , j = 1, 2,
and its corresponding controller u j will now be explic-
itly denoted by V0, j , Vmax, j , Vmin, j , 
 j , � j , and N∗

j ,
respectively.

The performance of the proposed adaptive 2-SM control
system is assessed via computer simulations. The simulation
runs correspond to 10 min of system operation, using the wind
profile shown in Fig. 3, which spans over Zones II and III.

The simulated system is a three-bladed horizontal-axis
WECSs based on a DFIG with a bidirectional converter and a
rated power of 37 kW. Its full-order model is used in this
section (the model and nominal parameters can be found
in Table II of Appendix C). In addition, a friction torque
disturbance was applied at t ≥ 300 s, which is shown in
Fig. 4 (top), and time-varying fluctuations of the grid line volt-
age and frequency have been considered [see Fig. 4 (bottom)].
All system parameters have also been subject to variations up
to 20% with respect to their nominal values.
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Fig. 3. Wind speed profile.

The plan of the simulation analysis is as follows. First,
in Section V-A, a comparison between the fixed-gain 2-SM
controllers (28) and (29) and the adaptive version proposed
herein will be presented in the absence of noise. Subsequently,
in Section V-B, significant implementation issues such as the
presence of measurement noise and the sensitivity of the
adaptive controller against the chosen sampling period will
be investigated.

A. Adaptive Versus Fixed-Gain 2-SM Controllers

To compare both controllers, the values of all the parameters
were determined in the first place. The computation of the
fixed-gain parameters (V1, α∗

1 , V2, and α∗
2 ) based on the

theoretical bounds introduced in (22)–(24) provides extremely
large values, not feasible for implementation as they will cause
unacceptable chattering in the fixed-gains realization of the
controller. After further heuristic refinement, the following
parameters, suitable for practical use, have been employed:

α∗
1 = 0.54; V1 = 300. α∗

2 = 0.54; V2 = 30. (43)

With regard to the proposed adaptive 2-SM controller, the
explicit expressions of the control law, where u1 = −vqr and
u2 = vdr , are as follows:

u̇ j (t) = −α∗
j (t)Vtb, j (t) sgn(σ j − σ j M/2)

Vtb, j (t) = V k
M j , t ∈ [kTa, (k + 1)Ta)

V i
M j = V0, j i = 0, . . . , k∗ − 1

V k+1
M j =

{
max

(
V k

M j − 
 j Ta, Vmin, j
)

if Nk
sw(ω j ) ≥ N∗

j

min
(
V k

M j + � j Ta, Vmax, j
)

if Nk
sw(ω j ) < N∗

j

for k ≥ k∗ (44)

where Nk
sw(ω j ) is the number of sign commutations of

ω j (t) = σ j − (σ j M/2) in the intervals Tk ≡ [kTa − T, kTa],
as defined in (33). The practical tuning procedure previously
outlined in Section IV-A has been followed and its parameters
were finally set as follows:

Ta = 1 ms; T = 200Ta

N∗
1 = 6; 
1 = 1.2; �1 = 9

Vmax,1 = V1; Vmin,1 = 0.1; V0,1 = 100

N∗
2 = 4; 
2 = 0.2; �2 = 2.3

Vmax,2 = V2; Vmin,2 = 0.1; V0,2 = 10 (45)

where Ta = 1 ms was obtained from practical considerations
in accordance with the response time allowed by the measure-
ment and actuator subsystems.

Fig. 4. Top: variations of the grid line voltage and line frequency.
Bottom: torque disturbance.

Fig. 5. Sliding variables with the fixed-gain controller and the adaptive
controller.

The time evolution of the sliding variables σ1 and σ2
obtained using the fixed-gain and adaptive controllers are
depicted in Fig. 5. The fixed-gain and the time-based adaptive
controllers achieved the desired objectives, steering to and
confining the sliding variables within a vicinity of zero in
both cases. However, a significant chattering reduction can be
appreciated when the adaptive controller is employed.

Note that tuning the gains large enough to deal with the
uncertainties and disturbances in a wide operating range has
another negative effect on the fixed-gain controller perfor-
mance, besides the aforementioned output chattering. This is
the generation of severe mechanical efforts that can be inferred
from its broad torque variations in Fig. 6.

Counteracting the rate of variation of the generator torque is
of paramount importance to increase the lifetime of WECSs.
Evidently, this could be attained with the fixed-gain controller
by reducing its gains, but at the expense of narrowing its
robustness region and with the incorporation of an additional
action into the control law, responsible to drive the system
inside that region. On the other hand, without range reduction,
it can be observed that the adaptive 2-SM controller provides
in fact a remarkable attenuation of the generator torque vibra-
tions (see the details in Fig. 6).
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Fig. 6. Torque with the fixed-gain controller and the adaptive controller
for whole time range (top) and a detail (bottom).

Fig. 7. Sliding variables when different magnitudes of measurement noise
are considered.

B. Noise and Discretization Effects

To validate the performance of the adaptive Suboptimal
controller in a more realistic scenario, measurement noise has
been included in a further series of tests. Particularly, different
simulation runs have been made by varying the noise level
from 1% to 3% of the measurement range. Fig. 7 depicts the
obtained time evolutions of the sliding variables σ1 and σ2,
showing the corresponding progressive deterioration of the
sliding accuracy when the measurement noise is considered.
A continuous dependence of the sliding accuracy on the noise
magnitude is observed.

Fig. 8 depicts the actual and reference profiles of the
generator torque [Fig. 8 (top)] and the stator reactive power
[Fig. 8 (bottom)], showing that very good tracking is attained
by the proposed controller also in the presence of noise. It is
worth pointing out a slight deterioration of the generator torque
tracking accuracy at t ≥ 300 (i.e., when the friction torque is
added). The tracking precision, however, remains satisfactory.
Short transient peaks can be seen in the Qs profile at the
transition times between operating zones.

Fig. 8. Top: actual and reference generator torques. Bottom: actual and
reference stator reactive powers. (Simulations considering measurement
noise.)

Fig. 9. Control voltages derivatives: u̇1 = (dvqr /dt) (top) and
u̇2 = (dvdr /dt) (bottom). (Simulations considering measurement noise.)

Fig. 9 displays the control voltage derivatives
u̇1 = (dvqr/dt) [Fig. 9 (top)] and u̇2 = (dvdr/dt)
[Fig. 9 (bottom)], showing the continuous adjustment of
their magnitude provided by the adaptive 2-SMC scheme
to face the variation of the uncertain drift and control gain
terms. Fig. 10 displays the corresponding applied control
voltages u1 = vqr and u2 = vdr , which appear to be immune
to chattering.

The sensitivity of the adaptive controller against the choice
of the sampling period Ta is investigated next. Since the
proposed adaptation mechanism counts the number of sign
commutations of the sliding variable, it is expected that in
the presence of noise selecting a too small value for Ta will
yield the failure of the adaptation. A related analysis was
made in [39], where the sensitivity of the TW algorithm
to the presence of noise was under investigation and led
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Fig. 10. Control voltages: u1 = vqr (top) and u2 = vdr (bottom).
(Simulations considering measurement noise.)

Fig. 11. Adjustments of the amplitude parameter of the gains,
Vtb,1(t) = V k

M1 and Vtb,2(t) = V k
M2, for smaller adaptation periods of the

gains Ta with measurement noise.

to the important result that the sampling period should be
selected proportional to the square root of the measurement
noise magnitude since accuracy deterioration is observed using
smaller values. The same result readily translates to the present
scenario, since the Suboptimal algorithm is homogeneous
and the proposed adaptation is based on the sign of the
sliding variable (in analogy with the TW controller). The
proportionality constant is hard to compute and trial and error
is needed in practice to properly tune the Ta parameter. Next
simulations clearly show this fact. Fig. 11 depicts the adaptive
gains corresponding to different tests where reduced values for
Ta compared with the value Ta = 1 ms used in all the previous
simulations were used. It can be seen that the smallest value
Ta = 0.1 ms leads to the failure of the gain adaptation in both
the torque and reactive power control loops.

Overall, all presented tests have shown that the proposed
adaptation mechanism is a practical solution, rather simple and
easy to implement, to address the high performance control

of a WECS under significant uncertainty effects and bring
considerable improvements compared with the corresponding
fixed-gain counterpart.

VI. CONCLUSION

A robust controller setup for power conversion maximiza-
tion and reactive power regulation of wind turbines was
designed. To this end, an existing adaptive 2-SMC scheme
has been revisited in order to deal with quickly varying dis-
turbances (such as those present in WECSs) and its theoretical
foundation was demonstrated. After thorough simulation tests,
the novel time-based adaptive WECS controller has shown
satisfactory performance and robustness attesting not only
the potential applicability of this combined control technique
in the area of wind energy technology, but also its general
applicability to nonlinear systems subjected to fast varying
uncertainty sources.

The critical issue of the selection of the Ta parameter should
be kept in mind while tuning the control system, and particu-
larly, the variable measurement step strategy suggested in [39],
suitably tailored to the present scenario, could be usefully
implemented to further robustify the proposed controller. This
issue will be investigated in our next research.

This research is the preliminary stage of a broader project
aiming to implement and compare several adaptive 2-SM
controllers in a real small-scale wind turbine (10–60 kW) to
optimize energy capture and extend its service life.

APPENDIX A
PROOF OF THEOREM 1

Unlike the initial conditions already belonging to a close
vicinity of the origin of the z1 Oz2 plane, during the initial
transient, there are no frequent sign commutations of ω(t), and
hence, the time-based magnitude Vtb(t) will start increasing
from its initial value V0 and two possible scenarios can arise.

In one of them, Vtb(t) will reach the maximum value Vmax
and then keep constant. Then, according to the convergence
properties of the fixed-gain version of the Suboptimal algo-
rithm, the resulting trajectories will start to converge toward
the origin.

While approaching the origin, the contraction condition
|z1M,h+1| ≤ γ |z1M,h | (γ < 1) is enforced by the Suboptimal
algorithm, and the frequency of the sign commutations of ω(t)
will progressively increase. Theoretically, the frequency of
sign commutations of ω(t) tends to infinity while approaching
the origin. Hence, the real-sliding criterion (37) is fulfilled at
some k = M1, and the stepwise reduction of V k

M will be then
activated starting from the end of the time interval TM1 .

In the other possible, and more favorable, scenario, Vtb(t)
will be growing during the initial transient, but the real-
sliding criterion (37) will be already achieved before that
Vtb(t) reaches the maximum value Vmax. Also in this case,
the stepwise reduction of V k

M will be activated starting from
the end of some time interval TM1 .

The gain dominance condition (31) can be specialized to a
restricted time interval Tk as follows:

Vmax > �Nk , Nk = sup
t≥Tk

|η(t)| ≤ F/Gm . (46)



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

10 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

By relying on the fact that N M1
sw (ω) ≥ N∗, there is τ1 ∈ TM1

such that the time-based adaptive control gain Vtb(M1Ta) =
V M1

M will be dominating the actual upper bound of |η(τ)|, in
accordance with (46), as

V M1
M ≥ �|η(τ1)|, τ1 ∈ TM1 . (47)

Starting from the end of the time interval TM1 , the process
of reducing the control gain is activated, i.e., V M1+�

M =
V M1+�−1

M − 
Ta , � = 1, 2, . . .. Thus, the dominance over the
uncertainties [formalized by condition (47)] will be lost after
a finite number of intervals, and there is M2 > M1 such that
at k = M2, the real-sliding criterion (37) will be violated.
It implies that along the preceding time interval TM2−1,
a dominance inequality analogous to (47) holds

V M1
M ≥ �|η(τ2)|, τ2 ∈ TM2−1. (48)

By Lemma 1, along the time interval TM2−1, the variables
z1 and z2 are bounded as in (38) with

ρ1 = sup
t∈TM2−1

|ż2(t)| = GM
[
NM2−1 + V M2−1

M

]
. (49)

Along the interval TM2+1, i.e., one interval after the vio-
lation of the two-sliding criterion (37), the magnitude of the
uncertainty η(t) will be such that

|η(τ3)| ≤ |η(τ2)| + 3PT ∀τ3 ∈ TM2+1 (50)

which is derived by taking into account (40). On the other
hand, the adaptive magnitude will be increased at the end of
the interval TM2 − 1 and decreased at the end of the successive
interval TM2+1, which means that

V M2+1
M > V M2−1

M + T (� − 
). (51)

Therefore, considering (48), (50), and (51), if the
� parameter is such that

� > 
 + 3P (52)

it follows that the dominance condition (46) will be already
restored along the interval TM2+1, i.e., one interval after
the violation of the SM existence criterion (37). While V k

M
continues to grow, which will happen for a finite number of
adaptation intervals until the SM existence criterion (37) will
be restored, contractive rotations of the system trajectories
in the z1 − z2 plane will take place, which can be evalu-
ated by studying the piecewise parabolic limit trajectories of
the Suboptimal algorithm (see [38]) starting from the initial
condition (38). Lengthy but straightforward computations
show that the transient deviations of z1 and z2 fulfill inequal-
ities analogous to (42), with the constants b1 and b2 indepen-
dent of T . The process of loosing and successively restoring
the dominance over the uncertainties will iteratively continue,
thereby preserving inequalities (42). Theorem 1 is proved. 


APPENDIX B
INDUCTION GENERATOR FULL-ORDER

DYNAMICAL MODEL

The four nonlinear differential equations that together
with (2) describe an induction generator in a synchronously

TABLE II

NOMINAL PARAMETERS OF THE DFIG BIDIRECTIONAL TOPOLOGY

rotating direct–quadrature (d-q) frame are

v = Zi

Z =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Rs + Ls
d

dt
−ωs Ls Lm

d

dt
−ωs Lm

ωs Rs + Ls
d

dt
ωs Lm Lm

d

dt

Lm
d

dt
−sωs Lm Rr + Lr

d

dt
−sωs Lr

sωs Lm Lm
d

dt
sωs Lr Rr + Lr

d

dt

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(53)

where v = [vds; vqs; vdr; vqr ]T , i = [isd; isq; ird ; irq]T ,
(d/dt) is the time derivative operator, and Lm is
the magnetizing inductance. All the rotor variables
have been referred to the stator side by n1. The
equation for the generator torque, which replaces (5),
is

Tg = pp Lm(isqird − isdirq ). (54)

Variables are referred to the fast shaft side by

Tt = Tt low

kgb
; �g = �lowkgb; J = Jt

k2
gb

+ Jg (55)

where Jt and Jg are the inertia of the turbine rotor and the
generator rotating parts, respectively.

APPENDIX C
PARAMETERS OF THE DFIG BIDIRECTIONAL TOPOLOGY

See Table II.
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