
Young Seon Kim et al. in 2022 conducted a study including 282 women diagnosed with invasive breast cancer who had a surgical operation from February 2016 to April 2017 to recognize the correlation between histopathological features of the tumor and the data elicited by a deep learning-based computer-aided system about ultrasonographic morphological quantities. They concluded that only the tumor below the T1 stage has a correlated size with ultrasonographic morphological characteristics (1).  
Mingming Ma et al. studied 81 patients who had breast cancer from August 2018 to October 2019 in order to find out whether it is possible to differentiate non-triple-negative breast cancer and triple-negative breast cancer by using radiomics data from dynamic contrast-enhanced magnetic resonance (DCE-MRI). The study was done by using deep learning segmentation and a machine learning classifying system, so the results showed that radiomics models are efficient for the mentioned differential diagnosis (2). 
By using convolutional neural network (CNN) and Convolutional Long Short Term Memory (CLSTM), the accuracy of classifying three subtypes of breast cancer based on the hormonal receptor (HR) and HER2 receptor can reach 0.8-0.9 and also re-tuning can get 30% more accurate, as Yang Zhang et al. performed a study on 244 patients (3).
Haolin Yin et al. established a study to evaluate the function of multiple MRI-based CNN in assessing four molecular subtypes of breast cancer using 136 confirmed cases. Eventually, they concluded that the selection of the MRI sequences plays an important role in distinguishing the data extracted for assessing the molecular subtypes (4).  
Iqra Nissar et al. recruited a dual-channel attention-based deep learning model MOB-CBAM for recognizing benign from malignant, different molecular subtypes, calcification, and masses that contribute to the diagnosis of classification and personal treatment planning (5).
Based on the study done by Maha Alafeef et al., the machine learning algorithm, which is called an artificial neural network (ANN), is able to classify different cancer stages through the 42 internalization unique patterns of carbon nanoparticles (CNPs). ANN has made categorizing different stages of cancer possible, besides differentiating TNBC classes with 98.1% accuracy. It is worth mentioning that this study analyzed about 500 groupings of CNPs and cancer phases by utilizing machine learning (6).  
According to the clinical knowledge, Mohamed Amgad et al., through the application of deep learning, segmented and classified breast cancer H&E tissue whole slide images at regional and nuclear levels. This method concurrently detects fibroblast, tumor, and lymphocyte nuclei, in addition to histologic areas of the region consisting of tumor and stroma. Based on the results, accurate prediction of tumor-infiltrating lymphocytes of breast cancer and classifying patients based on progression results would be possible by the end-to-end framework (7).
Wooyoung Jang et al. classified breast cancer subtypes of two datasets, one from patients from the Korea University Guro Hospital and the other one from the Cancer Genomic Atlas dataset (TCGA), by establishing weakly supervised learning. The AI model, which weakly supervises learning, was applied to train the model on routine H&E WSI and showed promising results in screening tasks, lessening costs and the burden of work in clinics (8).
Xianyu Zhang et al. worked on ultrasound images divided into test and external tests by using a deep learning model (DLM). In this study, two subtypes of breast cancer based on hormonal receptor (HR) and human epidermal growth factor receptor 2 (HER2) expression were defined. DLM accurately diagnosed breast tumors and distinguished molecular subtypes from only ultrasound images (9).
MEIAI LIN et al. performed a study using deep learning-based dynamic light scattering (DLS) microscopy sensing mitochondria dynamic for spotting the motility of subcellular scatters, visualizing morphology of mitochondria, and differentiating two subtypes of breast cancer, TNBC, and HER2 positive with 0.89 accuracy. Eventually, DLS microscopy, by comparing mitochondrial morphologies, could classify the subtypes of breast malignancy (10). 
Based on the study of Zixiao Lu et al., deep learning can be applied for the classification of tumor-infiltrating lymphocytes from whole-slide images of breast cancer (11).
In the study carried out by Mirae Kim et al. in 2021, trajectories of epidermal growth factor receptor (EGFR) were analyzed by deep learning model in order to categorize cell types of breast malignancies. Six breast cancer cell types with different receptors and intensiveness were considered for training the model, which was an artificial neural network model on EGFR motions. Consequently, 83% of accuracy was achieved for classifying cell types and 85% for receptor status prediction (12).
Shen Zhao et al. concluded that a deep learning-based framework can beneficially improve patient classification and personalized treatment quality. Thus, it is applicable in clinical practices. In this study, they used a multi-omics TNBC cohort consisting of 425 patients. The deep learning model was used for projecting molecular characteristics, subtypes, and prognoses based on whole-slide images. It is worth mentioning that multi-omics features were studied, such as germline and somatic mutations, copy number alterations, biological activities, and immunotherapy features (13).
Shashank Yadav et al. measured numerous cell-cell interaction characteristics at single-cell resolution by performing neighborhood analysis, along with evaluating cellular phenotypes. These characteristics were utilized in a neural-network-driven Cox-nnet survival model to discover features linked to survival. Subtypes of patient survival were discerned by non-negative matrix factorization (NMF). Finally, cells within the tumor and their microenvironment, besides their interaction, were fully studied. Also, new survival subtypes were recognized, along with survival prediction on an enormous scale. All in all, prognosis and personal management in the breast cancer field can witness improvements in the future (14).  
Caroline Dominique et al., by taking advantage of deep learning, analyzed contrast-enhanced spectral mammography (CESM) from patients diagnosed with breast cancer. Consequently, prognostic tumor markers, especially the status of estrogen and triple-negative receptors, were successfully recognized by the deep learning model (15).

Stratification of luminal and non-luminal subtypes of breast malignancy is possible by computer algorithms using DCE-MRI. Liang Sun et al. successfully achieved higher accuracy in recognizing molecular subtypes of breast malignancy, prognosis, and survival by assisting cross-attention multi-branch net (CAMBNET) (16).
In the study done by Shufang Yang et al., the neural network of deep learning was optimized structurally for multi-omics data innovatively to integrate deep learning models and multi-omics data to predict TNBC subtypes. This method improves classification, personal treatment, and prognosis (17).
Zhi-Chang Ba et al. performed a prospective cohort of 475 patients with breast cancer. They merged DCE-MRI and NME-DWI through a deep neural network to predict the molecular subtype of breast cancer. The accuracy of the integration of these two imaging modalities in subtype prediction was superior to using each technique independently. Furthermore, DCE-MRI surpassed NME-DWI in the ability of subtype prediction (18). 
Ana M. Mota et al. selected 1397 images from 660 patients by using the OPTIMAM imaging database to research an innovative method for forecasting the molecular subtypes of breast cancer. Mammography images and the deep learning model ResNet-101was were utilized to categorize tumors into five distinct subtypes: Luminal A, Luminal B1, Luminal B2, HER2, and Triple Negative. In conclusion, deep learning models are reliable for the prediction of molecular subtypes of breast cancer, underscoring the significance of data balancing and augmentation methods (19).
Categorization and localization of cancerous areas in mammography images were done precisely by Dr. T Sunil Kumar et al. by using a ResNet50 model, which detects mass areas besides categorizing them into four groups consisting of ductal carcinoma, triple negative, inflammatory, and invasive cancer. Notably, the accuracy rate of classification and prediction reached 90.6% (20). 
Suhas Srinivasan et al. created a novel hybrid method, deep unsupervised single-cell clustering (DUSC), that combines feature generation utilizing a deep learning framework through a new technique to assess the number of latent features alongside a model-based clustering algorithm to derive a concise and informative depiction of single-cell transcriptomic data, resulting in strong clusters. They also incorporated a method to evaluate an optimal quantity of latent features in the deep learning model. Our approach surpasses traditional and cutting-edge feature learning and clustering techniques, rivaling the accuracy of supervised learning. They utilized DUSC on a single-cell transcriptomics data set sourced from a triple-negative breast cancer tumor to discover possible cancer subclones highlighted by copy-number variation and examine the significance of clonal heterogeneity. DUSC will offer life scientists and clinical researchers a more precise instrument for analyzing single-cell data, ultimately resulting in enhanced insights into the cellular atlas of living beings and better diagnostic treatments for patients (21).
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