
Journal Pre-proof

An intelligent healthcare monitoring framework using wearable sensors
and social networking data

Farman Ali, Shaker El-Sappagh, S.M. Riazul Islam, Amjad Ali,
Muhammad Attique, Muhammad Imran, Kyung-Sup Kwak

PII: S0167-739X(19)31605-X
DOI: https://doi.org/10.1016/j.future.2020.07.047
Reference: FUTURE 5769

To appear in: Future Generation Computer Systems

Received date : 17 June 2019
Revised date : 24 June 2020
Accepted date : 21 July 2020

Please cite this article as: F. Ali, S. El-Sappagh, S.M.R. Islam et al., An intelligent healthcare
monitoring framework using wearable sensors and social networking data, Future Generation
Computer Systems (2020), doi: https://doi.org/10.1016/j.future.2020.07.047.

This is a PDF file of an article that has undergone enhancements after acceptance, such as the
addition of a cover page and metadata, and formatting for readability, but it is not yet the definitive
version of record. This version will undergo additional copyediting, typesetting and review before it
is published in its final form, but we are providing this version to give early visibility of the article.
Please note that, during the production process, errors may be discovered which could affect the
content, and all legal disclaimers that apply to the journal pertain.

© 2020 Published by Elsevier B.V.

https://doi.org/10.1016/j.future.2020.07.047
https://doi.org/10.1016/j.future.2020.07.047


An Intelligent Healthcare Monitoring 
Framework Using Wearable Sensors and Social 

Networking Data  
Farman Ali1, †, Shaker El-Sappagh2, 3, †, S.M. Riazul Islam4, Amjad Ali5*, Muhammad Attique1, Muhammad Imran6, Kyung-

Sup Kwak7* 

1Department of Software, Sejong University, South Korea 
2Centro Singular de Investigación en Tecnoloxías Intelixentes, Universidade de Santiago de Compostela, Santiago, Spain  

3Department of Information Systems, Benha University, Banha, Egypt 
4Department of Computer Science and Engineering, Sejong University, Seoul, South Korea 

5Department of Computer Science, COMSATS University Islamabad, Lahore Campus, Lahore, Pakistan 
6College of Applied Computer Science, King Saud University, Riyadh, Saudi Arabia 

7Department of Information and Communication Engineering, Inha University, Incheon, South Korea 
E-mail: farmankanju@sejong.ac.kr; shaker_elsapagh@yahoo.com, riaz@sejong.ac.kr, attique@sejong.ac.kr, 

dr.m.imran@ieee.org   
*Corresponding author: K.S. Kwak (kskwak@inha.ac.kr); Amjad Ali (amjad.ali@cuilahore.edu.pk) 

†These authors contributed equally to this work and co-first authors. 

Abstract: Wearable sensors and social networking platforms play a key role in providing a new method to collect patient data 
for efficient healthcare monitoring. However, continuous patient monitoring using wearable sensors generates a large amount 
of healthcare data. In addition, the user-generated healthcare data on social networking sites come in large volumes and are 
unstructured. The existing healthcare monitoring systems are not efficient at extracting valuable information from sensors and 
social networking data, and they have difficulty analyzing it effectively. On top of that, the traditional machine learning 
approaches are not enough to process healthcare big data for abnormality prediction. Therefore, a novel healthcare monitoring 
framework based on the cloud environment and a big data analytics engine is proposed to precisely store and analyze healthcare 
data, and to improve the classification accuracy. The proposed big data analytics engine is based on data mining techniques, 
ontologies, and bidirectional long short-term memory (Bi-LSTM). Data mining techniques efficiently preprocess the 
healthcare data and reduce the dimensionality of the data. The proposed ontologies provide semantic knowledge about entities 
and aspects, and their relations in the domains of diabetes and blood pressure (BP). Bi-LSTM correctly classifies the healthcare 
data to predict drug side effects and abnormal conditions in patients. Also, the proposed system classifies the patients’ health 
condition using their healthcare data related to diabetes, BP, mental health, and drug reviews. This framework is developed 
employing the Protégé Web Ontology Language tool with Java. The results show that the proposed model precisely handles 
heterogeneous data and improves the accuracy of health condition classification and drug side effect predictions.  

Keywords: Machine learning; Semantic knowledge; Big data analysis, Healthcare monitoring system; Wearable sensors, 
Social network analysis.  

1. Introduction  

Diabetes and abnormal blood pressure (BP) are the two most common and extremely dangerous diseases that affect the 
functionality of the human body, and increase the risk of cardiovascular diseases. Early detection and classification of diabetes 
and BP into their specific category is therefore essential to treat the patient efficiently. In addition, accurate monitoring of the 
diabetes and BP can provide an opportunity to secure the patient from cardiovascular diseases.  
Due to the advancements in information technology, all the devices in the healthcare industry have been digitalized. These 
digital devices enable the living better and more comfortable. Therefore, people use various devices, such as smartphones and 
wearable sensors, in their daily lives. Smartphones can contain sensors that can be used to obtain information about the human 
body [1]. Wearables can be utilized to collect a huge amount of patient vitals [2]. Both of these devices can be utilized to real-
time monitor the patient. To date, numerous healthcare systems have been proposed to monitor the diabetes and BP patients 
using smartphone and wearable sensors [3–10]. However, these systems are not well-equipped to collect the data in real time. 
Furthermore, the digital devices generate a huge amount of healthcare data and the existing systems are incapable of storing 
and processing it efficiently for precise monitoring of patients. Moreover, extracting valuable information from healthcare data 
and effectively analyzing them has become a new challenge for the existing healthcare monitoring systems. The generated 
data from these devices are unstructured and are therefore difficult to handle for chronic patient monitoring.  In addition, the 
amount of data is exponentially increasing, which requires a huge storage space. Therefore, a smart methodology and a cloud-
based healthcare architecture are required to accurately monitor diabetes and BP patients, store their healthcare data, and 
perform predictive analysis on the structured and unstructured data. 

Recently, the use of social networking in the healthcare industry has been rapidly increasing. The social network data can 
also be utilized to identify various factors such as emotional status and accrued stress, which might be translated into the status 
of a patient health. People with diabetes and abnormal BP share their emotions and experiences with others on social 
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networking sites. They share valuable information and motivate each other to fight against diabetes and high/low BP. In 
addition, diabetes patients publish their opinions about specific drugs. A new patient sees the opinions of others and responds 
to them about the same drugs. Therefore, the healthcare monitoring systems for diabetes and abnormal BP need social 
networking data in order to identify emotional disturbances in patients by using their posts, and to monitor drug side effects 
by using drug reviews. However, the information on social networking sites about patient emotions and drug experiences are 
unstructured and unexpected, and it would be a challenging task for healthcare monitoring systems to extract the information 
and analyze it in order to monitor the patient’s mental health and to predict drug side effects. Therefore, there is a need of 
smart approaches that can automatically extract the most relevant features, and reduce the dimensionality of the datasets for 
better accuracy of healthcare monitoring system.    

   In recent years, machine learning (ML) techniques, such as the decision tree, the support vector machine (SVM), k-nearest 
neighbors (KNN), fuzzy logic, and multi-layer perceptron (MLP), are used to monitor diabetes and BP patients and provide 
competent treatments [11–14]. However, continuous patient monitoring generates a large amount of healthcare data, such as 
sensor readings, patient profiles, medical records, lab tests, and physician notes. Both healthcare and social networking data 
have greatly increased in a few years, which is called big data (both unstructured and structured). The traditional approaches 
and ML techniques may not handle these data very well for the extraction of meaningful information and for abnormality 
prediction. In addition, these data may not help the healthcare industry until they are processed intelligently in real time. This 
necessitates a big data cloud platform and an advanced deep learning approach, such as long short-term memory (LSTM).  

   New advancements in the healthcare monitoring systems are still a big challenge because they need huge multidisciplinary 
steps. With the new technologies in healthcare sectors and the changes in society, traditional systems are not efficient enough 
for these new conditions. They need a new framework based on new methods to solve the problems. However, traditional 
techniques can be used together with a new system. 

   In this paper, we propose an advanced healthcare monitoring framework based on ontologies and on bidirectional long 
short-term memory (Bi-LSTM) to precisely analyze healthcare big data in order to improve classification accuracy. The 
proposed framework integrates different sources of information for efficient healthcare monitoring of chronic patients. It was 
applied to the classification of patients using their healthcare data related to diabetes, BP, mental health, and drug reviews. 
The results prove that the proposed model correctly handles heterogeneous data and improves the accuracy of patient health 
condition classification. The main contributions of our research work are as follows. 

 A novel framework is introduced that extracts large amounts of the most useful healthcare data from various sources, 
such as smartphones, wearable sensors, medical records, and social networks. In addition, a big data cloud repository is 
utilized to store the extracted data, and MapReduce is applied to intelligently handle and process structured and 
unstructured data.    

 A big data analytics engine is proposed for the analysis of real-world big data. It is used to accurately handle healthcare 
data containing inconsistencies and that have missing values, noise, different formats, a large size, and high 
dimensionality. In addition, it is utilized to improve the quality of data processing and to save time. The proposed big 
data analytics engine uses artificial intelligence (AI) approaches to extract useful features from big data that eventually 
reduce the dimensionality of data. 

 A neural network–based word embedding model called Word2vec is used to represent healthcare textual data with 
semantic meaning. In addition, specific domain ontologies are integrated with the Word2vec model. These ontologies 
provide additional information for a neural network model that understands the semantic meaning of unusual words. A 
novel semantic knowledge with the Bi-LSTM model is used to precisely classify the unstructured and structured 
healthcare data. 

 Several experiments are conducted using principal component analysis (PCA) and information gain (IG) with the 
ontology and LSTM-based models, and the results are compared with the respective reference models. This comparison 
helps us to determine the advantages and limitations of the applied approaches and classification models.   

The rest of this paper is structured as follows. Section 2 presents discussions of healthcare monitoring using wearable sensors 
and ML approaches, healthcare monitoring systems based on social networking data and ML approaches, and healthcare big 
data and ML approaches. Section 3 presents the proposed framework and describes its various modules. Section 4 provides 
the experimental results. Finally, Section 5 concludes our work. 

2. Related Work 
 
Machine learning techniques and big data play a key role in the healthcare monitoring systems of chronic patients. Due to the 
rapid increase in the usage of wearable sensors and social networking data in the healthcare domain, this section looks at 
healthcare monitoring of diabetes and BP patients based on wearable sensors and ML approaches, at healthcare monitoring 
systems based on social networking data and ML approaches, and at healthcare big data and ML approaches.  
 
2.1 ML approaches and healthcare monitoring of diabetes and BP patients using wearable sensors  

 
There have been various studies into wearable sensor–based physiological information extraction and the healthcare 
monitoring of chronically ill patients. These studies introduced various methods to analyze wearable sensor data [15–17]. 
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However, wearable sensors-based collected data are in large volume and unstructured. These methods do not consider the 
advanced data analysis approaches to discover useful information in the sensors data. Thus, they may not monitor the patient 
body effectively. Wearable sensors and an ML-based personalized healthcare monitoring system was presented for diabetes 
patient monitoring [5]. This system utilizes Bluetooth Low Energy–based sensors to collect data. The authors then applied 
multi-layer perceptron and LSTM to classify the type of diabetes and to predict the glucose level of the input user. However, 
the diabetes dataset used in the existing system was limited to Pima Indian woman. Therefore, it may not be possible to use 
the dataset with robust prediction model for different purposes. A framework based on ML methods and a Hadoop environment 
was proposed for diabetes prediction [18]. In that work, the authors proposed an IG algorithm for feature extraction. In addition, 
naive Bayes, the decision tree, and random forest were utilized to predict diabetes. However, the accuracy of these classifiers 
largely decreased when the amount of data increased. This is because they did not use dimensionality reduction. A 5G smart 
diabetes system based on wearable sensors, big data, and ML was presented for personalized diabetes diagnosis [12]. The 
system has five main goals (smartness, personalization, comfortability, effectiveness, and sustainability), which help patients 
detect diabetes early, and it provides personalized treatment solutions. This model is costly in terms of implementation and 
lacks a personalized data analysis method. A wearable-technologies and Internet of Things (IoTs)-based recommendation 
system was proposed for proactive healthcare monitoring [19]. The system solved two main problems in health monitoring: 
the identification of factors that must be monitored, and the identification of wearable technology that must be used for the 
measurement of the factors. However, this system recommends tools or technologies using manual approaches, which is time-
consuming and may not suit with the ongoing trend of healthcare technology. An LSTM-based model was presented to 
effectively mine sensor data and lab tests [20]. The authors trained LSTM and MLP techniques by utilizing different attributes 
of the intensive care unit (ICU) patient, including body temperature, systolic and diastolic blood pressure, blood glucose, and 
heart rate. The authors then verified the utility of these classifiers and compared their performance. However, this LSTM-
based system failed to directly handle irregular sampling and missing values. It needs indicator variables to differentiate actual 
from missing values. A framework for big data in Mauritius was proposed for diabetes [21]. That work presented the patient’s 
current diabetes status and solutions for diabetes management. In addition, the authors also discussed the challenges of big 
data in the healthcare domain. A bi-directional LSTM was proposed to predict the future level of blood glucose [22]. In that 
system, the authors compared the results from simple LSTM with Bi-LSTM using 26 datasets from 20 real patients. However, 
the system lacks features that decrease the performance of diabetes prediction. In addition, there is no alarm mechanism to 
predict the up-coming blood-glucose level. The authors presented a review of published work from 2001 to 2017 that 
summarized the research topics related to wearable sensor technology [23]. In the review paper, the authors discussed 
frameworks that covered various topics, including data gathering, data processing, and system responses. In addition, the 
authors looked at the gap between wearable devices and human factors. A knowledge discovery approach was proposed for 
healthcare assistance [14]. The system simplified the analysis of big data in the cloud environment, and the authors illustrated 
a new method that determines the classifications to predict unusual conditions in blood pressure patients. However, the system 
utilized traditional approaches and may solve only specific cases. In addition, the information gathered from sensors is so 
massive. It is impossible to operate them for knowledge-discovery without cloud environments and big data framework.  
 
2.2 Healthcare monitoring systems based on social networking data and ML approaches  
 
Recently, researchers have been utilizing social networking data and drug information in the field of healthcare monitoring 
systems, which are extensively discussed in this section [12,24,25]. An emotional healthcare system was presented to detect 
psychological disturbances in patients [26]. The authors utilized patient messages published on social networking platforms 
and identified depression and stress levels. They applied the convolution neural network (CNN), the recurrent neural network 
(RNN), and Bi-LSTM to detect stressful and depressive content. In addition, they proposed an ontology-based 
recommendation system that sends text to the patient based on results from monitoring. However, the continuous monitoring 
of patients based on their social networking data is a difficult task. This needs effective statistical analysis, data normalization, 
feature selection, and ML models to correctly predict the patient mood. Deep learning–based sentiment analysis was presented 
for perinatal depression [27]. These authors utilized WeChat friends’–circle data for LSTM training, and used emoticons as 
feature extraction to monitor perinatal depression in patients. This system abbreviated the screening time and decreased the 
costs of doctor-patient communication. This method does not consider the sentiment analysis of textual data which is potential 
to improve the performance of perinatal depression monitoring. An artificial intelligence approach was proposed to analyze 
patient posts to healthcare social networking platforms and to identify critical problems in patients [28]. The system applied 
the preprocessing methods of text and ML classifiers to automatically analyze patient posts and inform their doctors when 
needed. The posts on social networks are always unstructured. It is impossible to precisely handle without using deep learning 
algorithms such as word embeddings and n-grams. A novel system was proposed to identify diabetes risk based on social 
networking activities on Twitter [29,30]. The authors presented a new approach to data generation, and introduced ML methods 
to classify the users’ diabetes risk based on their Twitter activities. Both the systems have utilized insufficient information for 
diabetes risk prediction, which may generate inaccurate results and thus perhaps misguide the healthcare professionals. A Bi-
LSTM and gated recurrent unit was utilized to intelligently process social media comments of a patient undergoing a medical 
cure [31]. These authors focused on patient remarks about drugs, and discovered disease-related medical concepts from them. 
This system considered different types of text to discover disease (e.g., a depressive disorder was discovered in patients using 
text like “woke up too early”). Feature-based sentiment analysis of drug reviews was presented to detect adverse drugs 
reactions [32]. This system performs different tasks on drug reviews that identify the effectiveness and side effects of the drugs. 
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However, deep learning approaches with more sophisticated features can improve the achieved results. A sentiment feature–
based system was proposed to detect adverse drug reaction posts on social networks [33]. The authors utilized a large amount 
of text and conducted experiments in order to develop a real approach to identifying posts related to adverse drug reactions. In 
this system, there is no data analysis method to efficiently process the data. Also, the system lacks semantic similarity 
approaches to precisely confirm the identification of drug-related posts.    

      An ontology-based, feature-level, sentiment analysis system was proposed in the domain of diabetes treatment [34]. The 
authors used the ontology to provide semantic relationships between features that successfully performed the classification 
task. The system has two main limitations. First, the general semantic lexicon cannot capture the meanings of diabetes-related 
text. Second, it requires fuzzy ontology-based semantic knowledge to identify the aspects. An ontology mapping framework 
was presented to discover the relationships between ontology features and required features in text [35]. In this system, the 
authors used various ontologies from bio portals, and proposed a novel approach to extracting features from ontologies for 
semantic word embedding. A deep learning method was proposed to present medical knowledge embedding [36]. In this work, 
biomedical ontologies related to epilepsy were employed to automatically find medical concepts from clinical text. However, 
clinical text is very noisy and the generated triples for finding medical concepts may not be correct. Therefore, the integration 
of semantic attributes is required to address the above issues. An ontology was proposed to boost the deep learning performance 
for disease name extraction from Twitter text [37]. The authors presented the architecture of an ontology-boosted neural 
network to automatically extract disease names from Tweets. The system used different types of features for sentiment 
classification. However, they failed to achieve high accuracy for standard disease names. A System called BO-LSTM was 
presented to detect biomedical information in text [38]. This approach overcomes the problem of missing semantic entities in 
word embedding. The authors utilized a domain ontology with word embedding in order to enhance the extraction of 
biomedical relations using deep-learning LSTM.   

2.3 Healthcare Big data and Deep learning approaches 
 
The analysis and representation of healthcare big data with low dimensions is another main issue in healthcare monitoring 
systems. Recently, various systems have been presented to analyze big data [39–44], to decrease the dimensionality of big data 
[45], and to manage large amounts of heterogeneous data using ML [46,47]. Jindal et al. [48], collected patient data using 
remote healthcare applications, and then applied a fuzzy-rule classifier to the data for efficient decision making. They discussed 
various issues in information clustering, information retrieval, and parallel processing of big data in the cloud environment. 
However, their rule-based system is limited to specific cases. Therefore, instead of using the traditional fuzzy rule-based 
system, there is a need of the deep learning model that can learn from the existing data and provide the results for precise 
decision making. A recommendation system based on numerical reputation and context investigation were proposed to 
guarantee the veracity of big data  [49]. In addition, ML methods and analytic algorithms were used for handling the volume 
of data and managing the velocity of data, respectively. A disease diagnosis healthcare framework based on the cloud-centric 
IoT was proposed in order to predict diseases in students [50]. In this system, student healthcare data were generated using 
medical sensors and a University of California, Irvine (UCI) dataset, and ML algorithms were trained to predict diseases in 
students. In addition, the system utilized medical measurements for disease diagnoses. However, same measurement 
algorithms for six different diseases may generate the wrong results. Semantic knowledge with deep learning method is 
required to handle the issues of disease diagnoses. A big data analytics system was proposed for an effective health 
recommendation system [51]. This system handles large amounts of structured and unstructured data extracted from patient 
social networking activities. In addition, ML algorithms were applied to recommend centric treatments for patients. However, 
this system is possibly incapable to filter the unstructured data properly.   

     Dwivedi et al. [52], discussed the effects of the IoT on the results of big data sentiment analysis. At first, they introduced 
the notion of big data sentiment analysis, features, and the value of decisions, and then, they described the framework required 
to handle big data. However, this framework is complex and needs more management to reduce the task on the Hadoop cluster. 
A random forest and MapReduce were used to present a big data–analytics-based IoT healthcare system [53]. This system 
considered patients with different diseases for analysis. In addition, an improved dragonfly algorithm was applied to select 
optimal attributes for better classification. This random forest classifier is computationally slow because of healthcare big data. 
This issue can be addressed using deep learning approaches. A new IoT-based framework was proposed to precisely collect 
the sensor data for healthcare applications [54]. The system utilizes Apache HBase and Apache Pig for the collection and 
storage of sensor data, and it applies a prediction model of MapReduce to predict heart disease. However, it is not enough to 
transfer sensor data to the cloud for storage and processing. It needs a smart data analytics strategy with secure architecture 
for precise heart disease prediction. 

    Most of the aforementioned systems were based on traditional methods, and they handle the problem of big data to some 
extent. However, there is no clear framework for using big data analytics to process and analyze big data with high accuracy. 
In addition, these systems are still not good enough to deal with different types of structured and unstructured data. Due to the 
limitations of medical semantic knowledge for ML classifiers, these systems can incorrectly classify social networking data.  
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3. The proposed healthcare monitoring framework for diabetes and abnormal BP 
patients 

The proposed framework is presented in Fig. 1. This framework contains different layers, namely, the data source layer, the 
data collection layer, the data storage layer, the analytics engine layer, and the data presentation layer. The data source layer 
deals with heterogeneous data. Sensor devices, medical records, and social networking platforms are the main sources of data. 
The data collection layer is responsible for gathering data from different domains about diabetes and BP patients. This layer 
collects physiological information from wearable devices, drug and symptom information from smartphones, and patients’ 
and doctors’ discussions on social networks through application programming interfaces (APIs). The third layer is the data 
storage layer. All the monitored data of patients using wearable devices and the collected data from social networks are 
offloaded to the cloud server through a wireless communications network. The fourth layer is the analytics engine layer, which 
is the most important layer of the proposed framework. It is divided into two sub-layers: the data computation layer and the 
data classification layer. The data computation layer has sub-modules, namely, data preprocessing and analysis, feature 
extraction, word embedding, and dimensionality reduction. Here, ontology-based semantic knowledge, along with soft 
computing approaches, are employed to process and analyze the data for the extraction of required information. In the data 
classification layer, Bi-LSTM with ontologies is utilized for the classification of diabetes, BP, mental health, and drug side 
effects. This layer intelligently analyzes the multidimensional big data about diabetes and BP to get insights for decision 
making from the data, and provides a personalized diabetes and BP healthcare system for patients. The proposed system uses 
Hadoop MapReduce with ML to reduce large-sized data about patient treatments. The final layer is the data representation 
layer, which presents the analysis results to physicians. This layer combines the generated results with the physician’s 
suggested treatment, and then, the personal diabetes and BP healthcare treatment is recommended to the patient. The proposed 
system helps warn diabetes and BP patients before their health risk reaches a high level. It supports physicians in offering 
actual treatments to their patients by monitoring health conditions smartly. The whole idea of the proposed system is displayed 
in Fig. 2. We briefly discuss the different modules of the proposed system in the following subsections. 

 

Fig. 1. Different layers in the proposed healthcare monitoring framework. The data source layer provides different sources of data. The data 
collection layer gathers data from different sources about patients. The data-storage layer is responsible to store the collected data. The 
analytics engine layer analyzes the healthcare data and predicts the patient health conditions. The data representation layer presents the analysis 
results to physicians. 

3.1 Data collection 

This proposed system collects the data from four different sources. In this section, we extensively discuss data collection 
from all four sources, one by one.  

3.1.1 Wearable devices 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



Smart sensors and wearable devices, such as a blood pressure monitor, a glucometer sensor, the smart watch, pulse oximeters, 
accelerometers, temperature sensors, and weigh scales, can be utilized to collect the patient’s real-time body signals for the 
monitoring of physiological signs in the patient, such as blood pressure, blood sugar level, heart rate, stress rate, oxygen 
saturation rate, temperature, and weight. In our system, wearable devices are placed on the patient’s body to monitor the bodily 
functions. In addition, the use of mobile devices has largely increased, and the applications related to health have been well 
developed in recent years. A mobile device contains sensors that provide the opportunity to collect accurate information 
regarding different parts of the human body. Therefore, a smartphone is used to collect information on diet, exercise, and other 
activity information from diabetes and BP patients, along with personal information (age, gender, height, and other 
information). This information is valuable for healthcare and disease prevention. However, smartphone data are highly 
unstable and can be damaged easily. Therefore, it is difficult to use smartphone data for accurate healthcare and relevant 
information extraction. We have utilized data mining techniques and ontology-based semantic knowledge to manage sensor 
data and extract relevant information for efficient healthcare.  

 

Fig. 2. The workflow of the proposed system. The first step is to collect patient data using wearable sensors and social media platform. The 
data are then stored in the cloud server. An ontologies-based semantic knowledge is applied to transform the data into a readable form. Next, 
deep learning models classify the transformed data in order to predict the patient health condition for precise healthcare monitoring.   

3.1.2 Medical records   

Medical records are the data about treatments undergone by diabetes and BP patients. We collect the medical records of 
patients, which contain the patient history (treatments, lab tests, and drug intake). These records can be analyzed to extract 
valuable information that can help provide insights into improving medical guidelines for diabetes and BP diagnosis. However, 
the volume of medical records is usually large, and each record comprises data with distributed variables and of high 
dimensionality. In addition, diabetes and BP patients may face other complications, such as kidney and cardiovascular disease, 
neuropathy, and skin and eye problems. Therefore, the medical records should be analyzed to identify patients affected by the 
above complications, and to monitor their status with more specific examinations.  
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3.1.3 Data from social networking platforms and webpages  

The proposed system first extracts patient contents from hospital social networking platforms. However, this task needs extra 
work, and completely depends on social network privacy settings. The APIs of some specific social networks are not publicly 
available. In this situation, special software, such as wrappers, can be used to extract information (e.g., patient posts) [28]. 
Generally, diabetes and BP patients regularly contact their physicians, but they also need support, knowledge, and skills for 
personal monitoring of their healthcare condition. In addition, if patients do not get efficient information from their physicians, 
social media can play an important role in fulfilling their needs. Therefore, social networking platforms like Facebook and 
Twitter provide opportunities for patients to get enough knowledge regarding diabetes and BP and to connect with people who 
have similar health problems and experiences. Social networks provide platforms for both patients and physicians to share 
their knowledge regarding diabetes treatments. We collect social media data, such as drug reviews and emotional posts of 
patients, to predict their stress and depression levels, to identify the side effects of diabetes drugs in the context of diet and 
lifestyle, and to improve patient care and knowledge. The procedure used for data collection from Facebook and Twitter is 
discussed in the following sections. 

Facebook: The popularity of social networks has increased in the healthcare domain. Therefore, patients connect with online 
communities to meet their needs. Various communities on Facebook, such as the American Diabetes Association, diabetes 
recipes and food hints, Diabetes Daily, and Diabetes Health, provide platforms for patients to share information with each 
other. Patients can respond to posts and share them with others. We employed the Graph API along with a Java client, RestFB, 
to extract data from Facebook pages [55][56]. The Graph API permits us to automatically extract information from Facebook. 
We first select those communities’ pages that contain information about diabetes patients and drugs. Then, we extracted all 
posts from the communities’ pages that were published between January 2017 and January 2019. The responses (reactions and 
emotions) made in these posts were collected and stored for further processing. 
Twitter: The Streaming API and REST API of Twitter were employed to retrieve Tweets holding diabetes data. We retrieved 
the most recent Tweets using the REST API with various queries [57]. In these queries, the most specific terms related to 
diabetes should be used to retrieve the most-related Tweets. Thus, we built queries that are based on keywords with the Boolean 
operators AND and OR, e.g., patient AND (blood pressure OR blood sugar) for diabetes, patient AND (heart rate OR stress 
rate OR blood sugar) for hypertension, and patient AND (diabetes OR drugs) for diabetes drugs. More than 30 keywords were 
used to construct queries related to diabetes [58]. We fetched 300,000 Tweets about diabetes patients, treatments, drugs, and 
symptoms by using the aforementioned keywords-based queries. 
Webpages: Diabetes patients are interested in knowing about any adverse side effects, diseases, and symptoms from taking a 
specific drug. Usually, patients share their experiences about adverse drug reactions in social media websites such as 
https://www.askapatient.com/, https://www.webmd.com/, http://www.druglib.com/, and https://www.drugs.com/. These 
websites contain a huge amount of information related to adverse drug reactions from anti-diabetes drugs. Therefore, these 
websites were chosen as data sources for the proposed system. We used the names of intake drugs for diabetes and BP as 
queries, retrieved 1600 posts from https://www.askapatient.com/ and https://www.webmd.com/, and used a keyword-based 
search engine to extract posts that contain only drug-related information. In addition, the proposed system employed an 
automatic web clawer that gathered 25,000 user comments (reviews) about drugs from http://www.druglib.com/ and 
https://www.drugs.com/.  

3.2 Data store in big data cloud server 

In the proposed system, four different sources of data are considered to monitor patient health and provide useful information. 
Here, wearable devices data are used to extract physiological information about the individual patient. Second, patients’ 
medical records are collected to determine their treatments and medical histories. Third, the patients’ contents are extracted 
from social networking sites to understand their feelings, emotions, and stresses. Fourth, patient reviews about drugs are 
collected from medical webpages to identify the side effects of the current drug intake. These large volumes of data from four 
different sources are difficult to store and handle. In addition, the number of patients with various diseases is largely increasing, 
which generate a large volume of health-related data. Therefore, a smart approach is needed that handles and processes the 
data competently. Hence, a big data cloud repository is utilized to store the extracted data so it can easily be accessed from 
any place and at any time. The data must be stored in an intelligent way so the information can be retrieved correctly and 
rapidly. The data used in our proposed work are in large volumes with versatility and velocity. Therefore, the traditional 
methods of storage and retrieval may not process the data from different sources. The proposed system is connected with a 
personal cloud server called Amazon S3 [14], which is highly scalable and secure to store patient information. Amazon S3 
stores the data in buckets, and processes them for different purposes. A unique name and URL is assigned to each bucket, and 
the s3cmd method is utilized to upload the data into Amazon S3. The s3cmd method allows users to upload, retrieve, and 
manage the data in the cloud database [54]. Amazon S3 provides a facility to upload the data into an HBase cluster. As shown 
in Fig. 3, wearable sensor and social networking data are transferring from the cloud server to a Hadoop Distributed File 
System (HDFS). HDFS is a distributed file storage system that provides high bandwidth in order to transfer the data to HBase 
cluster [52,59]. HBase runs on top of HDFS. It is distributed database management, which stores the data in the form of rows 
and columns. Flume is used to transfer the data from the cloud server to the Hadoop ecosystem. Flume contains three units 
(source, decorator, and sink), which present the sources of the data, decorations of the data (e.g., compression and 
decompression), and targets of the data for specific purposes, respectively. 
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Fig. 3. Big data cloud server and the Hadoop Distributed File System. This system is based on HDFS and MapReduce. The HDFS provides 
high bandwidth in order to transfer the data to HBase cluster, which stores the data in the form of rows and columns. The MapReduce utilizes 
Apache Pig to handle structured and unstructured data and represents them for data analysis. 

We use Apache Pig to transfer the data extracted by wearable devices into MapReduce. Apache Pig handles structured and 
unstructured data and represents them for data analysis. MapReduce is a parallel processing system in Hadoop for large datasets, 
which works in a distributed environment. It has two main functions, namely, Map and Reduce. The map task collects values 
from the big data in key-value pairs. The reduce function stores the value set for a specific key. MapReduce intelligently 
handles structured and unstructured data.    

3.3 Data analysis using the big data analytics engine  

The data of the proposed system consists of sensing data, medical records, and social networking data. However, it is extremely 
difficult to handle real-world big data due to its inconsistencies, missing values, noise, different formats, large size, and high 
dimensionality. Low-quality and noisy data produce low-quality results. The data preprocessing step is applied before actual 
processing, which improves the quality of the data processing and saves time. Our system includes pre-analysis of sensor data, 
preprocessing and filtering of sensor data, preprocessing of medical records, and preprocessing of social network content, as 
shown in Fig. 4. 

3.3.1 Pre-analysis of sensor data 

 The physiological information of the patient is extracted using wearable biomedical and behavioral sensors. Different 
parameters are sensed from diabetes and BP patients using sensors and a smartphone, as shown in Table 1. The sensed 
parameters cover most of the symptoms of diabetes, abnormal BP, and other diseases. In addition, other parameters are 
extracted from the patient’s body. However, for simplicity, only these parameters are mentioned in the proposed work. In pre-
analysis, various steps are performed. First, the dataset is converted into comma separated value (CSV) files for easy parsing. 
Names are assigned to each attribute (parameter), and they are presented in the form of columns along with numerical values. 
Identities (IDs) of sensor data are then plotted to the actual sensor name (e.g., S1 is the ID for blood sugar). We use various 
attributes for different purposes. For example, we utilize blood sugar, blood pressure, heart rate, body mass index (BMI), age, 
gender, and activities attributes to classify the health condition of diabetes and BP patients. However, instead of using an 
explicit year and time for age and activities, respectively, we divide the attribute age into day, months, and years, and divide 
activities time into morning, afternoon, and evening. These generated features provide valuable insights into patient health, 
such as any pattern of normal and abnormal conditions based on whether it is the start or the end of the month, or if there is 
any serious condition during the starting and ending months of the year. Afterward, the final datasets are uploaded into the 
Hadoop cloud environment for further processing. 

3.3.2 Preprocessing and filtering of sensor data  

Data collected using wearable sensors have various limitations. They contain a lot of incorrect and useless information. In 
addition, sensor data are corrupted by signal artifacts, such as noise and missing values, which highly decrease classification 
performance. Therefore, the data are preprocessed and filtered before analysis. We filter the data to remove inconsistences and 
noise. The data are cleaned by removing ASCII characters. A well-known filtering approach called Kalman filtering is utilized 
to remove such noise from the data [60]. Furthermore, the unsupervised filter called ReplaceMissingValues is utilized to 
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replace all missing numeric values in the dataset with means and modes from the available data. Useless attributes are removed 
with a maximum variance of 90% using an unsupervised filter called the RemoveUseless filter. The numerical values are then 
normalized using a Normalize filter to limit them to between 0 and 1 for any classification. After these steps, the EmEditor is 
applied to divide the dataset into n data files, and they are uploaded into the Hadoop cloud environment for further processing.    

 

Fig. 4. The flow chart of the big data analytics engine. This analytics engine handles three different types of data: wearable sensors data, 
medical records, and social network contents. First, the preprocessing and filtering techniques are applied to preprocess the data. Second, the 
information gain approach is used to extract features from sensor’s data. In addition, the method of feature polarity identification is applied to 
label the textual data. After this, the data dimensionality is reduced using PCA. Finally, word embedding model is trained to represent textual 
data, and machine learning classifiers are applied to predict patient health conditions and drug side effects. 

3.3.3 Preprocessing of Medical Records  

The Medical Records (MR) contain complete patient history in the digital format. It consists of different medical data 
describing the patient’s health, such as laboratory tests, self-examination answers, and medications taken. Laboratory tests are 
data from medical devices that can be utilized to judge the health status of the patient in terms of reference values. In addition, 
the evaluation of the patient’s health status can change depending on the patient’s disease history and family disease history. 
Self-examination data contain information, which is collected from patients through questions. The questions are regarding 
periods of indigestion, drinking and smoking habits. The medication data include information about prescribed drugs for 
diagnoses. Some of the attributes of the MR can be used for patient classification. Therefore, the ID and reference value (0, 1, 
or 2) are assigned to each attribute of the MR for data analysis. The reference values 0, 1, and 2 indicate the patient’s health 
condition (normal, pre-diabetes, and diabetes). In addition, we also use the MR data to overcome the limitations of sensors-
based generated data; for example, we replace a missing value with the current MR attribute value in the dataset.        

3.3.4 Preprocessing of social network content 

Preprocessing of social network content is an important task before text classification. It reduces the noise that occurs in the 
corpus data, and transforms the data into a set of words that are useful representations for ML classifiers. The proposed system 
collects social network content and drug reviews, and stores them in the HDFS. The collection procedures for this content are 
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explained in Section 3.1. The following steps are applied to transform the data into structured form. In addition, these steps 
remove useless data, which helps to easily extract features and opinion words. 

Table 1. Different health parameters collected from sensors, smartphones, and medical records.  

Resource ID Parameter Explanation 
 
 
 
 

Sensors 

S1 Blood sugar Blood glucose (mg/dL) 
S2 Body temperature Patient’s current body temperature 
S3 Blood pressure Systolic blood pressure (mmHg) 

Diastolic blood pressure (mmHg)  
S4 Oxygen saturation Patient’s SpO2 consumption (mmHg) 
S5 Heart rate Patient’s heart rate (bpm) 
S6 ECG  Patient’s electrocardiography using ECG sensor 
S7 EEG Patient’s electroencephalography using EEG sensor 
S8 Stress Patient’s stress calculation using ECG+EEG pattern 

 
 
 

Smartphone 

SP1 Age Age of the patient in days, months, and years 
SP2 Height Stadiometer to find the patient’s height 
SP3 BMI Body mass index (kg/m2)  
SP4 Gender Patient’s gender (0/1) 
SP6 Activities Lifestyle: sedentary, slightly active, moderately active, 

active, or very active 
 
 
 
 
 
 

Hospital medical 
records 

MR1 Lipoprotein level Low-density lipoprotein level (LDL cholesterol) 
High-density lipoprotein level (HDL cholesterol) 

MR 2 Hemoglobin Glycated hemoglobin (A1c) of patient (%) 
MR 3 Blood sugar Patient’s blood test 
MR 4 Serum creatinine Patient’s blood test 
MR5 Triglycerides  Patient’s blood test 
MR6 Cholesterol Patient’s blood test 
MR7 AST (SGOT) Blood test to check for liver damage 
MR8 ALT (SGPT) Blood test to check for liver damage 
MR9 Drugs intake Extracted from prescription list 
MR10 Smoking Yes/No (self-examination) 
MR11 Drinking Yes/No (self-examination) 
MR12 Indigestion Yes/No (self-examination) 
MR13 Family’s disease history  Yes/No (self-examination) 

MR14 Patient’s disease history Yes/No (self-examination) 
 
Stop word removal: Words such as prepositions (to, in, and of), all articles (a, an, and the), symbols (#, @, etc.), and URLs in 
the corpus data do not disturb the meaning of the document. However, they reduce the accuracy of text classification. Therefore, 
it is essential to remove them to decrease noise in the text. We utilize a well-known method called Rainbow to delete this 
content [58]. 
Tokenization: Tokenization separates a complex text in the corpus into small terms or tokens by removing white space and 
delimiters. Generally, white space and delimiters occur in a complex text. Therefore, the n-gram tokenizer is applied to delete 
white space and delimiters. The output is then saved for further analysis, such as extracted words’ part of speech (PoS) tagging, 
and lemmas [61]. 
PoS tagging: PoS tagging defines words in the text. We split the corpus text into sentences, and then use Stanford Core Natural 
Language Processing (CoreNLP) for POS tagging. After tagging, it is confirmed that every sentence has a complete clause 
with a noun and a verb [55].  
Stemming and lemmatization: Stemming converts the words in the corpus text into their own basic forms. The system applies 
a suffix-dropping algorithm for stemming. Lemmatization expresses the lemma of words used in the text. After lemmatization, 
the system easily obtains the lexical information of each word. For example, blood sugar is related to blood glucose. Therefore, 
the stem and lemma words are utilized for further processing.  
Character conversion: Patients employ unusual words (e.g., depressssssed) on social networks that affect the results of 
classifiers. Therefore, we convert a series of characters that appear more than twice into a general word (e.g., depressssed 
becomes depressed).  

3.4 Feature polarity identification and document labeling  

The proposed system detects the patient’s stress and depression using their published contents on social networks. In addition, 
the system performs multiple tasks on drug reviews to identify their opinions on the efficiency and side effects of diabetes 
drugs. We use a sentiment analysis approach for the aforementioned two tasks. Therefore, it is important to find the feature 
polarity and document labeling for sentiment classification. After preprocessing of social networking data and webpage 
contents, we use SentiWordNet (SWN) to identify the polarity of the opinion words of the features [62,63]. The results of the 
feature polarity are then accumulated to find the polarity of the whole document. SWN is a resource of lexicons, which links 
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each synset of a WordNet with three numeric values: positive, negative, and objective. However, SWN contains senses for 
each word to indicate if it is a noun, verb, adjective, or adverb. Therefore, Word Sense Disambiguation (WSD) is used to 
handle this issue by extracting the needed category sense for each word. In addition, it assigns a zero value to the input word 
if SWN does not hold any sense for it. After WSD, we extract the SWN scores for the identical senses of the opinion words, 
and then calculate the polarity of each feature using the following equations [64]:  

𝑃𝑜𝑠  𝐹  𝑃𝑜𝑠 𝑆𝑊𝑁
∈

                                                                                                                                                    1  

𝑁𝑒𝑔  𝐹  𝑁𝑒𝑔 𝑆𝑊𝑁
∈

                                                                                                                                                  2  

 

𝑁𝑢𝑒  𝐹  𝑁𝑒𝑢 𝑆𝑊𝑁
∈

                                                                                                                                                   3  

where 𝑃𝑜𝑠 𝑆𝑊𝑁 , 𝑁𝑒𝑔 𝑆𝑊𝑁 , and 𝑁𝑒𝑢 𝑆𝑊𝑁  indicate positive, negative, and neutral scores of the feature, 
respectively. This score is computed by arithmetic means of SWN for individual word 𝑤. A detailed example is provided in 
[64]. If 𝑃𝑜𝑠  𝐹 𝑁𝑒𝑔  𝐹  𝑎𝑛𝑑 𝑁𝑒𝑢  𝐹 , then the system considers the feature polarity as positive. In 
contrast, the feature polarity is negative if 𝑁𝑒𝑔  𝐹 𝑃𝑜𝑠  𝐹  𝑎𝑛𝑑 𝑁𝑒𝑢  𝐹 . Lastly, it is considered neutral 
if 𝑁𝑒𝑢  𝐹 𝑃𝑜𝑠  𝐹  𝑎𝑛𝑑 𝑁𝑒𝑔  𝐹 .𝑊 ,  

 

Fig. 5. Ontologies and Word2vec-based word representation. Ontologies provide additional information for Word2vec model to understand 
the semantic meanings of unusual words. 

3.5 Word embedding and ontology-based features extraction from textual data 

Word embedding is a word representation approach where words in the document are encoded with numeric values for 
advanced analysis. Two well-known approaches can be applied for word representation: one-hot word encoding and word 
embedding [55,65]. In this work, the word embedding approach is applied to represent words as numeric values. It sets the 
dimensionality, d, and then uses the d-dimensional values to express the word. For example, when d is set to 3, “metformin” 
is expressed as {0.3, 0.6, and 0.8}. This method drastically decreases the dimensions. However, the embedding approach 
avoids the relationships between words in a matrix. Therefore, we use a neural network–based word embedding model called 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



Word2vec for word representation. Word2vec contains two architectures: continuous bag-of-words (CBoW) and the skip-
gram model. The CBoW model uses the surrounding context of the word for word prediction. The skip-gram model predicts 
the surrounding context using the current word, as shown in Fig. 5. We trained the skip-gram model of Word2vec with 200-
dimensional vectors on the dataset. It identifies the relationships between words, and helps predict the neighboring words of 
the input word. This Word2vec model is then utilized to train ML classifiers to detect the association between features. 
Generally, ML classifiers miss the basic semantics of the features according to their particular domain. An ontology can 
represent the semantics of a given domain in some cases.  

 
       An ontology aims to provide semantic knowledge of concepts and their relations in a particular domain. Our online 
available biomedical ontologies cover various topics related to diabetes, depression, hypertension, drugs, and foods. In this 
paper, we use particular domain ontologies, where each class of the ontology is a concept or feature of the domain, and their 
properties are relations between features. This is the basic representation of the online available biomedical ontologies in the 
National Center for Biomedical Ontology BioPortal, which is currently the normal method to formalize knowledge about 
features. We use the latest releases of the Ontology for Nutritional Studies (ONS), the BioMedBridges Diabetes Ontology 
(DIAB), the Diabetes Mellitus Treatment Ontology (DMTO), the Human Disease Ontology (DOID), the Drug Target Ontology 
(DTO), and the Fast Healthcare Interoperability Resources (FHIR) and semantic sensor network (SSN)-based Type 1 Diabetes 
Ontology (FASTO), which contain lots of concepts and relationships, as shown in Table 2. These ontologies provide additional 
information for a neural network model that understands the semantic meanings of unusual words. In addition, they affect the 
word-level semantics in word embedding and text classification.  

Table 2. BioPortal ontologies of different domains as datasets.  

Ontology and Acronym Definition  Number 
of 

Classes 

Number of 
Properties 

Number of 
Individuals 

Ontology for Nutritional 
Studies (ONS)  [66] 

It provides a description of 
composite nutritional studies.    

3442 66 104 

BioMedBridges Diabetes 
Ontology (DIAB) [67] 

It represents the relations between 
diabetes phenotypes for text mining. 

375 4 0 

Diabetes Mellitus Treatment 
Ontology (DMTO) [68] 

It provides interoperable facts for 
diabetes treatment. 

10700 315 63 

Human Disease Ontology 
(DOID) [67] 

It represents the concept of rare 
diseases. 

12694 15 0 

Drug Target Ontology 
(DTO) [69] 

It provides information for the 
classification of drug target data. 

10075 0 0 

FHIR And SSN-based Type 
1 Diabetes Ontology 

(FASTO) [6] 

It provides management details on 
insulin for diabetes patients. 

9577 822 460 

 

In this section, the system retrieves all the ontologies and attempts to integrate the ontology information with word embedding 
for classifiers. Generally, the bag-of-words model is used for features. Therefore, we consider each ontology as a bag-of-words. 
To extract information from the ontology, we employ well-known statistical methods called term frequency (TF), and term 
frequency and inverse document frequency (TF-IDF) [35,55,70]. Here, we consider each concept or feature of the ontology as 
a term, and the ontology as a document. Therefore, TF is the terms (ambiguous words) found in the ontology. TF is 
mathematically defined in the following equation: 

𝑇𝐹 𝑇𝑒𝑟𝑚,𝑂𝑛𝑡𝑜 1 log 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 ,𝑂𝑛𝑡𝑜                                                                                                                                 4  

If the 𝑇𝐹 𝑇𝑒𝑟𝑚,𝑂𝑛𝑡𝑜  value is greater than zero, this step will be repeated to extract the specific concept. TF-IDF selects the 
illustrative terms for information extraction. The IDF reduces the significance of the word that appears mostly in all ontologies 
(e.g., patient, disease, hospital, etc.). If the term occurs in more ontologies or in more concepts in a single ontology, it means 
it is a regular term and may not be the required term for information extraction. Therefore, the result of the log function for 
the input word will decrease to zero. This shows that the value of TF-IDF is small for this term. The statistical description of 
the IDF is shown in the following equation: 

𝐼𝐷𝐹 𝑇𝑒𝑟𝑚,𝑂𝑛𝑡𝑜𝑠 log
𝑁

1 | 𝑂𝑛𝑡𝑜 ∈  𝑂𝑛𝑡𝑜𝑠 ∶ 𝑇𝑒𝑟𝑚 ∈  𝑂𝑛𝑡𝑜 |
                                                                                              5  

where 𝑁  indicates the total number of ontologies in the database or the total number of concepts in the ontology, e.g., 𝑁
|𝑂| and | 𝑂𝑛𝑡𝑜 ∈ 𝑂𝑛𝑡𝑜𝑠 ∶ 𝑇𝑒𝑟𝑚 ∈ 𝑂𝑛𝑡𝑜 | is the number of ontologies or the number of concepts in the ontology where 
Term appears. We remove the common terms using the following TF-IDF equation: 

TF IDF 𝑇𝐹 𝑇𝑒𝑟𝑚,𝑂𝑛𝑡𝑜  . 𝐼𝐷𝐹 𝑇𝑒𝑟𝑚,𝑂𝑛𝑡𝑜𝑠                                                                                                                              6  
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The TF-IDF result shows how essential the ontology feature is to the ontology in the ontologies corpus, or shows how important 
the ontology feature is to the concept in the ontology. Based on the values of TF-IDF terms (X=2), the top concept can be 
extracted. Let us suppose that the system gets the text related to diabetes, as shown in Fig. 5. In this figure, the ambiguous 
words for information extraction are in bold type (e.g., hyperglycemia). Once the semantic information about these words is 
identified, the system then extracts that specific concept from the ontology to provide additional information to word 
embedding and ML classifiers (e.g., hyperglycemia is a disease complication).  

3.6 Features extraction from wearable sensors data 

The huge size of the data is another main issue associated with sensor-based healthcare monitoring systems. Raw data from 
the patient’s body extracted in large quantities is a burden for data processing. It is important to decrease the size of the data 
without losing useful information. The dataset contains a large number of attributes about diabetes and BP patients. However, 
all the attributes will not be needed for patient classification. Unnecessary attributes are time consuming and decrease the 
accuracy of classification. Different methods are utilized for feature selection, such as the dragonfly algorithm and recursive 
feature elimination [71,72]. We use the Information Gain (IG) method, which affects the classifier by reducing noise and 
irrelevant features.        

Information gain (IG): IG chooses features based on the information’s contribution related to the variables of the class without 
seeing attribute interactions [73]. Every attribute or feature in the dataset has importance, and based on that importance, the 
system can learn about specific problems. Waikato Environment for Knowledge Analysis (WEKA) is utilized to compute the 
IG [74]. It contains various methods for data processing. We apply the IG filter “infoGainAtrributeVal” as an evaluator on the 
diabetes and BP dataset to obtain the results. However, IG cannot be used for a numerical dataset. Therefore, it is important to 
convert numeric data into nominal data before using IG. When the value of the attribute is identified, the IG measure is linked 
with a decrease in entropy in the training dataset. This approach finds the value of an attribute by calculating the IG according 
to classification. The proposed IG method utilizes entropy to measure system uncertainty and finds the difference between 
prior entropy and post entropy [75]. It specifies the amount of extra information about A provided by B, as shown in Eq. 7: 

𝐼𝐺 𝐴|𝐵 𝐻 𝐴 𝐻 𝐴|𝐵                                                                                                                                                                        7  

where A and B are discrete variables. A is a feature, and its prior entropy can be measured using Eq. 8: 

𝐻 𝐴 𝑃 𝐴 log 𝑃 𝐴                                                                                                                                                                   8  

where 𝑃 𝐴  represents the prior probability for the discrete value of 𝐴 . The conditional entropy of A, after given the post 
entropy B, can be defined as shown in Eq. 9 and Eq. 10: 

𝐻 𝐴|𝐵 𝑃 𝐵  𝐻 𝐴 𝐵                                                                                                                                                                 9  

  𝑃 𝐵 𝑃 𝐴 𝐵 𝑙𝑜𝑔 𝑃 𝐴 𝐵                                                                                                                          10  

The IG can be computed by putting Eq. 8 and Eq. 10 into Eq. 7, as shown in Eq. 11: 

𝐼𝐺 𝐴|𝐵 𝑃 𝐴 log 𝑃 𝐴  𝑃 𝐵 𝑃 𝐴 𝐵 log 𝑃 𝐴 𝐵                                                               11  

3.7 Principal component analysis 

The dimensionality of the dataset is increased after preprocessing and extra-attribute generation. This creates problems, such 
as a decrease in classification accuracy, over-fitting, and time complexity. Therefore, we use principal component analysis 
(PCA), which is a statistical approach to dimensionality reduction [76]. It converts p-dimensional features into q-dimensional 
features (q < p) with the least loss. The q-dimensional features are entirely new orthogonal features, called principal comments. 
The new orthogonal feature has its own exclusive meaning. The information of features can be imitated in variance. Feature 
with high variance rate shows that the feature contains the main information. This can be identified by cumulative variance 
rate. The main aim of PCA is to find the projection vectors with the highest variance. Projection vector X on vector Y on the 
same plane can be illustrated using Eq. 12: 

𝑓
〈𝑋,𝑌〉

|𝑋|
.𝑌                                                                                                                                                                                                  12  

Let X is the sample of n-dimensional drug side effect dataset, where 𝑋 𝑥 , 𝑥 , 𝑥 , … . . , 𝑥 . The sample of the dataset is 
arranged and therefore, it has a zero mean. In addition, we assume that after projection transformation the new coordinate 
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system is 𝑊 𝑤 ,𝑤 ,𝑤 , … . . ,𝑤 , where 𝑤  represents the standard vector of orthogonal basis, which is ‖𝑤 ‖ 1. The 
projection of 𝑥  on the hyper-plane in the new space is 𝑊 𝑋, where 𝑊 𝑋 𝑤 𝑥 … …𝑤 𝑥 . However, the main objective is 
to find the projection of all points of X on the hyper-plane with maximum variance. The projected points with maximum 
variance can be calculated using Eq.13. 

𝑢 argmax
‖ ‖

𝑊 𝑋                                                                                                                                                                         13  

 
Where 𝑢 is an eigenvector related to the maximum eigenvalue (λ) of 𝑋 𝑋 . It is important to achieve eigenvalue decomposition 
on the covariance matrix  𝑋 𝑋, and arrange the eigenvalues in descending order. Usually, the number of principal components 
is selected based on the cumulative variance rate. In this paper, the PCA with cumulative variance rate of 90% is applied to 
reduce the dimensionality of datasets. The original drug side effect dataset contains 200 feature dimensions. By using PCA 
and IG, the dimensionality of the input data is reduced to 67 features (principal components). In addition, it shortens the 
processing time by reducing the dimension of the dataset before feeding it to Bi-LSTM models for classification. 

3.8 Bi-LSTM–based diabetes and BP classification and drug side effect prediction  

Machine learning approaches, such as the CNN, MLP, the SVM, logistic regression, decision trees, and KNN, are useful 
algorithms for classification, feature selection, data normalization, and statistical analysis [21,77–79]. These approaches 
conduct tasks using supervised and unsupervised methods. However, they are time consuming, and their performance 
decreases when the data size is large [58]. Therefore, in the proposed healthcare monitoring system, Bi-LSTM is used to 
classify the patient’s diabetes, BP, mental health, and side effects from diabetes drugs. The recommendation system is activated 
in cases of diabetes, high BP, stress, or depression, and from severe side effects of diabetes drugs. Fig. 6 shows the architecture 
of Bi-LSTM for the classification of diabetes, BP, mental health, and drug side effects. The grid search optimization algorithm 
is applied to identify optimal values for the hyper-parameters of the LSTM model. The selected optimal values for the hyper-
parameter dropout rate, epochs, batch size, and learning rate are 0.3, 30, 32, and 0.001, respectively.  

LSTM is a type of RNN that consists of five main components: memory cell (�̅� ), input gate (𝑖 ), forget gate (𝑓 ), current 
memory cell (𝐶 ), and output gate (𝑂 ). These components control the update and use of previous data. The LSTM output can 
be computed using the following equations [58]:    

�̅� 𝑡𝑎𝑛ℎ 𝑤 𝑋 𝑤 ℎ 𝑏                                                                                                                                                     14  

𝑖  𝜎 𝑤 𝑋 𝑤 ℎ 𝑤 𝐶 𝑏                                                                                                                                         15  

𝑓  𝜎 𝑤 𝑋 𝑤 ℎ 𝑤 𝐶 𝑏                                                                                                                                    16  

𝐶 𝑓 ⊙ 𝐶 𝑖 ⊙ �̅�                                                                                                                                                                        17  

𝑂  𝜎 𝑤 𝑋 𝑤 ℎ 𝑤 𝐶 𝑏                                                                                                                                      18  

where 𝑋 , 𝑤  and 𝑤 , and 𝑏 are input, weight matrices, and bias vectors of LSTM, respectively; 𝑡𝑎𝑛ℎ .  and  𝜎 .  are the 
hyperbolic tangent function and sigmoid function, respectively. The final output of LSTM can be calculated using the 
following equation: 

ℎ 𝑂 ⊙ 𝑡𝑎𝑛ℎ 𝐶                                                                                                                                                                                  19  

where ⊙ is features-wise multiplication between the output gate and input cell state. The LSTM output is linked with a softmax 
function to identify the probabilistic outputs (0, 1, and 2), where 0, 1, and 2 show that the patient is normal, pre-diabetes, or 
diabetes, respectively. The softmax function can be calculated using the following equation:    

𝑠𝑜𝑓𝑡𝑚𝑎𝑥
exp 𝑥

∑ exp 𝑥
                                                                                                                                                                       20  

where c and 𝑥  are feature category and the input of time step k, respectively. After preprocessing, feature extraction, 
dimensionality reduction, and word embedding, a sequence of inputs (features and word vectors) representing the patient’s 
physiological information and drug reviews is then fed into the Bi-LSTM layer. We developed four Bi-LSTM–based classifier 
models: LSTMa, LSTMb, LSTMc, and LSTMd.  
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Fig. 6. LSTM-based healthcare data classification. The system consists of four LSTM models that predict the patient health condition. 

     In this study, wearable devices and smartphones are utilized to collect the patient’s physiological and personal information. 
The collected data are preprocessed and converted into structured form for further processing. At each time step, t, feature Xt 
is fed into the LSTMa units to predict diabetes class {normal, pre-diabetes, and diabetes}. The first LSTM unit of the LSTMa 
model may predict the patient category based on a specific feature. However, all the features should be used to get important 
information for classification. Therefore, the sequence of diabetes features, along with the results of the previous unit, is 
assigned to the next LSTM unit. This procedure is repeated with each input feature. In this way, the units of LSTMa save the 
valuable features and generate the output. The output is linked with a softmax activation function, which predicts the diabetes 
patient category. The medical rules to classify diabetes and blood pressure patients are presented in Table 3. Wearable sensors 
for blood pressure and an ECG are used to identify the patient’s BP and heart rate (HR), respectively. The patient can be 
evaluated from systolic BP and diastolic BP values in millimeters of mercury, and HR values in beats per minute, as shown in 
Table 3. However, these parameters are sometimes affected by physical activity, sleep, temperature, stress, eating habits, etc. 
[5]. In addition, patients may have BP and HR problems due to other factors, such as family profile and disease history. For 
example, HR is always high during exercise. This means that an abnormal health condition in the patient is sometimes not 
dangerous. Therefore, it is essential to use the patient’s medical records and daily activities to detect abnormal conditions. We 
select main features from medical records, including age, gender, and family history, from the diagnosis and medical history. 
All the diagnosis and medical records are searched to extract information related to diabetes and BP. 
 

Table 3. Medical rules to classify diabetes and BP patients. 

 Category Age 
(years) 

Family 
(Y/N) 

Gender 
(M/F) 

Activity 
(in steps) 

BMI Blood 
sugar 

(MG/dL) 

Heart 
rate 

(bpm) 

Systolic 
BP 

(mmHg) 

Diastolic 
BP 

(mmHg) 
 
 

Diabetes 
classification  

Normal 20-50 N M/F 5000+ 18-25 ≤ 100 
(fasting) 

60-80 - - 

Pre-diabetes 41-65 Y M/F 3001-
5000 

25-30 
or 

more 

100 to 
125 

(fasting) 

140-
160 

- - 

Diabetes 60+ Y M/F ≤ 3000 30+ ≥126 
(fasting) 

140-
160 or 
≥160 

- - 

 
Blood 

pressure 
classification 

Normal 20-50 N M/F ≤ 3000 - - 60-
100 

90-119 60-79 

Hypotension 
(Low BP) 

41-65 Y M/F 3001-
5000 

- - - ≤ 90 ≤ 60 

Hypertension 
(High BP) 

60+ Y M/F 5000+ - - - ≥140 ≥ 90 

 

The extracted information is then used for feature construction. For example, if the BP data are found in the patient family 
profile, then a 1 appears as the Family feature. If data about BP are not found in diagnosis and medical records, then a null 
value is used in that feature. Later, all null values are replaced with a zero. After generating and preprocessing the features, we 
developed a model based on Bi-LSTM, named LSTMb, which is capable of keeping temporal patterns present in historical 
sequenced data. For the classification of BP, all the parameters and generated features at each time step t are converted into 
category vectors {0, 1, or 2}. 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



In mental health monitoring, patient messages and posts are extracted from social networks and are filtered using supervised 
and unsupervised approaches. However, text related to depression and stress are usually short, unstructured, contain negative 
emotions, and low sentiment polarity. Therefore, the text mining and ML approaches are used to efficiently handle the social 
network content and identify the sentiment polarity of a text with the terms happy, normal, depression, or stress. Here, first the 
emotional texts are identified, and the sentiment analysis method is then applied to classify the text [55,58,80]. The Word2vec 
model with ontologies is used in this work to represent the text for deep learning classifiers. We trained a 200-dimensional 
Word2vec model, and then fed the sequence of words into the LSTMc model. The output of LSTMc is then assigned to the 
softmax function, which predicts the sentiment label (such as positive, neutral, negative, or strong negative) for each sentence 
of the published content. The rules to classify the patient’s mental health based on the predicted polarity are shown in Table 4. 

In drug side effect prediction, the current intake diabetes and BP drugs are used as input queries, and we retrieved reviews 
about them from different websites. After filtering and preprocessing, the reviews are automatically labeled as having no side 
effects, moderate side effects, and severe side effects. For this labeling, the sentiment polarity of each sentence is identified. 
Then, positive, neutral, and negative sentiment polarity are considered as having no side effects, moderate side effects, and 
severe side effects, respectively, as shown in Table 4. The 200-dimensional Word2vec model is trained to represent the drug 
reviews as a sequence of words in the LSTMd model. The output of LSTMd is then fed to the softmax function, which predicts 
drugs side effects accurately. 

            Table 4. Rules to classify a patient’s mental health and drug results. 

 Category Sentiment polarity about patient 
posts and comments 

(Positive/Neutral/Negative/Strong 
Negative ) 

Sentiment polarity about  anti-
diabetic drugs 

(Positive/Neutral/Negative) 

 
Patient mental health 

classification  

Happy Positive - 
Normal Neutral - 

Depressed Negative - 
Stressed Strong Negative - 

 
Drug side effect 

prediction   

No side effects - Positive 
Moderate side effects - Neutral 

Severe side effects - Negative 
 

4. Experiment and results  

In this section, the evaluation procedure of the proposed healthcare monitoring system is presented, and the results are 
discussed. Experiments were conducted on four different types of dataset, which were extensively discussed in subsection 3.1. 

4.1 Performance evaluation 

To evaluate the efficiency of the proposed approach, various experiments were conducted on the four different datasets. The 
datasets were extracted from the patient’s body and from social networks using wearable sensors and APIs, respectively. The 
extracted datasets were then sent to the Hadoop cloud environment, which is a platform for big data analysis and processing. 
Hadoop MapReduce analyzed the extracted datasets for further processing. Furthermore, the generated datasets were then used 
to build the models for the classification of diabetes, blood pressure, mental health, and drug side effects. The word embedding 
approach was used to represent the social networking data and drug reviews for the classification models. The number of 
features utilized from diabetes and BP datasets, and the dimensionality of word embedding for drug reviews and social 
networks datasets are discussed as follows. 

Diabetes and BP datasets: For diabetes classification, the Pima Indians Diabetes dataset was acquired from the UCI machine 
learning repository [81]. The Pima Indians dataset contains the records of 768 patients, out of which 268 tested positive for 
diabetes, while 500 tested normal. There are eight input attributes in the dataset. However, only six attributes are used for 
training the diabetes classification model. The age, family, gender, activities, BMI, blood pressure, and blood sugar features 
are used for diabetes classification. The dataset from the PhysioNet multi-parameter intelligent monitoring in intensive care II 
(MIMIC-II) database was used to train the BP classification model [82]. This dataset comprises a large number of features, 
including BP and HR. However, only nine attributes are utilized for training the BP classification model. The age, gender, 
BMI, heart rate, systolic BP, diastolic BP, activities, blood sugar, and family history features are used for BP classification. 
Furthermore, we also combined our new datasets regarding diabetes and BP with the abovementioned datasets. Thus, the total 
number of instances for diabetes and BP classification are 868 and 550, respectively.  

Drug reviews and social networking datasets: The dataset for drug side effect prediction was acquired from the UCI repository 
[32]. This dataset consists of six attributes. However, only two attributes (the name of the drug and patient reviews) are 
considered in the proposed work. We extracted patient messages and posts from social networks for patient mental health 
monitoring. The social networking and drug reviews dataset are extensively discussed in subsection 3.1. We trained a 200-
dimensional Word2vec model to represent both the social networking and drugs reviews datasets for classification.  
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Machine learning algorithms such as logistic regression and SVM have been utilized to classify the structured and unstructured 
data [83] [84] [85]. These algorithms are shallow and trained on sparse and high-dimensional features, which may not achieve 
the required results. Deep learning algorithms including MLP and CNN have been utilized for the purpose of textual data 
classification. However, MLP performed well for small amount of input data. MLP input is constant and link only with the 
current instant. This algorithm may not handle the textual data to generate the accurate results. It consumes a lots of time for 
data processing and the classification results are worse than others [78]. CNN has been compared with RNN in terms of 
sentiment classification [77]. The authors described that CNN and RNN are useful for informative features extraction and 
sequences of unit modeling, respectively. CNN utilizes the fixed size of a window that moves over a textual data to extract 
features from a sequence of terms. However, CNN misses the semantic meaning of words and unable to extract the valuable 
words from lengthy sentences. In this evaluation, we selected the following algorithms based on the comparative study and 
discussions along with their limitations reported in our recent work [55,58].   

 Convolution neural network (CNN): CNN has been applied for various classification tasks using sensors and textual data 
[86–88]. We compared it with our proposed model in order to understand the efficiency of the proposed classifier. We 
used the CNN of the WEKA [74] library along with a sigmoid activation function.  

 Multilayer perceptron (MLP): MLP is a neural network model that learns the data pattern using several layers with 
connected perceptrons [89]. We trained the MLP of WEKA library with 3 hidden layers and a squared error function. 
The sigmoid function was used as an activation function.   

 Support vector machine (SVM): SVM with linear kernel function is used to classify the datasets, and compare it with the 
proposed model [83]. SVM is suitable for light training data, which comprises non-zero values. However, it is time-
consuming during sparse data training. SVM with a training parameter kernel-type radial basis function is considered in 
the proposed work.     

 Fuzzy classifier: This classifier is a rules–based classifier that categorizes the data using fuzzy rules in the form of if-then. 
We utilized fuzzy classifier with fuzzy unordered rule induction algorithm [90].  

 Logistic regression: This algorithm is applied to define the association between a binary response variables [84]. It 
predicts the categorical outcomes based on certain predictors. It utilizes the relationship function that transforms the 
probability range [0, 1] into (-∞, +∞). We applied logistic regression classifier with the training parameter ridge estimator. 

 Random forest: This algorithm constructs a forest of random trees for classification [53]. It combines multiple decision 
trees to achieve the accurate final results. We used it with number of iterations 100 and seed 1. 

 K-nearest neighbors (KNN): The KNN is non-parametric approach that is utilized for the purpose of both regression and 
classification. KNN first stores all cases, and then classifies the new cases based on the similarity measures. We utilized 
KNN at k = 3 with the function of Euclidean distance.  

The above-mentioned models were trained by randomly distributing the datasets into training and testing sets at 70% and 30%, 
respectively. The proposed models were used both with an ontology and without an ontology, and performance was evaluated 
and compared, each model with the others. In addition, PCA and IG were utilized with the proposed models and the results 
are compared. The WEKA API was applied to train the word embedding model and to evaluate the effectiveness of the 
classifiers. This system was developed employing WEKA and the Protégé OWL tool with Java.  

4.2 Results 

To assess the usefulness of the aforementioned models, different evaluation metrics were used, including precision, recall, 
accuracy, function measures, root mean square error (RMSE), and mean absolute error (MAE). In this section, the results of 
the above-mentioned experiments are presented. The obtained results from diabetes classification are shown in Table 5. The 
different classifiers (CNN, MLP, SVM, fuzzy logic, logistic regression, random forest, and KNN) were compared with the 
proposed LSTMa model using the Pima Indians dataset. The results show that the proposed LSTMa obtained the highest 
accuracy (75%) and the lowest MAE (26%) in comparison with the other classifiers. This high accuracy indicates that LSTMa 
stores more important information in the memory cells for diabetes classification. In addition, the lowest MAE shows the 
better performance of the LSTMa model. The fuzzy classifier obtained the lowest RMSE (46) compared to the other classifiers. 
Based on this experiment, we observe that the other classifiers are time consuming, and their performance decreased for even 
a small number of features. However, LSTM outperformed the other classifiers in the prediction of diabetes. 

    Table 6 shows the results obtained by the proposed model and the other classifiers in terms of BP classification. These 
classifiers were trained using the PhysioNet MIMIC-II dataset. We observe that LSTMb achieved the highest accuracy (88%) 
compared to the CNN (70%), MLP (80%), the SVM (73%), the fuzzy classifier (83%), logistic regression (72%), random 
forest (70%), and KNN (58%). However, the MAE and RMSE of the proposed model were 12 and 34, respectively, which are 
lower than the other classifiers. As shown in Table 6, the accuracy of the fuzzy classifier is surprisingly high. This is because 
the training data are handled by generated fuzzy rules. In addition, the results with KNN are surprisingly poor. The value of K 
affected the results from KNN. If the value of K is too big, then KNN misclassifies the test sample. This is because of the large 
distance between data points and the test sample of the neighborhood.        
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Table 5. Comparison of the LSTMa model with other classifiers in terms of diabetes classification based on six features. 

Proposed Models  and 
Other Classifiers 

Precision 
(P) (%) 

Recall 
(R) 
(%) 

Function 
Measure (FM) 

(%) 

Accuracy 
(Ac) (%) 

RMSE  MAE  

CNN 62 66 63 66 58 34 
MLP 67 67 67 68 51 34 
SVM 67 70 68 70 54 30 

Fuzzy classifier 73 72 65 72 52 26 
Logistic regression 70 68 69 69 55 32 

Random forest 67 70 66 70 46 42 
KNN 57 65 59 65 52 50 

LSTMa 74 75 75 75 50 26 
  

Table 6. Comparison of the LSTMb model with other classifiers in terms of BP classification based on nine features. 

Proposed Models  and 
Other Classifiers 

Precision 
(P) (%) 

Recall 
(R) 
(%) 

Function 
Measure (FM) 

(%) 

Accuracy 
(Ac) (%) 

RMSE  MAE  

CNN 71 70 69 70 54 30 
MLP 80 80 80 80 37 22 
SVM 83 75 73 74 50 25 

Fuzzy classifier 84 83 83 83 40 16 
Logistic regression 72 72 71 72 51 29 

Random forest 78 70 67 70 45 42 
KNN 60 58 56 58 64 42 

LSTMb 89 87 87 88 34 12 
 

We extracted patient emotional comments and posts, and drug reviews from social networking and drug-related webpages, as 
discussed in subsection 3.1. The emotional posts were labeled automatically using our proposed method, as explained in 
subsection 3.4. The patient’s mental health was classified using social network data, and the side effects of diabetes drugs were 
predicted using drug reviews. To accomplish these tasks, Word2vec models were trained to represent these data in the form of 
word vectors with high dimensionality.  
     Table 7 shows the performance of the classifiers in terms of mental health classification. According to Table 7, LSTMc 
using softmax shows the highest accuracy (89%) in comparison with the other classifiers. In addition, the MAE and RMSE of 
LSTMc are 15 and 35, respectively, which is lower than the other classifiers. However, the fuzzy classifier and random forest 
obtained lower accuracy in comparison with the other classifiers. Random forest faces over-fitting problems due to its complex 
representation and noise in the dataset. Based on this experiment, we observe that Word2vec and LSTM with softmax are 
better than the other classifiers in terms of emotional text classification. LSTMc presented the best results because its memory 
function arranges the text in two directions that affect the text classification results. It is important to note that the LSTMc 
outputs of positive, neutral, negative, and strong negative indicate the patient’s mental health as happy, normal, depressed, and 
stressed, respectively, as listed in Table 4.  

Table 7. Comparison of the LSTMc model with other classifiers in terms of mental health classification based on 200-
dimensional Word2vec model. 

Proposed Classifier Model  
and Other Classifiers 

Precision 
(P) (%) 

Recall 
(R) 
(%) 

Function 
Measure (FM) 

(%) 

Accuracy 
(Ac) (%) 

RMSE  MAE  

CNN 66 66 66 66 56 34 
MLP 72 71 71 72 47 29 
SVM 68 68 68 68 56 32 

Fuzzy classifier 60 58 56 59 67 45 
Logistic regression 70 75 72 71 44 34 

Random forest 60 60 59 60 58 40 
KNN 64 63 64 64 60 36 

LSTMc 84 83 85 84 35 15 
 
To evaluate the classification results of the proposed model from using drug reviews, the LSTMd model was compared with 
other classifiers, as shown in Table 8. LSTMd and logistic regression obtained high accuracy at 90% and 83%, respectively. 
Other classifiers achieved lower accuracy in comparison with LSTMd and logistic regression. RMSE and MAE of LSTMd are 
32 and 13, respectively, which is lower than the other classifiers. The accuracy of the CNN is very low, and its RMSE is very 
high, compared to the other classifiers. This indicates that LSTMd can handle longer sequences of word vectors as the 
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dimensions of word vectors increase. In contrast, the CNN results in over-fitting when the sequence of words and the dimension 
of word embedding increase. It is important to note that the LSTMd model outputs of positive, neutral, and negative show the 
drug side effects as having no side effects, moderate side effects, and severe side effects, respectively.        

Table 8. Comparison of the LSTMd model with other classifiers in terms of drug side effect classification based on 200-
dimensional Word2vec model. 

Proposed Classifier 
Models  and Other 

Classifiers 

Precision 
(P) (%) 

Recall 
(R) 
(%) 

Function 
Measure (FM) 

(%) 

Accuracy 
(Ac) (%) 

RMSE  MAE  

CNN 76 68 65 68 62 39 
MLP 82 81 81 81 39 20 
SVM 82 82 82 82 36 18 

Fuzzy classifier 79 78 78 78 41 28 
Logistic regression 84 82 83 83 36 17 

Random forest 76 66 63 66 58 33 
KNN 77 75 75 76 49 24 

LSTMd 88 90 89 90 32 14 
 

4.3 Accuracy and MAE of the proposed models with ontology, PCA, and IG 

We utilized ontology-based semantic knowledge with Bi-LSTM in order to classify the social networking data and drug 
reviews. The proposed ontology presented semantic knowledge of the features related to depression and diabetes drugs. Fig. 7 
presents the accuracy and MAE of the proposed LSTMc and LSTMd models using an ontology and without using an ontology. 
As can be seen, the proposed ontology-LSTM shows significant improvement over simple LSTM. In terms of emotional text 
classification, the accuracy of LSTMc was 84%, which increased to 87% when using the ontology. However, MAE decreased 
by just 1. In addition, the accuracy and MAE of LSTMd was 90% and 14, respectively, in terms of drug side effect classification. 
However, this accuracy increased to 93%, and MAE decreased by 1 when using the ontology with LSTMd. The obtained 
results indicate that the proposed system can detect the most efficient features in the text and provide additional information 
about them. In addition, the proposed ontologies explore the domain information of diabetes drugs and depression. Therefore, 
they identify depression and drug features in the dataset, and help word embedding and LSTM to understand the exact 
meanings of the features in the task of text classification. The generated results indicate that the proposed system outperforms 
in comparison with simple LSTM and the other classifiers. 

 

Fig. 7. Accuracy and MAE comparisons of the LSTMc and LSTMd models with ontology-LSTMc and ontology-LSTMd. 

We applied PCA and IG to further improve the accuracy of the proposed models. PCA combined the original features of each 
dataset to generate new independent features. However, only a few features are selected from the newly generated features. 
The selected features are less in number than the original features and that is how the dimensionality is reduced. 
PCA first normalized features using mean and standard deviation function, which is the square root of the variance. PCA then 
used covariance function in order to know the correlation between those features. Finally, the new features are selected based 
on their eigenvalues to reduce the dimension. For example, PCA reduced the dimensionality of the diabetes dataset by 
transforming six features into five features, as shown in table 9. Vector Y1, Y2, Y3, Y4, and Y5 are called principal components. 
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These new vectors are selected because of their high eigenvalues compared to other vectors. In this research work, the PCA 
with cumulative variance rate of 90% is applied to reduce the dimensionality of datasets.      

Table 9. PCA-based selected features from diabetes dataset. 

Vectors New features Eigenvalues 
Y1 0.205 Glucose = 172+0.205, Diabetes Pedigree Function = 0.702+0.205, Insulin = 

579-0.194, Pregnancies = 17-0.194, Diabetes Pedigree Function = 0.817... 
2.799 

Y2 -0.304 Diabetes Pedigree Function = 0.817-0.304, Pregnancies = 17-0.299, BMI = 
40.9-0.27, Insulin = 114-0.224, Glucose = 163... 

2.107 

Y3 0.311 Insulin = 240+0.269, BMI = 45.4+0.269, Diabetes Pedigree Function = 
0.721+0.242, Blood Pressure = 110+0.217, Glucose = 171... 

1.500 

Y4 0.216 Glucose = 172+0.216, Diabetes Pedigree Function = 0.702+0.216, Insulin = 
579+0.212, Insulin = 240+0.201, Diabetes Pedigree Function = 0.721... 

1.092 

Y5 0.185 Skin Thickness = 7+0.176, Pregnancies = 12+0.162, Diabetes Pedigree 
Function = 0.926+0.162, Insulin = 258-0.158, BMI = 43.1... 

0.677 

 

After applying PCA, IG evaluated the value of each feature by computing the IG with respect to the class. IG did not reduce 
the PCA-based selected features in case of diabetes classification, and considered that all the five features provide maximal 
information. Similar procedure of PCA and IG is applied for other three datasets. However, IG selected the best features in 
case of other datasets that give useful information, and removed the unrelated features. The dataset of diabetes, BP, mental 
health, and drug side effect contain 6, 9, 200, and 200 features, respectively. The PCA and IG reduced the input data features 
to 5, 7, 99, and 67, respectively. The obtained results using the classification models along with PCA and IG are shown in Fig. 
8. PCA and IG along with ontology-LSTM reduced the dimensionality of a large dataset that still contains most of the useful 
information. This shows that PCA leads to an approximately 2x reduction in training time of LSTM models. Based on the 
obtained results in Fig. 8, we note that the accuracy of LSTMa, LSTMb, ontology-LSTMc, and ontology-LSTMd with PCA and 
IG increased by 4%, 1%, 3%, and 1%, respectively. This indicates that using PCA and IG with ontology-LSTM is more 
efficient than the other classifiers in terms of numeric and textual data classification. In addition, it also shows that Word2vec 
and LSTM without an ontology miss the semantic meanings of features related to the drug and disease domains. The main 
reason is that many hidden features of diabetes and depression represent different notions.  

 

Fig. 8. Proposed classification model accuracy with and without PCA and IG. 

5. Conclusion 

In this work, a novel healthcare monitoring framework for chronic patients was presented, which integrates advanced 
technologies, including data mining, cloud servers, big data, ontologies, and deep learning. The proposed framework enhances 
the performance of heterogeneous data handling and processing, and improves the accuracy of healthcare data classification. 
The proposed method correctly examines diabetes and blood pressure (BP) patients using various sources for their data, such 
as smartphones, wearable sensors, medical records, and social networks (called big data). Various reasonable issues were 
discussed, including big data storage in a cloud server, MapReduce-based data processing, data preprocessing using data 
mining techniques, feature extraction, and dimensionality reduction, and the role of domain-specific ontologies in deep 
learning–based classification. The proposed big data analytics engine automatically detects valuable information, extracts 
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useful features from healthcare data, reduces the dimensionality of data, classifies patient health conditions, and predicts drug 
side effects. This system helps warn diabetes and BP patients before risks to their health reach a high level. In addition, this 
system supports physicians to offer actual treatments to their patients by smartly monitoring their patients’ health conditions. 
This method can store and analyze healthcare big data, extract valuable features, and provide the semantic meanings of features 
in order to improve the performance of health condition classification. In this context, this framework can be useful in 
healthcare sectors for monitoring chronic patients using their structured and unstructured data.  

Despite its potentials, this work has a couple of limitations. First, the SentiWordNet lexicons are not enough to precisely 
understand the textual data for the prediction of patient mental health and drug side effects. Therefore, it would be worth to 
use different sentiment lexicons for the improvement of the proposed system. Second, the proposed framework does not 
consider the multimodal data such as videos, emoticons, images, etc., which might be integrated with the said model to further 
improve the system performance. Also, the presented model can be extended taking a fuzzy ontology with fuzzy LSTM into 
account to enhance the classification performances in healthcare context. 
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 Smartphones, wearable sensors, and social networks provide a new approach to collect patient data.

 Continuous patient monitoring generates a large amount of unstructured healthcare data.

 Existing  approaches  cannot  deal  with  huge  amounts  of  healthcare  data  extracted  from  various
sources.

 Traditional ML techniques are unable to handle extracted healthcare data for abnormality prediction.

 A big data analytics engine is proposed to precisely analyze different sources of healthcare data. 
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