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Abstract - Sweep-Spread Carrier (S$2C) communication
method that has been recently developed especially for appli-
cation in shallow water channels realizes frequency spread of
a transmitted signal via its multiplication with a sequence of
linear sweeps. This provides significant processing improve-
ment on receiving side enabling clear separation of muitipath
arrivals by converting their time delays into their frequency
reallocations. To provide a most effective and inexpensive
filtering, a matched filter is considered to be a core part of
the $2C demodulator, which uses a synchronous replica of
the sweep-spread carrier signal as the reference signal for the
matched filtering. However, if a frequency modulated carrier
is applied for data transmission, the mechanism of evaluation
of the information parameter (phase) have no strict mathe-
matical justification. By use of frequency modulated carrier
the output of matched filter contains the desired phase value,
however, the methodical error of evaluation of filter output
(its real and imaginary part) is unknown value, which cannot
be found via estimation of define integral of correspondent
oscillation function. The paper derives expression, which
allows to evaluate the methodical error in analytical way in
form of integrals of elementary oscillation functions.

I Introduction

During acoustic communication over underwater channels
of practical interest incoherent or half-coherent modula-
tion schemes are mostly used [2]. While incoherent re-
celvers are characterized with a small frequency efficiency
and correspondingly small datarate, and coherent detec-
tors do not provide stable communication (owing to un-
stable properties of equalizers), half-coherent demodula-
tion schemes represent & compromise solution for acoustic
telemetry systems especially designed for practical appli-
cations in dynamic multipath acoustic channels. Genera-
tion of a transmitting symbol and evaluation of a digital
estimate in receiver side is usually realized via differen-
tial phase shift keying (DPSK). Digital estimate of DPSK
symbol is defined not via its own value (zero or one}, but
via comparison of current estimate with previous one.
Symbol estimate is usually computed by means of
matched filtering. If the traditional (frequency constant)
carrier is used, the mechanism of estimation of infor-
mation parameter is mathematically justified: output
of the matched filter consist of cosine and sine function
of evaluated phase angle, as well as components, which
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determine methodical errors of estimation of real and
imaginary part of matched filter output. In conventional
case (use of frequency constant carrier) these errors do
not extend certain permissible value [3]. It is well-known
that they can be found in result of integration of following
functions on the interval of the transmitting symbol:

E T
ezc(t) = \/?—/0 cos(2wyt + 6; + 6, )dt =

JEEweT) cos(woT +6; +6-) (1)
woT

ers(i) =

T
g f sin(2wot + &; + 0, )dt =
o

i

VET) oo 4 046, (2)
ng

where E - is energy-flux density of acoustic wave, T -
symbol duration, wp - (angular) carrier frequency, 8; -
discrete phase value {transmitting information), &, - arbi-
trary phase, usually random value uniformly distributed
between 0 and 2. Maxima of these errors take on follow-
ing values:

max(|ez(7)]) = max{|ez, ()]} = \/Esin(w;T) ®)
wo

In practical underwater applications (for telemetry fre-

sin(weT)
w

quencies and datarates used) the ratio takes on

minor values. Giving a correspondent symbol duration
and carrier frequency, maximum values of (1) and (2) be-
come negligible and the errors do not have a serious effect
on result of phase estimation.

If non-conventional (frequency modulated) sweep-
spread carrier [1] is applied for data transmission, the
mechanism of evaluation of the information parameter
(phase) have no strict mathematical justification. By use
of frequency modulated carrier the output of matched
filter also contains the desired phase value, however, the
methodical error of evaluation of filter output (its real
and imaginary part) cannot be found via estimation of
define integral of correspondent oscillation function.

This can be explained in the following way. Let the
carrier signal is a linearly increasing frequency modulated
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(LIFM) oscillation. Thus, a transmitting PSK symbol can
be represented in form;

8y(i,t) = exp {‘/gexp[j(wbt + mit? + 9;)]} (4)

where E, T, 0; defined above, m = We —

of frequency modulation of the carrier signal [1], w;, and
w, - beginning and final angular frequency values of the
LIFM carrier signal.

In absence of interference and attetuation the received
signal can be written as:

2F
ry(d,1) = 4/ T cos(wot +mt? +8; + 8,) +nlt) (5)

Let a matched filter or its analog is used for demodu-
lation of the signal. And let us find a scalar product of
the received signal and heterodyne signal (its in-phase as
well as quadrature components). If the signal is power-
ful enough, the output of the matched filter is equal to

y(t) = ¥.(2) + jys(i), where

T
DA S
T 0
= VEcos(0; +6) +
T
+ %E/cm@%ﬁ&mﬂ+&+&ﬂt@
5]
9 T
yeli) = \/: / ry(8) sin(wst + mt?)dt =
T/

= VEsin(6; +6,) +

T
+ ? / sin(2wgt + 2mt? + 6; + 0,)dt (7)
0

The right side of each equation (y.(i} or ys(i)) is also
represented by two items. Analogously to the convention-
al case the first item is a variable containing desired phase
value. The second one is a variable that modifies the de-
sired phase value and represents a methodical error, which
is connected to the method of matched filtering. The er-
ror is referred later as e,.(¢) in the equation for y.(i) and
correspondingly as e,,(z) for y,(i}. Further, evaluation of
eyc(?) and ey, (7) is carried out.

The second item of the right side in (6) and (7) is rewrit-
ten in form:

eye(i 7§f cos(2wpt 4 2mt® + 6; + 6,)dt  (8)
eys (i} = £f sin{2wpt + 2mt® + 6; + 8,.)dt  (9)

It is obvious that functions, whose integrals must be
evaluated, are not harmonic signals. They represent lin-
early rising frequency modulated signals with doubled fre-
quency gradients. It is evident that an antiderivative of

function like sin(z?) or cos(z?) is not an elementary func-
tion and its integration cannot be carried out in analytical
way. The special case of such integral computation (on
the interval of +oo) [4] does not satisfy practical appli-
cations, because in practical case the filter have to deal
with short symbol durations and correspondingly narrow
integration intervals. Thus, magnitude of phase error is
unknown if the sweep spread carrier is used.

In order to justify the principal possibility of applica-
tion of matched filters in receivers working witk symbols
transmitted by means of LIFM carrier, an evaluation of
{maximum) error in process of phase estimation is desired.

Evaluation of maximum error on the output of the
matched filter cannot be carried out by means of sim-
ple geometrical constructions. In contrast to a harmornic
oscillation, the square of each halfwave of LIFM oscilla-
tion has its own (different from others) value. At that,
for example, subtraction of the square of each negative
halfwave from the square of positive halfwave never gives
a zero result. Therefore, conclusion ahout maximum pos-
sible error cannot be provided by geometrical analysis or
logical argumentation.

II Evaluation of phase error limits
for PSK-symbols with a sweep
spread carrier

To find solution, some known data are initially used. It
is obvious that in equation (4) for LIFM carrier with
m = 0 a conventional harmonical signal is to deals with.
In this case the maximum phase error is defined in (3).
If possible to prove that maximum error on output of the
matched filter, which processes symbols with LIFM carri-
er (m > 0), has a value less than (3), then the application
of matched filters for LIFM symbols is justified satisfying
requirements on accuracy of phase estimation in received
PSK symbol.

Thus, it is necessary to prove that the following expres-
sicn

T T
max fcos(wt +mt? +0)dt] < max fcos(wt + )dt

o
(10}
is valid for all w, ¢,# and positive m earlier used in [1].

To prove validity of (10), some statements must be for-
mulated and proved, at first.

Statement 1. Define integral of function of linearly
tncreasing frequency-modulated sine oscillation with zero
beginning phase and beginning frequency w on the inier-
val of its first positive halfwave has a value, which is less
than a value of define iniegral of function of harmonic
stne oscillation, evaluated on the interval its first positive
halfwave, with the same amplitude, frequency w and zero
beginning phase.

To prove the statement, two squares will be compared.
The first one is the square that is circumscribed with the
curve of LIFM sine oscillation cos(wt +mt% —1/2) on the
interval of its first positive halfwave. The second one is the
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square that is circumscribed with the curve of a harmonic
sine oscillation cos(wt — 7/2) on the interval of its first
positive halfwave, as well. These functions are represented
in fig. 1 with solid line and dotted line correspondingly.
Initially, special points, arguments and interested time
intervals are defined. The first point is the extremum of
function. For the functions in fig. 1 the first extremum
is achieved at time point, where the function argument is
equal to zero. Then, for the LIFM signal this time point
Vw? 4 2rm —w

2m
ic signal of frequency w this time point is 7,m = 7/2w.

The second value of interest is the instant frequency of
the LIFM oscillation at the time point To¢m. It can be
obtained from the equation

is given by 1o pm = , and for the harmon-

flt+ Tofm) =
= cos(w(t + Tofm) + m(E + "'zfm)2 —7/2) =

= cos((w + 2mTe g )t + mt? + (WTnpm +m7lp, — 7/2)).

(11)

Following from (11), at time point Tujm the instant

frequency of the signal (first item of the argument) is equal
to

(12)

The third value of interest is the time interval between
zero crossing points {duration of the first halfwave), that is
the time interval between time points, where the function
is equal to —#/2 and /2. Then, for the LIFM signal this
Vwltdrm —w

2m
harmonic oscillation by 7o = 7/w.

Proof.

While the compared squares do not depend on the fact,
how the correspondent functions are allocated in time,
the first positive halfwaves are superposed so that their
extremuma are situated opposite to a certain zero time
point like in fig. 2. It means, the ordinate axis with ref-
erence point that is equal to zero is positioned in 7 ¢y,
after beginning of the LIFM oscillation or in 7, after
beginning of the harmonic oscillation.

Further the functions represented in fig. 2 are compared
on two separate intervals [—Ty 5y, 0] and [0, 7o pm — Topam)-

On the interval (0,72 — 7o fm) the compared functions
can be written as cos(wt) and cos(wsfmt + mt?), and if

Wopm = (W + 2MTefrm ).

time is given by T.pm = , and for the

Fig. 1. Compared functions: LIFM oscillation (solid line)
and harmonic oscillation (dotted line)

Fig. 2. Compared functions after superposition of their
first extremuma

the following expression

(13)

is true, then, while both functions descend on this in-
terval, the inequation wygmt + mt? > wt must be valid.
To verify that, the inequation (keeping in mind (12)) is
rewritten in form

c08(wg pmt + mt?) < cos(wt)

wt + (Zmrgfm + mi)t > wi (14)

While inside the interval time ¢ is positive and the item
in parenthesis is positive, as well, then the inequation (14)
and correspondingly (13) are valid.

In the line of negative time values the compared func-
tions (inside of [~z m,0]) can be written as cos(wt) and
co8(wy gt — mi?), where £ = —t. It is necessary to notice
that the frequency gradient m is negative here, because
instant frequencies of the LIFM oscillation decrease in the
line of decreasing time. Similarly, if the following expres-
sion

co8{wz ymt — M%) = cos((w + 2MTpm )t — mi2) < cos(wf)

(15)
is valid, then, while both functions (inside the interval)
descend in the direction of decreasing time, the inequa-
tion wif + (Zmr,;fm — 'mi)f > wi must be also valid. It
is obvious that the inequation is valid inside the inter-
val 0 < < 27, fm, Or turning back to current time (as-
cending values) the inequation is valid inside the interval
~2Tz¢m < t < 0. Since the interval of interest [—755m, 0]
is situated inside the obtained [—27,fy,,0], one can con-
clude that the inequation (15) is also valid.

Thus, in entire interval [—7Tg fm, Tz fm — Tofm] the func-
tion cos{wz gmt + mit?) takes on values that are less than
those of the function cos(wt). Correspondingly, in the
same interval, the square, which is circumscribed with the
curve cos(wgpmt + mt?), is less than the square, which is
circumscribed with the curve cos(wt).

Moreover, since the duration of the first positive
halfwave of the harmonic oscillation exceeds the duration
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of the first positive halfwave of the LIFM oscillation, the
following expression is also valid:

Tzfm Tz fm

cos(wpgmt + mt?)dt <

—Tefm
Tefm—Tefm Tam
< f cos(wt)dt < f cos(wt)dt.
—Tzfm —Tam

Turning back to original allocation of the oscillations
in time, in which the beginning points of the compared
halfwaves coincide, and bringing the ordinate axis back to
original point like in fig. 1, one can conclude that

Trfm Tzm
/ cos{wt + mt? — 7w /2)dt < / cos(wt — m/2)dt. (16)
0 o

This validity of this expression proves the validity of
Statement 1.

It is necessary also to notice that changing the begin-
ning phase to the opposite value, one can analogously
justify the validity of the following inequation:

Tzfm Tam

f cos(wt +mt? + w/2)dt| < f cos(wt + 7/2)dt| .

0 0

(17}

In order to formulate the next statement, the oscilla-

tion to be compared are represented in fig. 3 (the positive
halfwave interval is considered here).

Amm

Fig. 3. Compared functions after frequency medification
of the harmonic signal

As follows from fig, 3 the oscillations are allocated in
time so that the last points of their positive halfwaves
coincide. Let the completion of the first positive halfwave
occurs in 7,7, after beginning of the LIFM oscillation or
in 7,,,m after beginning of the harmonic oscillation. We
shell compare the function of LIFM oscillation, the same

as above, with harmonic oscillation with the frequency,
which achieves the LIFM oscillation at the moment of
completion of its first positive halfwave.

Statement 2. Define integral of function of linearly
increasing frequency-modulated sine oscillation with ze-
ro beginning phase on the interval of its first positive
halfwave has a value, which ezceeds a value of define in-
tegral of function of harmonic sine oscilletion, evaluated
on the interval of its first positive halfwave, with the same
amplitude, zero beginning phase, but with a frequency that
achieves the LIFM cscillation at the moment of comple-
tion of its first positive halfwave.

To prove the statement, we shell compare the square,
which is circumscribed with the curve of function
cos(wt + mt? — w/2) on the interval of its first positive
halfwave, with the square, which is circumscribed with
the curve of function cos(w,fmt — m/2) on the interval of
its first positive halfwave, as well.

Similarly, special points, arguments and interested
time intervals are defined. Duration of first halfwave
Tofm for the LIFM oscillation has the same value as

/14 _
w. Duration of the first

halfwave of the ha.rmonizc;’%sci]lation Tomm 18 specified via
Timm = %/Wi¢m, where w,rn, is equal to the instant
frequency that achieves the LIFM oscillation at the
moment of completion of its positive halfwave and is
obtained analogously to (11) from the formula:

above: T, =

f(t + Tz_fm) =
= cos(w(t + Tupm) + Wt + Topm ) — 7/2) =
= cos((w + 2mrpm )t + ME2 + (WT, prm + T2, — T/2)).
(18)
As follows from (18), at the moment T.4,, the instant
frequency (first item in the argument) achieves the value

(19)

The extrernum of the LIFM oscillation on the interval
w? + 2rm — w

Wzfm — (w + 2m‘rzfm).

of its first halfwave is equal to 74 £ =

before, and the extremum of the harmonic os«','zirl?ation with
the frequency w.s,, on the interval of its first halfwave is
achieved in Tomm = 7/2Wz fm.

Proof.

As well as during the proof of the first statement, the
first positive halfwaves of compared functions are super-
posed so that their extremuma are situated opposite to
a certain zero time point like in fig. 3. Similarly, the
functions that are represented in the figure are compared
separately on the intervals [—Tzmm, 0] and [0, Tzmm)].

On the interval of [0, Ty fm| the compared functions can
be written as cos{w, smt) and cos(wzfmt+mt2), and if the
following expression

c08(wy gt + M) > cos(w, fmt) {20)
is true, then, since the compared functions descend, the
inequation wgfmt + mt? < Wz rmt must be valid. After
substitution wz¢m and w, fm, it becomes obvious that the
time interval [0, 2(7, fm — Tzfm)] is that one, on which the



Fig. 4. Comparison of the LIFM oscillation function with
the harmonic function, modified in frequency, on the in-
terval of the first positive halfwave

inequation is valid. The interval of interest [0, 7, ] is sit-
uated inside of the last one, therefore the expression (20)
is valid, as well.

In the line of decreasing time (inside of [—Tupm,0])
the compared functions can be written correspondingly
as cos(w; fmt) and cos(wypmt — mi?), where i = —£. Just
as above, it ought to be noticed that the frequency gradi-
ent mn is negative here as well, because instant frequencies
of the LIFM oscillation decrease in the line of decreasing
time.

If the following inequation

co8(Wg it — M%) > cos(wmi) (21)

is valid, then, since both functions descend in the direction
of negative time values, the following inequation

w,,fmf - mf2 < w,fmf (22)
must be true.

Just as above, after substitution of w, s, and w, ¢y, it
becomes obvicus that the time interval, on which inequa-
tion (22) is valid, is equal to [—2(T,fm — Tofm),0]. The
interval of interest [—7zmm, 0] is situated inside of the last
one, therefore one can conclude that expression (21) is
valid, as well.

Thus, on entire interval [—Temm, Temm] the function
cos(wzsmt + mt?) takes on values less than those of the
function cos{w;smt). Correspondingly, in the same in-
terval the square, which is circumscribed with the curve
co8(wz fmt + mt?), is less than the square, which is cir-
cumscribed with the curve cos(w;smt). It means that the
following expression

Tzmm Temm

cos(w, pmt}df < cos{wypmt + mt?)dt

—Tamm —Tamm

is valid.

Moreover, since duration of the first halfwave of the har-
monic oscillation less than duration of the first halfwave of
the LIFM oscillation, and since the LIFM function takes
on only positive values on the interval of its first positive
halfwave, the following inequation

Tzfm  Tafm

cos{we fmt + mt®)dt

cosft, pmt)dt <

—Tamm —Tafm

is valid, as well.

Turning back to original allocation of the oscillations in
time, when beginning points of the compared halfwaves
coincide, and bringing the ordinate axis back to original
point, one can conclude that

Tzmm Tzfm
/ cos{wzgmt — w/2)dt < f cos(wt + mi® — 7 /2)dt.
0 0

(23)
This validity of the expression proves the validity of
Statement 2.

In order to formulate the next statement, the oscilla-
tions to be compared are represented in fig. 3, but the
interval of interest is the negative halfwave here,

As follows from the figure the oscillations are allocat-
ed in time so that the initial points of their negative
halfwaves coincide. In the same way as above, the be-
ginning of the first negative halfwave occurs in 7,5, after
beginning of the LIFM oscillation or in 7,,,,, after begin-
ning of the harmonic oscillation. We shell compare here
the function of LIFM oscillation, the same as above, and
harmonic oscillation with a frequency, which achieves the
LIFM oscillation at the moment of beginning of its first
negative halfwave.

Statement 3. A module of define integral of function
of linearly increasing frequency-modulated sine oscillation
with zero beginning phase on the interval of its first neg-
ative halfwave has a value, which is less than a value of
a module of define integral of function of harmonic sine
oscillation, evaluated on the interval of its first negative
halfwave, with the same amplitude, zero beginning phase,
but with a frequency that achieves the LIFM oscillation at
the moment of beginning of its first negative halfwave.

Thus, we compare the square, which is circumscribed
with the curve of function cos(wt+mit?—=/2) on the inter-
val of its first negative halfwave, with the square, which is
circumscribed with the curve of function cos(w, fmt—n/2)
on the interval of its first negative halfwave, as well.

After consideration of the interval of the first negative
halfwave in fig. 3, one can conclude that apart from the
sign the compared halfwaves are similar to those used
during the proof of the Statement 1.

Since the module of integral of the LIFM oscillation
as well as of the harmonic oscillation takes on positive
values on the interval of both negative as well as positive
halfwaves, the Statement 3 can be justified in the same
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way as Statement 1; hence the following inequation

’

zfm
t/ cos(wt +mt® — x/2)dt| <

zfm

2T2mm

cos(wt — w/2)dt

Tzmm
(24)
is valid.

Relying on statements 1-3, there is a lemma that is
formulated and proved below.

Lemma 1. A module of integral of function of lin-
early increasing frequency-modulated sine oscillation with
zero beginning phase, evaluated on the interval of its first
positive halfwave, has a value, which exceeds a value of
a module of integral of the same function and the same
beginning phase, eveluated on the interval of its first neg-
ative halfwave.

To prove Lemma 1, the oscillations to be compared are
represented in fig. 3.

Proof.

Based on Statement 2, it is true that

0 0
/ cos{wt — m/2)dt < f cos(wt + mi® — x/2)dt,
~Tzmm “Tifm

(25)
and following from validity of Statement 3, the next ex-
pression is valid as well:

tfm Tamm
f cos(wt + mt? — 7 /2)dt| < / cos{wt — w/2)dt
0 0
(26)
and since
Timm 0
f cos{wt — 7 /2)dt| = { f cos{wt — w/2)dt| (27)

0

Tzmm

then one can conclude that

'

Tzfm

/ cos(wt+mt® —x /2)dt

0

Tzfm
(28)

The equation (28) proves the validity of Lemma 1.

To justify the validity of (10), it is necessary to prove
that for the LIFM oscillation in fig. 5 the following expres-
sion is valid for every oscillation duration (every integer
or broken number of halfwaves, (k > 0)), on which the
integral of function is evaluated :

trtouk ty
cos{wt+mt® —m/2)dt < /cos(wt+mt271r/2)dt,

to to

0<

(29)
where 0 < ayp < tgrq — fg-

0
< L/ cos(wt+mi®—m/2)dt|.

Lemma 2. Define integral of function of linearly in-
creasing freguency-modulated sine oscillation with zero be-
ginning phase and beginning frequency w, evaluated on an
arbitrary interval of lime, has a volue, which is less than
a value of define integral, evaluated on the same time in-
terval, of a harmonic function of the same amplitude, be-
ginning phase and frequency w.

VAN /\“ A

Fig. 5. LIFM carrier oscillation

To simplify expressions, the following notation is intro-
duced: :
H(t) = wt + mit® — /2.

To prove the validity of the Lemma 2, the method of
induction is applied.

Basis. Since validity of (29) is obvious for k = 0, we
choose the value of k = 1 as the basis value and consider
the following expression:

ty+ay ty
0< f cos P(t)dt < jcos ¢(t)dt. (30)
to {0

This can be rewritten in form;
&y tytey |

0< fcos¢(t)dt+ / cos ¢(t)dt < fcosqb(t)dt. (31)
to ty to

t1ton
 Since the integral f cos ¢(t)dt (see fig. 6) has a neg-

ative value, the rlght part of the inequation in expres-
sion (31) is valld Moreover, accordmg to Lemma 1 the

sum of integrals f cos ¢p(t)dt and f cos @(t)dt is posi-

tive and therefore the left mequatlon in expression (31} is
also valid.
Induction. Let the following expression

trtox t1

cos ¢(t)dt < /cos d(¢)dt

to to

0< (32)

with 0 < o < #g41 — tx is valid for a k. It is necessary
to prove that the following expression with 0 < ap41 <
titz — thgr

SR J- PR £y
0< cos ¢(t)dt < /cosqb(t)dt {33)
to to

is valid also for a &+ 1.
For odd k& the integral with limits between 0 and ¢;41 +
@i41 can be rewritten in form:
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bpp1F Ok tr bret1H0g41
fcos P(t)dt = fcos P(t)dt + fcos o(t)dt (34)
to to 1y

Let the second item of the right part is evaluated. First-
ly, the instant frequency, which achieves the LIFM oscil-
lation at instant ¢z, must be obtained. Similarly to (12)
and (19) this frequency is defined as wy, = w+mix. Then,
moving the ordinate axis to the instant {4, such as in fig. 7,
the second item in (34} can be represented in form:

tey1+opyr tr+a)
fcos(wt+mt2—7r/2)dt =- fcos(wtkt+mt2—1r/2)dt,
iy L,

(35)
where 3 is new beginning point of time axis, ¢ is du-
ration of the first halfwave of the LIFM oscillation with
the beginning frequency w;, , and af is defined with limits
0<al <t,—t.

‘While k& is odd, the first halfwave, on the interval be-
tween £, and ¢, is negative, and the second halfwave is
positive. Then, for every a, which is limited from #; to
th — t], the value of integral is negative due to validity of
the Lemma 1. Based on negativity of second item of right
side in (34) and on assumption of induction (expression
(32)), validity of right side in {33) follows. To prove the
validity of left side of equation (33), the expression (34)
is rewritten in form:

beprtasrtl tr—1 Tria
/cos o(t)dt = /cos o(f)dt + fcos d(t)dt +
o to ' tr_1
trg1+oeia
+ /cos o(t)dt (36)
Lt

The limits of integration are shown in fig. 7 above. For
odd k the third item of (36) is positive, because it repre-
sents an integral of cos ¢(t) on the interval of its positive
halfwave between 41 and tx41 + ary1. Based on validity
of the second and third items and on assumption of induc-
tion for the first item, validity of left part in expression
(33) follows.

Fig. 6. Interval of the LIFM oscillation for k=0

— - _5:' :-'-, E:t« t::_tkoz - 7
to i_% 7.-‘: ' tm \/tkﬂe

t |

Fig. 7. The interval of the LIFM oscillation for odd &

Thus, for odd % the expression (33) is justified.
For even k (fig. 8) the expression (34) is represented in
form:

LR - TS )
cos P(¢)di =
to
tr tet1takta
= [cos P(t)dt + cos d(t)dt <
tp te
ty trt1
< [cos P(t)dt + f cos ¢(t)dt =
to 73
Thit tetog
_ f cosg®dt = | cosp(t)dt (37)
ty to

where @ = t511 — tg (compare the result with items of
(32)). Then, based on assumption of induction for right
part of (32, validity of right side in (33} follows for all
even k. While on the interval between ¢y and t; the num-
ber of positive halfwaves is equal to number of negative
halfwaves for even k {fig. 8), then according to Lemma 1
the sum of integrals, where one is evaluated on the inter-
val of positive halfwave and second one is evaluated on the
interval of next negative halfwave, gives a positive value.
Furthermore, according to Lemma 1, as well, the sum of
integrals, where one is limited between #; and {z4, and
second one is limited between t54+; and tx+1 +agr41, gives
also a positive value. Based on positivity of the integral
on éntire interval between ¢y and ¢4 + a4, validity of
left side in (33) follows, as well. Thus, the verity of (33) is
justified for all k, what allows to assert that the following
expression is valid for all a; and tx:

frep1t+ps1 1y
0< cosp(t)dt < fcos o(t)dt. (38)
iy to

To evaluate possible values, which takes on define in-
tegral of the LIFM oscillation, Statement 1 can be used.
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Fig. 8. Interval of the LIFM oscillation for evan k

Then, expression (38) can be rewritten in form:

tetr1taega L2
0< cos(wt +mt® — 7 /2)dt < fcos(wt —m/2)dt
to fo

(39)
for every o and tg.

This expression defines limits, which ever takes on the
integral of the LIFM oscillation, especially the right limit
that is evaluated in analytical way in form of integral of
an elementary function.

It is necessary to note that shifting the phase on the
opposite value, validity of the following expression can be
similarly proved for all o and tx:

tpp1-bag
f cos{wt+mt* +m/2)dt

to

ty

/ cos(wt-+m/2)dt

to

0< <

(40)

Proof of validity of expressions (39} and (40) was car-
ried out for a fixed (zero) value of the beginning phase
(fig. 5). However, practical usefulness consist in particu-
lar in consideration of a general case, when the beginning
phase can take on every arbitrary value 6.

Theorem. A mazimum value of define integral of func-
tion of linearly increasing frequency-modulated sine os-
cillation with an arbitrary beginning phase and beginning
frequency w, evaluated on an arbitrary interval of time,
has a value, which is less than ¢ mazimum velue of define
integral, evaluated on the same time interval, of a har-
monic function with the same amplitude, frequency w and
arbitrary beginning phase.

Let the argument of cosin function in (29) is represented
in form:

p(t) = ¢(2) — 8.

The oscillation shown in fig. 9 is considered below. If
its beginning phase @ takes on an arbitrary value inside
the interval (0..7), then the integral of the oscillation can
be represented as following sum of items:

te ek tetog

cos p(t)dt = jcas p(t)dt + cos p(t)dt.

o 0 ty

(41)

where 0 S (27 S tk+1 — tk.
It is obvious that according to Lemma 2 the second
item is a positive value, which is limited according to in-

Fig. 9. Interval of the LIFM oscillation with an arbitrary
beginning phase 8

equation:
teto0g i1
0< cos p(t)dt < fcos w(t)dt, (42)
to ig

where 0 < o <ipqq — ke

In the same time, it is obvious that the first item in
(41) takes on negative values, if beginning phase is equal
to a value between 0 and 7 (fig. 9). Based on this fact
and according to validity of Lemma 1, validity of the next
expression follows:

tetog t1
cos pft)dt < /cos w(t)di. {43)
0 to

To obtain the left limit, it is necessary to evaluate the
first item of right side in (41). The value of integral

to
J cos @(t)dt depends on beginning phase # and takes on a
0

minimum value with ¢ = x, that is:

to tg
fcos(wt+mt2—7r/2—9)dt > /cos(wt+mtz~37r/2)dt. {44)
0 0

Right side of inequation (44) represents a negative val-
ue, therefore according to Lemma 1 and according to va-
lidity of (43), validity of the expression below follows:

tg Ttk

/cos(wt + mit® — 3w /2)dt + f cosp(t)dt < 0,

1] io

(45)

then, taking into account (44}, the left limit can be spec-
ified in following form:

to tretog tr+oez
fcos(thr mt®— 3n/2)dt +fcos p(t)dt <fcos w(t)dt. (46)
0 to 0

Thus, considering (43) and {46), the interval of values,
tptcep

which takes on the integral [ cos(¢)dt, can be defined
0

via expression:

to Byt to
—fcosqﬁ(t)dt < cos cp(t)dt—fcos d(t)dt <
0 to i
teta t
< / cos p(t)dt < /cos @lt)dt. (47)
0 to
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If # has the opposite sign, the following expression

131 tptag i
—/cos p(t)dt < / cos p(t)dt < /cosqS(t)dt. (48)
to 0 0

can be in similar way justified.
While according to Lemma 1 it is true that

to ty

fcosd)(t)dt > fcos w(t)dt|,
0

to

(49)

then, for every beginning phase 8, the following expression
is valid, as well: -

ty trtoue to
—fcos P(t)dt < /cos(d)(t) —8)dt < fcosqb(t)dt. (50)
0 0 0

Thus, module of integral of the LIFM oscillation
cos(wt +mit? — /2 — ), evaluated on its entire duration,
has a value, which is less than module of integral of this
oscillation, found on the interval of its first halfwave.
Hence, by using validity of Statement 1 ((16) and (17)),
the expression (50} can be rewritten in form:

to tptog
—fcos(wt-qr/Z)dt <fcos(wt+mt2~1r/2—8)dt <
0 0

fa

< /cos(wt —n/2)dt.

0

(51)

IIT Conclusion

The paper derives that the integral of the LIFM oscilla-
tion function cos(wt + mit? — 7/2 — 8), evaluated on its
entire duration, is limited by interval of values, which can
be calculated in analytical way in form of integrals of ele-
mentary oscillation functions like cos(wt — 7/2) (see 51).

Validity of expression (51) allows to make conclusion
about wvalid use of linearly increasing frequency-
modulated oscillations (as carrier signals) in underwater
telemetry systems, which demodulators consist of
matched filtering circuits.
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ABSTRACT The performance of underwater acoustic communication is significantly affected by multipath
propagation and Doppler spread. In this paper, we propose a new communication technique called overlapped
chirp spread carrier (OCSC) by modifying the existing sweep spread carrier (SSC) technique, which is robust
in a multipath propagation environment. Our proposed OCSC technique uses a repeated carrier wave by
combining up-chirp and down-chirp signals and estimates and corrects the Doppler shift frequency of the
received signal by utilizing the characteristics of the correlation function of each up-chirp and down-chirp.
To demonstrate the performance of the proposed OCSC technique, we provide the results of a simulation
using an underwater channel simulator and sea trial conducted in the East Sea. As a result of the sea trial,
when demodulating using only the estimated Doppler shift frequency, the uncoded bit error rate reached
0.135. However, when our proposed correction method was applied to the estimated Doppler frequency, the

uncoded bit error rate decreased to 0.001.

INDEX TERMS bit error rate, multipath propagation, Doppler spread, overlapped chirp spread carrier, sea

trial, underwater acoustic communication

I. INTRODUCTION

Underwater acoustic communication is used in various
applications, such as underwater navigation, underwater
vehicles, underwater sensor networks, marine environment
monitoring, and military purposes [1-7]. However, unlike
radio frequency (RF) communication, underwater acoustic
communication has many obstacles, such as high
propagation loss, frequency selective fading, narrow
bandwidth, and fast time variability [8-10]. The speed of
the sound wave changes according to the depth, salinity,
and temperature of the water, and the movement path of the
sound wave changes due to refraction [11]. In addition, as
sound waves are transmitted, there are problems; these
include multipath propagation by the seafloor or sea level
and the Doppler shift effect caused by the movement of
wind, ocean currents, and transceivers [12-13]. Especially
in shallow water environments where the depth is not deep,
multipath propagation is the main problem and degrades
the performance because it causes ISI (Inter Symbol
Interference) due to its long delay time. Many studies have
been conducted on spread spectrum techniques with less
affected modulation methods in this type of multipath
propagation environment [14-17].
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Spread spectrum techniques are methods of spreading and
transmitting the bandwidth of the signal widely and include
frequency hopping spread spectrum (FHSS), direct sequence
spread spectrum (DSSS), and chirp spread spectrum (CSS)
[18]. FHSS is a technique that involves dividing the entire
bandwidth and transmitting information using a hopping code,
whereby the frequency is changed over time. This method is
particularly effective in environments where a Doppler
frequency is present, but it only uses a partial amount of the
energy in the transmitted signal, causing it to be vulnerable in
environments with a low signal-to-noise ratio (SNR) [19].
DSSS assigns a pseudo-noise sequence to each symbol to
spread the signal across the bandwidth. DSSS is highly
resilient in environments with low SNR, with advantages of
power and bandwidth efficiency for long-distance
communication when compared to FHSS. However, DSSS is
highly sensitive to Doppler frequency variability and requires
complex synchronization at the receiving end, which can be a
significant disadvantage [20]. CSS is a spread spectrum
technique that addresses the limitations of SNR and Doppler
frequency sensitivity found in the previously mentioned
spread spectrum techniques. In this technique, symbols are
composed of linear frequency modulation (LFM) signals,
where the frequency changes linearly with time. CSS is
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designed to overcome the disadvantages of FHSS and DSSS
and is a more robust spread spectrum technique [21].

Based on the study of these CSS signals, Lee et al. [22]
applied a differential coding method; the size of the matched
filter was doubled, and the performance was improved by
taking advantage of the fact that the time-bandwidth product
cost increases. Azim et al. [23] proposed dual-mode chirp
spread spectrum (DM-CSS) modulation for low-power wide-
area networks. DM-CSS achieved higher spectral efficiency
than other models, such as long-range modulation. Zhu et al.
[24] proposed an orthogonal chirp division multiplexing
(OCDM) method that used a chirp signal for carrier
modulation; under multipath propagation conditions where the
delay spread was longer than the guard interval, the
conventional orthogonal frequency out-performed the
orthogonal frequency division multiplexing (OFDM). Kebkal
et al. [25] proposed an SSC (sweep spread carrier) technique
using a periodically repeated up-chirp signal as a carrier.
Unlike the conventional CSS technique, the SSC technique
transmitted a chirp signal as a carrier signal rather than
information. This technique separated multipath arrival by
converting it into frequency at the receiving end according to
the absolute value of the time delay according to multipath
propagation.

In underwater acoustic communication, due to the
environmental characteristics, Doppler shift frequency occurs
due to waves, wind, ocean current, and the mobility of the
transceiver. This causes the deterioration of communication
performance; thus, to improve communication performance, it
is essential to compensate for the distortion caused by the
Doppler shift effect. Techniques for estimating the Doppler
shift frequency of the received signal have been greatly
studied [26-27]. In general, a communication packet transmits
a preamble signal at the beginning of a data section that
transmits information, and the preamble signal indicates the
exact starting point of a data frame. In addition to finding the
starting point, the approximate Doppler shift frequency of the
data frame can be determined using the Doppler bank [28].
However, when the Doppler bank method is applied, the
number of matched filters is increased to increase the accuracy
of the Doppler shift frequency estimation value; thus, there is
a disadvantage in the large amount of calculations needed at
the receiving end.

In this paper, we propose an overlapping chirp spread
carrier (OCSC) technique that uses a signal in which a
periodically repeated up-chirp signal and a down-chirp signal
are combined as a carrier frequency by modifying the existing
SSC technique. Compared to the existing SSC method, this
method increases the transmission rate because it can transmit
phase-modulated pulses to each of the up-chirp and down-
chirp signals, and it is also robust in a multipath transmission
environment. In addition, the Doppler shift frequency can be
estimated through the chirp signal and the cross-correlation
function. However, errors can be included in the estimated
Doppler shift frequencies, and a correction method for these

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4

errors is presented. Moreover, the results of simulations and
sea trials using the proposed OCSC technique are presented.

The remainder of this paper proceeds as follows: Section 2
explains the existing SSC method; Section 3 elucidates the
proposed OCSC method and the concept of Doppler shift
frequency estimation and correction; Section 4 describes the
simulation results based on the bellhop model using the
estimated Doppler shift frequency and presents the results in
terms of the bit error rate; Section 5 examines the results from
sea experiments; and Section 6 provides the conclusion.

Il. Traditional SSC technique

The SSC technique is a communication method that uses
only continuous up-chirp signals as carrier waves to
transmit phase-modulated pulses. Since this technique has
robust characteristics in a multipath propagation
environment, it has an advantage of overcoming an ISI that
arises in these conditions.

The SSC signal utilizes a periodic up-chirp signal, which
sweeps from the minimum frequency f,,;,t0 the maximum
frequency foq4x as the carrier during the sweep time of T;. The
SSC signal is described by the following equation:

' (t) = A explj2n(fpint(®) + kr()?)] (1)

where A, is the amplitude of the signal, k = (finax — fmin)/
2T and is a coefficient representing the rising frequency

variation rate, 7(t) =t — Tg [T—tSJ and is a continuous chirp-
shaped periodic sweep with cycle duration Ts.

The term lt/TsJ is defined as the final integer not greater
than t/Ts' where N is the number of chirp pulses that compose

the carrier waveform, and T, = NTy is the overall carrier time.
Fig. 1 shows the concept of the SSC method in the time-
frequency domain.

fmax fp====--

Fo---------3

Foin | o oo

~
-

FIGURE 1. Concept of the SSC modulation [25]

A signal encoded by phase shift keying (PSK) is
represented as follows:

SYP(t) = Z As exp[jD,p(t — nT)] 2

n=—oo
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where A represents the amplitude of the signal, and p(t) is a
pulse for phase modulation. D, is the phase encoded data
symbol being communicated, and T is the signal interval.
After being modulated onto the carrier, the signal transmitted
over the channel is expressed as follows:

x(t) = Re[s"P(t)c*P(t)] (3)

Ill. Proposed OCSC technique

A. OCSC signal

The OCSC technique is an extension of the existing SSC
technique. In contrast to the SSC technique, which uses only
the up-chirp signal as the carrier, the OCSC technique
combines and repeats both the up-chirp and down-chirp
signals with a constant symbol period, as shown in Fig. 2.
Furthermore, the OCSC technique transmits binary modulated
pulses for each up-chirp and down-chirp, leading to a doubled
transmission speed compared to the SSC technique. The
OCSC technique is described in (4).

x(t) = Re[s*P(t)c*P(t) + s2Wn(t)coWn(t)] (4)
where s(t) means up-chirp and down-chirp phase-modulated
pulses, and c®"w"(t) means down-chirp carrier. The
expression describing c%°W™(t) is shown in (5).

c®Wn(t) = A; explj2m(fnaxt(t) + wr(t)?)] (5)

where, w = (fuin — fmax)/2Ts and is a coefficient
representing the falling frequency variation rate.

frmax fp====== m=—————— F—————— —————
1 ] 1
1 ] 1
i i i
i i 1
i 1 eeeeene H
i i 1
i i |
i i H
) i i 1
1 ] 1
fmin |/ o ___2 A, Lo e e [
—_J
1 Ts ] I
T,

FIGURE 2. Concept of the OCSC modulation

B. Doppler shift frequency estimation in OCSC
modulation

To estimate the Doppler frequency, the cross-correlation
function is calculated between each symbol, and the peak
position is identified. The amount of change in the interval
between the identified peaks is then used to estimate the
Doppler frequency. The OCSC is a form in which up-chirp
and down-chirp signals are combined for each symbol.
Therefore, if the up-chirp matched filter and down-chirp
matched filter are applied alternately for each symbol, the peak
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point for the up-chirp and the peak point for the down-chirp
appear for each symbol, and the Doppler frequency can then
be estimated by measuring the amount of change between the
peak points for the up-chirps and down-chirps.

The variables T,,;,, and Ty, represent the times at which
the matched filtering maximum appears in the up-chirp and
down-chirp, respectively. When the OCSC signal has a
Doppler shift frequency of 0 Hz, the time interval T, can be
calculated as follows:

Ts = Taown (D) — Tup(i) (6)

where i means the index of the up and down chirp peaks. If
there is a Doppler shift, the time interval T's between T, and
T,own has a variation of A because the signal is compressed or
expanded. It is expressed as follows:

Tdown(i) - Tup(i) = Ts + A(L) (7)

The Doppler shift frequency (f;) can be estimated by utilizing
the variation value A. Specifically, when the up and down
peaks are paired, the Doppler shift frequency estimation can
be expressed as follows:

- A(i

Since the number of Doppler shift frequencies estimated
from the received OCSC signal is N/2, the Doppler shift
frequency of the entire OCSC signal can be expressed as
follows via rearrangements with (7) and (8):

= _ L (fmin— fmax)X(Tdown(i)_ Tup(i)_ TS)
fa= i3l 1

Finally, to estimate the Doppler shift frequency of the OCSC
signal, the estimated Doppler shift frequencies are averaged.
Fig. 3 illustrates the process for estimating the Doppler shift
frequency of the OCSC signal.

ocsc ™
signal

UP-chirp
MF output

DOWN-chirp
MF output

@

3
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FIGURE 3. Process of estimating the OCSC signal Doppler shift
frequency. (a) Application of matched filtering to the OCSC signal, (b)
Doppler shift effect on the positive Doppler and negative Doppler.

C. Doppler shift frequency correction

The estimation of the Doppler shift frequency using the
correlation function between the up-chirp and down-chirp is
prone to error due to decreased correlation characteristics
between the OCSC signal and the chirp signal during pulse
synthesis. When the OCSC signal experiences a Doppler shift,
the chirp-sweep time of the signal changes, leading to a
reduction in the correlation characteristics with the chirp
signal. Therefore, in this paper, the effect of the Doppler shift
frequency estimated using the OCSC signal and its correction
were verified through simulation.
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FIGURE 4. Relative error of the Doppler frequency using the OCSC
method.

Initially, while changing the amount of data in the OCSC
signal, that is, the number of symbols, to 500, 1000, 2000,
3000, 5000, and 10000, the relative error aspect of the Doppler
shift frequency estimation value was confirmed through
simulation. As shown in Fig. 4, the relative error patterns were
similar. Therefore, it was confirmed that our method proposed
could be applied regardless of the amount of information. Here,
the error increased significantly around the Doppler shift
frequency 0 and was determined by calculating the error
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shown on the axis in the form of [(B-A)/B] x 100, where A is
the estimated Doppler shift frequency and B is the actual
Doppler shift frequency. Since the error is a number and the
denominator is a small value close to 0, the relative error value
appeared large, but the difference between the estimated
Doppler shift frequency and the actual Doppler shift frequency
was a very low value.

Next, to generalize the relative error patterns, each case of
positive Doppler and negative Doppler was represented in
polynomial form using nonlinear least square curve fitting
(Fig. 5). Finally, the estimated Doppler shift frequency is
corrected by substituting the estimated Doppler shift
frequency into the polynomial derived by fitting the nonlinear
least squares (LS) curve to compensate for the errors.
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FIGURE 5. Polynomial equation plotting for error appearance using
nonlinear LS fitting.
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FIGURE 6. Comparison of the error with the estimated and corrected
Doppler frequency.

A simulation was conducted to validate the effectiveness of
the proposed Doppler shift frequency correction method. The
OCSC signal was set to have a data amount of 1,000 bits, T
was 10 ms, and SNR of -3 dB. Doppler shift frequencies
ranging from -40 Hz to +40 Hz were used for the simulation.
The simulation results are shown in Fig. 6, where the x-axis
represents the virtually generated Doppler shift frequency, and
the y-axis represents the error between the virtually generated
Doppler shift frequency and the estimated Doppler shift
frequency.
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The blue value represents the estimated Doppler shift
frequency error, while the red value represents the corrected
Doppler shift frequency error. From the correction of the
Doppler shift frequency using the estimated Doppler shift
frequency, an error of less than approximately 1 Hz was
obtained

IV. Simulations and Results

The performance of the OCSC method under multipath
propagation and Doppler channel conditions was evaluated
using the bellhop model-based VirTEX simulator [29]. The
simulation was conducted using actual sound speed data from
the West Sea of South Korea, representing a shallow sea
environment, and from the East Sea of South Korea,
representing a deep water environment. No separate error
correction technique was applied to the generated
communication signal. The parameters applied to the
simulation are shown in Table 1.

Table 1. Simulation parameters

PARAMETER VALUE
Sampling frequency 192 kHz
Carrier frequency 11 kHz
Data rate 100 bps
Bandwidth 2 kHz
Sweep time 10 ms
SNR -10,-5,0dB
Doppler shift frequency -40 ~ 40 Hz

A. shallow water channel

Shallow water environments are prone to multipath
propagation because the water depth is not deep. Fig. 7(a)
shows the sound speed distribution in the West Sea applied to
the simulation. In the simulation, it is assumed that the
transmission distance between the transmitter and receiver is
100 m, the water depth is 20 m, and the depths of the
transmitter and receiver are approximately 5 m and 15 m,
respectively. Fig. 7(b) shows the ray tracing, and the channel
impulse response is shown in Fig. 7(c).

Depth(m)
=5

-
o

20
1510 1515 1520 1525 1530 1535
Sound Speed(m/s)

(@

VOLUME XX, 2023

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4

0.8

0.6

amplitude
°
»

0.2

) 8 g

0 © & 3
0.064 0.066 0.068 0.07 0.072 0.074 0.076
arrival time (sec)

©

FIGURE 7. Shallow water channel using the VirTEX simulator. (a) Sound
speed profile, (b) Ray tracing, (c) Channel impulse response.

Fig. 8 shows the simulation results according to the SNR. In
the figure, red data represents the result at 0 dB, green at -5 dB,
and black at -10 dB. Fig. 8(a) shows the respective errors
according to the estimated Doppler shift frequency and the
corrected Doppler shift frequency. The error of the estimated
Doppler shift frequency indicated by X increased as the
given Doppler shift frequency increased regardless of the
value of SNR, but the error of the corrected Doppler shift
frequency indicated by ‘O’ remarkably low.

Fig. 8(b) shows the result from the uncoded bit error rate
using the estimated Doppler shift frequency and the corrected
Doppler shift frequency at various SNR. In the figure, ‘00’
represents the bit error rate when the Doppler shift frequency
is not compensated

When the Doppler value is small, the data are demodulated,
but when the Doppler value changes even slightly, the data are
not demodulated. < X * represent the bit error rate when
compensated with the estimated Doppler shift frequency.
When the Doppler value is within +10 Hz, the data are
demodulated, and when it is higher than 10 Hz, the error rate
increases. Finally, * O’ represent the bit error rate when
compensated with our corrected Doppler shift frequency
method. Most of the data demodulation is accurate in all
sections. Therefore, the performance is improved by
correcting the estimated Doppler shift frequency.
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FIGURE 8. Results from passing through the VirTEX West sea channel. ®)
(a) Estimated Doppler frequency error and (b) Uncoded BER. 1
B. Deep water channel 08
In the deep water environment, even if multipath exists in
the received signal, there is a relatively long delay time due to § 0.67
the deep water depth, unlike the shallow sea environment. Fig. § oal
9(a) shows the sound speed distribution in the East Sea applied o
to the simulation. In the simulation, it is assumed that the -
transmission distance between the transmitter and receiver is ‘ i §
5 km, the water depth is 1,000 m, and the depths of the 0 8 8 z
3.4 3.45 3.5 3.55 3.6 3.65 3.7 3.75

transmitter and receiver are approximately 200 m and 300 m, vl Hiiie (566
respectively. In Fig. 9(c), multipath propagation appears after ©

approximately 140 ms.
PP . y . FIGURE 9. Deep water channel using the VirTEX simulator. (a) Sound
Flg- 10 represents the result of passing thrOUgh the deep speed profile, (b) Ray tracing and (c) Channel impulse response.

water channel. Similar to Fig. 8, Fig. 10(a) confirms that the

R . . 5
error of the corrected Doppler frequency is significantly lower % Estimated doppler [ 0 dB] o
. . t o] el
than that of the estimated Doppler frequency. Fig. 10(b) shows . e M
the uncoded bit error rate using the estimated and corrected Sl % et &gzxx ]
Doppler frequencies. 2}|_© corrected doppler [-10 dB]

When compensated with the estimated Doppler frequency,
the data can be demodulated when the Doppler value is within
10 Hz, but the error rate increases when the value is higher
than that. However, when the corrected Doppler frequency is
compensated, the data can be demodulated in all sections.
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FIGURE 10. Result from passing through the VirTEX East sea channel.
(a) Estimated Doppler frequency error and (b) uncoded BER.

Table 2 compares the calculation time and error between the
Doppler shift frequency estimation and correction method
using the proposed OCSC technique and the Doppler shift
frequency estimation method, which is one of the existing
Doppler shift frequency estimation methods. Here, the error
was obtained as the root mean square (RMS) of the difference
between the actual Doppler value and the estimated Doppler
value. Although the processing time varies depending on the
resolution of the Doppler bank, in this simulation, the
resolution of the Doppler bank was set to 0.2 Hz.

Table 2. Program operation time and performance according to each

Case Operation time | RMS error
Doppler bank 5.943s 0.022
Doppler estimation 3.891s 1.997
Doppler correction 3.938s 0.346

When comparing Doppler bank method and the proposed
method, there is no difference in the error rate of the
compensated data when Doppler frequency correction is
performed. However, the Doppler bank method has a
disadvantage that the computation time greatly increases
according to the resolution, but the proposed method has the
advantage of a smaller computation amount than the Doppler
bank method. The time calculated in the simulation was
measured using Matlab's built-in functions ‘tic’ and ‘toc’, and
the specifications of the computer used were Intel Core i7-
7700K /4.20 GHz CPU / RAM: 32 GB.

V. Sea Trial and Results

A. Experimental environment

An offshore sea trial was conducted near Pohang, South Korea,
in March 2023, to verify the performance of our proposed
method. However, due to poor weather conditions at the time
of the trial, a rather high wave height of approximately 3 m
was measured. Consequently, the transmission distance was
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set to 100 m. The water depth at the test point was
approximately 20 m, with the transmitter water depth and
receiver water depth being 5 m and 15 m, respectively, based
on sea level. A schematic diagram of the marine experiment is
depicted in Fig. 11.

100 m f‘j;"\

LICRL R | LI

FIGURE 11. Schematic of the sea trial.

In the trial, the ITC-1007 model was used as the projector,
and the signal was designed to consider the transmission
characteristics of this projector. The OCSC signal had a center
frequency of 11 kHz, a bandwidth of 2 kHz, a sweep time of
10 ms, and a transmission rate of 200 bps with a total of 1,000
bits transmitted. Virtual Doppler was inserted into the
transmission signal due to the inability to configure the actual
Doppler channel environment caused by weather conditions.
The virtual Doppler was transmitted at 10 Hz intervals ranging
from -40 Hz to 40 Hz.

The symbols of the OCSC signal were binary PSK
modulated, and pulse shaping was performed using a raised
cosine filter with a roll-off coefficient of 0.5. The packet of the
transmitted signal is shown in Fig. 12 and was accordingly

configured.
Guard

interval
i Preamhlel Data (payload) ]

FIGURE 12. Packet structure.

To determine the starting point of the received signal, a
chirp signal with a duration of 1 second was transmitted, and
a guard interval of 0.5 seconds was inserted between the probe
signal and the preamble signal. The preamble signal was
transmitted before the data period to accurately synchronize
the data frame. For the preamble signal, a total of 510 bits were
transmitted by repeating an m-sequence of 255 bits twice
consecutively using binary PSK modulation. Thus, the length
of one packet of the OCSC signal was approximately 7.5
seconds.

B. Channel characteristics

To assess the transmission characteristics of the channel, the
LFM signal was repeatedly transmitted. The carrier frequency
of the LFM signal was 11 kHz, the bandwidth was 2 kHz, the
ping interval was 1 s, and the ping length was 50 ms. The
channel characteristics were measured and are shown in Fig.

7
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13. Although the experiment was conducted in a stationary
trial, it was estimated that the transceiver terminal’'s movement
due to the influence of the ocean current caused a Doppler
frequency shift of approximately -1.2 Hz.
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FIGURE 13. Underwater channel characteristics in sea trial. (a) Channel

Power density (dB)
R
o

&
o
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impulse response, (b) Delay-Doppler spread function, and (c) Power
delay profile.

The power delay profile of the channel is shown in Fig.
13(c). Multipaths were observed with a time difference of
approximately 2 ms based on the direct path, multipaths after
approximately 90 ms were observed, and the magnitude
difference was more than 17 dB compared to the direct path.
The impact was determined to be insignificant.
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C. Sea trial results

The OCSC signal was subjected to data modulation and
demodulation in the order shown in Figure 14. In the
transmitter, odd and even bits were separated from the
transmission bit string, and a raised cosine filter was applied
to shape the pulse train. The pulse train was then transmitted
via OCSC modulation using up-chirp and down-chirp.

The received signal, after passing through the channel, first
underwent bandpass filtering to remove unnecessary
frequency components, and then frame synchronization was
performed. The Doppler shift frequency was estimated using
the previously proposed technique, corrected again, and the
received signal's Doppler shift frequency was compensated.
The OCSC signal was then demodulated, and phase correction
was performed using a phase-locked loop (PLL). Finally, the
data were demodulated

-
Odd bit Raised
stream cosine filter
. ~ 0csc
- modulation
Even bit . Raised

stream cosine filter

\.

Ur
ocsc H i ich channel
[ Demodulation Phase correction ]—b[ Decision ]

Doppler
corrected & Doppler Estimation c::::?:a tion Ba;ﬂs:ss
Compensation Syn

FIGURE 14. Block diagram of OCSC transmission.

The results of the communication test are presented in Fig.
15. Fig. 15(a) shows the errors of virtual Doppler, estimated
Doppler, and corrected Doppler. In Fig. 15(b), the red line
represents the estimated Doppler shift frequency, while the
black line represents the uncoded bit error rate with corrected
Doppler shift frequency compensation. Although the virtual
Doppler shift frequency used in the trial ranged from -40 Hz
to 40 Hz, the actual Doppler shift was affected by ocean
currents, resulting in an error between the virtual Doppler shift
frequency and the relatively estimated and corrected Doppler
shift frequencies.
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FIGURE 15. Results of a sea trial. (a) Estimated Doppler frequency error
and (b) uncoded BER.

VI. Conclusions

Underwater acoustic communication has the heavy time
spread by multipath and Doppler spreads. In this paper, an
OCSC method of underwater acoustic communication is
proposed to improve the performance of the SSC method
using a chirp signal as a carrier. In our proposed method,
carriers combined with up-chirp and down-chirp signals are
used to double the transmission rate compared to the
conventional SSC method. The Doppler shift frequency is
estimated through the cross-correlation function of the up-
chirps and down-chirps, and then it is corrected. To confirm
the performance of our proposed method, simulations and sea
trials were performed, and the results were provided. In the
simulation, the proposed Doppler transition frequency
estimation and correction were compared in terms of
performance and calculation time with the existing Doppler
transition frequency estimation method, and the proposed
OCSC technique performed better in terms of calculation time
than the existing Doppler bank method. In the trial, the virtual
Doppler shift frequency was included in the transmission
signal and transmitted to assess the performance of our
Doppler shift frequency estimation and our proposed
correction method. As a result of the sea trial, when the
estimated Doppler shift frequency was compensated, the
uncoded bit error rate ranged from a minimum of 0 to a
maximum of 0.135; however, when the estimated Doppler
shift frequency was corrected and compensated, the majority
of the results were 0. In the future, research on the change in
the transmission method according to the change in the
channel environment is needed that includes sea trials in the
actual Doppler shift environment.
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An Efficient Receiver Structure for Sweep-Spread-Carrier
Underwater Acoustic Links

Leonardo Marchetti and Ruggero Reggiannini

Abstract—In this paper, we present an improved receiver archi-
tecture for sweep-spread-carrier modulation, a spread-spectrum
technique proposed to effectively contrast the effects of time disper-
sion over multipath propagation channels in underwater acoustic
wireless links. The proposed structure is capable of taking advan-
tage of the energy received from all propagation paths rather than
only from the strongest path, as envisaged in the pioneering paper
introducing this modulation technique. A hardware version of the
modem was implemented in the laboratory and its behavior was as-
sessed and compared, using standard propagation models, to that
exhibited by the traditional single-path-based scheme in terms of
bit error rate. Results are presented showing that gains of a few
decibels can be achieved in signal-to-noise-plus-interference ratio.
Issues relevant to carrier/symbol synchronization, channel estima-
tion, and sensitivity to Doppler distortion are also addressed.

Index Terms—Maximal ratio combining, multipath propaga-
tion, multiple-branch receiver, rake receiver, spread spectrum,
sweep-spread carrier, underwater acoustic communications.

I. INTRODUCTION

NDERWATER acoustic (UWA) communication systems

have attracted considerable attention in recent years
due to the growing interest for issues related to exploration,
surveillance, and exploitation of the submarine environment
(e.g., [1]-[6]). Most of these applications require some form
of wireless communication capability between submerged
terminals such as autonomous underwater vehicles (AUVs),
platform/mother ships, nodes of underwater networks, etc. As is
well known, the UWA multipath channel is plagued by several
impairments, notably: 1) severe time dispersion due to the low
sound propagation speed with consequent possible distortion
of the received waveform; 2) for the same reason, amplification
of Doppler shifts/rates associated to relative movements of
terminals, possibly leading to significant signal distortion for
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wide signal bandwidths; 3) large propagation delays; and 4)
lowpass behavior of the propagation channel caused by sound
absorption, leading to strong limitation of bandwidth usage.
These factors considerably limit transmission rates and cov-
erage of UWA links in comparison with their electromagnetic
radio counterparts and call for the search of more specific
and robust signaling schemes. Comprehensive accounts of the
above issues along with presentation and discussion of specific
transmission schemes can be found in, for example, [3]-[6] and
references therein.

A few years ago, an unconventional interesting spread-spec-
trum transmission technique was proposed in [7] and applied to
the UWA channel. The basic idea is to employ a sawtooth-fre-
quency-modulated waveform as signal carrier [termed sweep-
spread carrier (S2C)], with linear frequency ramps, such as to fa-
cilitate separation at the receiver of the signal replicas collected
from the various channel paths. Actually, since these replicas
undergo different propagation delays, they are mapped to dif-
ferent positions on the frequency axis when the received signal
is downconverted to baseband using a locally generated copy
of the S2C synchronized to the strongest path. A proper design
of the signal parameters permits to space the spectral replicas
associated with the various paths far enough from one another
so as to avoid their overlap. It is therefore possible to single out
the strongest path with no interference from the others, thus can-
celing multipath-induced distortion.

From the pioneering paper [7] to date a number of improve-
ments and variants of the initial scheme of the S2C receiver have
been proposed and analyzed. In particular, the patent document
[8] presents some conceptual receiver architectures making use
of the energy received through multiple propagation paths in-
stead of that from the strongest path only. Specifically, in [8, Fig.
19], a receiver block diagram is sketched wherein two signal
replicas collected from different paths are processed by parallel
receiver branches, and their individual phases and relative delay
are corrected before the waveforms are applied to a block iden-
tified as “combined demodulator.” The document however does
not specify how the cited phases and delays are estimated, nor
does it provide details about the operation of the demodulator.
Furthermore, it was out of the scope of [8] to analyze and com-
pare the performance of the above architectures. Additional re-
lated qualitative and quantitative results can be found in [9]-[11]
addressing the impact of imperfect separation (and consequent
onset of mutual interference) of the signal replicas being pro-
cessed by the receiver branches on the estimation of their indi-
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vidual phases and relative delays, needed for combined demod-
ulation.

In this paper, we make some steps ahead, by proposing and
discussing a further implementation of the S2C receiver which
integrates the schemes presented in the above references. As
in [8], we consider an advanced receiver structure capable of
enhancing the power efficiency of the scheme in [7] through
exploitation of the energy received from multiple nonnegligible
acoustic paths rather than only from the strongest path.

This goal can be achieved by first identifying the paths of
significant level, then performing extraction and parallel elab-
oration for each of them, and finally combining the decision
metrics from each processing branch. A noteworthy difference
with respect to the schemes enumerated in [8] is that here we
resort to an optimal approach to combine the branch outputs.
The resulting multiple-branch receiver architecture is similar to
that used for the reception of direct-sequence spread-spectrum
(DS-SS) signals over time-dispersive wireless links, known as
“rake receiver” [12, Ch. 13.5], but the context considered here is
different as we now have to face the peculiar issues related to the
unconventional format of the S2C waveform, involving, for in-
stance, a different mechanism through which the received signal
replicas interfere with each other after the despreading/demod-
ulation stage.

A further contribution of this paper is to propose and assess a
synchronization technique for the joint recovery of carrier and
clock references for each of the signal replicas processed by the
receiver. Its accuracy is provided in terms of root-mean-square
(RMS) synchronization errors.

A real-time hardware version of the modem, complete with
synchronization functions, was implemented in the laboratory
and its behavior was assessed over standard UWA channel
emulators and compared to that exhibited by the traditional
strongest-path-based scheme in terms of bit error rate (BER)
versus signal-to-noise ratio (SNR). Moreover, the sensitivity of
the multiple-branch receiver to residual Doppler distortion is
assessed and compared to that exhibited by the single-branch
scheme.

The paper is organized as follows. In Section II, we briefly
review signal and channel models, while in Section III, we il-
lustrate the modem architecture with emphasis on the multiple-
branch receiver section. Section IV discusses the algorithms
for channel estimation and carrier/timing synchronization. Sec-
tion V defines conditions for path resolvability, provides de-
tails on how the received waveform is processed in the mul-
tiple-branch structure, and also describes the system hardware
implementation. Section VI presents simulation setup and re-
sults. Conclusions are finally drawn in Section VII.

II. SIGNAL AND CHANNEL MODELS

Now we briefly review the S2C signal format paralleling the
presentation in [7], which the reader is referred to for further
details. We assume information is transmitted in the form of
data packets, each starting with a preamble of P known pilot
symbols, to be employed for carrier and symbol synchroniza-
tion/tracking, followed by a payload of D symbols. Letting T’
denote the symbol spacing, the packet length is Tp = (P +
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D)T. The number of packets and the instants for their transmis-
sion depend on both the amount of information to be transferred
and the specific link protocols, and are not of interest for the
paper scope.

Focusing then on a generic packet at the transmitter side, the
signal at baseband, before spectral expansion and frequency up-
conversion, is a conventional linearly modulated waveform

P+D-1
sy=Y_ aiglt—iT) (1)
i—0
where
A
a=ag,...,apip-1]" =[pos---,PP-1,dos---,dp_1]"

denotes the vector of (differentially encoded) quadrature
phase-shift keying (QPSK) symbols in the packet, and g(¥)
is a root-raised-cosine pulse with rolloff factor «. In partic-
A T

ular, the pseudorandom sequence p = [pg,...,pp_1]* of
pilot symbols is common to all packets, while the sequence
d2 [do,-..,dp 1] represents a specific data segment.

After spectral spreading and frequency upconversion, the
bandpass signal to be fed to the acoustic projector can be
written as

a(t) = R{s(t)c(t)} )

where ¢(t) denotes a frequency-modulated carrier achieving
both frequency conversion and bandwidth expansion, as fol-
lows:

e(t) = exp {27 [fr7(t) + m72(t)] } 3)

where 7(t) is a sawtooth-shaped periodic sweep function, with
period Ty,

2
T(t) =1 \‘Tst Tsw (4)
| | being the largest integer not exceeding z. In (3), fr, repre-
sents the lower limit of the frequency ramps, while 2m is the
ramp slope. The instantaneous carrier frequency during a ramp
is proportional to the derivative of the argument of the exponen-
tial in (3)

o =fvem(i-| o). o
It follows that the upper frequency limitis fir = fr, + 2mT .
The limits f;, and fg, along with the sweep interval T%,,, usu-
ally taken as an integer multiple of the symbol spacing, are
key design parameters as they define the slope 2m = (fg —
f1.)/Tsy of the ramps and characterize the ability of the receiver
to resolve the multipath channel structure (i.e., to separate the
signal replicas arriving from the various paths).

After spreading and frequency upconversion, the signal band-
width amounts to approximately B ~ fg — fr, i.e., it is ex-
panded by a factor (spreading factor)

A fo—fL
M=TFr0

T

(6)
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Fig. 1. Modem architecture.

with respect to a conventional narrowband signal, M usually
being much greater than unity.

A general expression of the multipath time-varying UWA
channel impulse response is as follows:

Np(t())‘l

re(tto) = Y hi(ta)d [t — to — Tk(to)] 7
k=0

where N, (o) is the number of (nonnegligible-level) paths and
hi(to) and 73(ty) are the (complex-valued) gain and delay of
the kth path, respectively, all evaluated at the instant of appli-
cation of the impulse ¢ = #;. In the following, we assume that
the channel variations are negligible in a time span comparable
to the packet length, so that the information about the channel
parameters in (7), estimated from the packet preamble, can be
considered reliable throughout the whole payload segment. This
is not a severe constraint since transmission on the UWA link is
normally preceded by a procedure of adjustment of the trans-
mission parameters to the channel conditions. Accordingly, the
dependence of the model in (7) on ¢y can be dropped and all
channel parameters can be regarded as random variables (RVs)
instead of random processes. Therefore, the received waveform
can be written as

y(t) =

3 welt) +w(t)

k=0

®)

where w(t) is additive white Gaussian noise (AWGN) of
double-sided spectral density Ny/2, accounting for both ex-
ternal and internal disturbance sources affecting the receiver,
and yy(t) is the waveform received through the kth path, i.e.,
scaled by the coefficient &y, and delayed by 7%

yr(t) = R{hrs(t — )t — 1)} . 9)

We observe that the main purpose of this paper is to propose a
multiple-branch receiver architecture alternative to the schemes

presented in [8] and to demonstrate that it may lead to a sig-
nificant gain in power efficiency in comparison with the basic
scheme in [7]. In this perspective, we felt it adequate to assume
the relatively simple path model (9) and to limit the receiver
functions to those strictly required to pursue the above goal. In
particular, we decided not to tackle in detail the issues related
to time variability and Doppler distortion, that in a practical re-
ceiver must be dealt with at an early stage of processing of the
incoming packets. This approach is in line with that followed in
[7]. However, in Section VI, we provide results about the sensi-
tivity of multiple-branch and single-branch receivers to residual
Doppler errors on each receiver branch.

III. MODEM ARCHITECTURE

A functional block diagram of the S2C modem is depicted in
Fig. 1. The transmitter section consists of a standard S2C mod-
ulator similar to that discussed in [7]. The information bits are
fed to a BCH encoder followed by a DQPSK symbol mapper.
The resulting symbol sequence is used to build the data packet
(function not detailed in the figure) that is passed through the
shaping filter and finally applied to the S2C frequency upcon-
verter.

The receiving section includes a block for preamble detec-
tion and channel impulse response (CIR) estimation, whose task
is to identify, for each packet, the times of arrival of the pre-
amble from the K strongest paths and also to estimate the (com-
plex-valued) gains of these paths. This leads to the receiver ar-
chitecture indicated in Fig. 1, wherein each of the K parallel
branches is used to process the signal received from a single
path. Specifically, with regard to the kth branch, the input is
applied to an in-phase and quadrature converter which multi-
plies it by a replica of the S2C waveform synchronized with
that received from the kth path. In this way, the signal spectrum
relative to that path is despread and exactly converted to base-
band, while subsequent matched filtering removes interference
from the other paths provided that their spectra do not overlap
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the “good” spectrum at baseband, i.e., their differential propa-
gation delays with respect to the kth path are sufficiently large.
The design criteria for this condition to hold true are discussed
in Section V.

As the next step, the matched filter output is sampled at
symbol rate at instants :T" + 7%, where 7, is an estimate of 7%
provided by the CIR estimator. Assuming exact intersymbol in-
terference (ISI) cancellation, from (1), (8), and (9), the generic
sample takes on the form

Vg = hpai + wg i, i=0,....,.D—-1 (10)
where the term wjy, ; denotes the noise sample generated from
w(t) in (8) after the above processing steps through the kth
branch.

Finally, the K samples relevant to the symbol a; are com-
bined according to the maximal ratio combining (MRC) crite-
rion [12, Ch. 13.4] before being fed to the symbol detector and
the decoder. With regard to the MRC block, we observe that a
sufficient condition for the noise terms {wk,i}k{{:—ol to be mu-
tually uncorrelated is that the differential delays between the
various paths obey the same conditions allowing separation of
the respective signal replicas, to be established in Section V.
Indeed, the spectra of two incoming signal replicas can be sepa-
rated by the despreader/demodulator on condition that their rel-
ative delay and the slope of the frequency ramps are sufficiently
large. When this happens, the noise processes at the output of the
matched filters on the respective receiver branches occur as well
to be generated from the demodulation of frequentially nonover-
lapping segments of the broadband input noise, and are therefore
uncorrelated, this independently of the wideband noise spectral
shape.

Finally, it is noted that when K = 1, the receiver structure
reduces to that discussed in [7] where only the strongest path is
processed.

IV. TIMING AND CHANNEL ESTIMATION

As mentioned earlier, the first operation to be accomplished
at the receiver site is estimation of the timing of arrival of the
signal replicas propagating along the channel paths. This per-
mits to synchronize locally generated copies of the S2C wave-
form with those associated with the K strongest paths and then
proceed to separate the signal replicas received from these paths.
Another important related task is estimation of the complex-
valued channel gains so as to identify the strongest paths and
correctly apply the MRC technique.

Both the above operations are carried out by means of a cor-
relator, as is now briefly outlined. Let sp(¢) denote the base-
band continuous-time version of the preamble separated from
the payload, as follows:

P-1
sp(t) =Y pig(t—iT) (11)
i=0
and also let
xr(t) = sp(t)e(t) (12)
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Fig. 2. Sample correlation function (square modulus). The vertical scale is ar-
bitrary. The number of paths is IV, = 5, and the other system parameters are
specified in Section VI.

denote the complex-valued bandpass version of the preamble
incorporating both frequency upconversion and bandwidth ex-
pansion. It is noted from (2) that the real part of (12) represents
the transmitted preamble.

Using for simplicity continuous-time notation, the task of the
correlator is to calculate the inner product between the template
function (12) and a newly received segment of the input wave-
form, and then take its squared modulus, as follows:
teT (13)

where

r(t) = [ y(t+7—Tp)xy(r)dr,

(14)

T is a time interval in which the preamble is expected to be
received and Tp = PT is the preamble length. The receiver
stores the functions (13) and (14) in memory along with the raw
received waveform y(¢) for subsequent processing.

When path delays are sufficiently spaced from one another
and the signal-to-noise-plus-interference ratio on the paths is
high, the squared correlation z(¢) exhibits a definite peak in
correspondence with each of the delays {7 }. This can be veri-
fied observing that the width of the correlation peaks is approx-
imately equal to the inverse of the bandwidth of the template
waveform to be detected. Fig. 2 shows an example of such a
function, obtained from the set of parameters specified in Sec-
tion VI. Here the symbol spacing is 1.5 ms and the template
signal bandwidth is approximately equal to the difference be-
tween the upper and lower limits of the frequency ramp, i.e., 16
kHz. Thus, the correlation peaks have a width in the order of
0.1 ms, which represents a measure of the delay resolution ca-
pability of the correlator. In the time scale of Fig. 2, covering
several tens of symbols, and in comparison with typical values
of differential delays (see Table II in Section VI), these peaks
are very narrow and easily detectable at the operating SNRs.

More specifically, assuming for a moment that the receiver is
driven by a single noiseless signal replica received from the kth
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path [see (9)], it is found that (13) peaks at the instant Tp + 7%,
and the corresponding value for the inner product (14) is

Es,
hi
9 k

T(Tp+Tk) = (15)

where Eg, = fOTP |sp(r)|?dr is the energy of sp(t). From
(15), it is seen that at the instant where the squared correla-
tion peaks, the inner product yields a value proportional to the
path gain hyj, while the squared peak level is proportional to
\hi|?. Therefore, (14) provides all information necessary for
path sorting, ramp synchronization, and implementation of the
MRC detector.

Collecting the above, once correlation (13) has been calcu-
lated, a maximum search procedure must be initiated to obtain
an estimate of the delay associated to each preamble replica ar-
riving at the receiver. Of course, the procedure must be capable
of detecting “good” correlation peaks against false peaks pro-
duced by noise and possibly by sidelobes associated to good
peaks. This can be achieved through a simple approach con-
sisting of the following steps. First, the noise level must be esti-
mated by the receiver during the silent periods before transmis-
sions or between the transmission of two consecutive messages.
Knowledge of the noise level along with the correlator param-
eters allows to infer the noise-only statistics of the correlator
output, and to fix a threshold X\ yielding a desired tradeoff be-
tween false and missed detection probabilities, with reference
to limit conditions characterized by the least operating SNRs,
e.g., when the distance between terminals is at the limit of cov-
erage. As the next step, the search algorithm looks for the peaks
exceeding the threshold and tries to classify them according to
their strength and differential delays. This operation is aimed
at identifying the “best” paths, i.e., those with largest level and
with sufficient delay from one another so as to be easily sep-
arable by the despreading/demodulation block. The algorithm
starts by estimating the delay associated to the strongest replica
(assumed relevant to the path of index zero), as follows:

7p = arg max z(t).

2(1) >
teT

(16)

The delays associated to the other N, — 1 paths of significant
gain are identified by looking for the other local maxima of z(¢),
using the following iterative approach:

7i = arg max z(1),

(17)
i,

where Z; denotes a set of subintervals of 7 centered around the

values of delay already identified through step ¢ — 1, that must

be excluded from the search at the current step i, i.e.,

Ii :{(720 _Tc0r7 7A—0 +Tcor) u-- 'U(’f_ifl _Tc0r7 71@’71 +Tcor)} .

(18)
In this way, the N, strongest paths are orderly identified along
with their delays. However, problems may arise at this stage if
the peaks are spaced too tightly, i.e., if the corresponding rela-
tive path delays are too close to one another. As noted earlier, the
width of the correlation peaks is given approximately by the in-
verse of the template signal bandwidth. This provides a measure
of the delay resolution capability of the correlator, inasmuch as

peaks that are spaced less than this measure cannot be distin-
guished. A further aspect to be taken into account is the pres-
ence of sidelobes around the correlation peaks in (13), which
for very strong signal level could exceed the threshold and be
misdetected as additional independent peaks. To avoid the latter
type of error, it is convenient that the length 27, of the win-
dows centered on the correlation peaks be selected large enough
to include a few sidelobes as well, at the cost of accepting a
further slight degradation in the detector resolution properties.
With reference to the set of parameters in the example of Sec-
tion VI, the parameter 27, can be fixed at 1 ms (covering the
main correlation lobe plus a few sidelobes on each side), which
is still far smaller than the channel delay spread in a typical sce-
nario.

When the above procedure of multiple path detection and
classification is over, the receiver must select a number K < N,
of paths to be processed in its K branches. A reasonable crite-
rion is to select the strongest K paths, but some of these could
be discarded at this stage if their differential delay is not suf-
ficient to ensure adequate separation of their spectra after de-
spreading/demodulation.

In addition to estimating the delay of the main usable paths of
the UWA channel, the receiver must proceed to evaluate the rel-
evant complex-valued path gains in view of their usage within
the MRC block (see Fig. 1). As noted earlier, these gains are
provided by (15) as a byproduct of the same correlation algo-
rithm employed for path delay estimation.

V. DESIGN ISSUES AND HARDWARE IMPLEMENTATION

A. Conditions for Path Resolvability

Recalling the discussions in Sections II and III, for the
K -branch receiver of Fig. 1 to work properly it is required that,
for each branch, the signal spectrum converted to baseband
does not collide with the spectra of the signal replicas being
processed by the other branches. This allows the signal at base-
band to be extracted by means of a simple (lowpass) matched
filter. For these conditions to be met, it is necessary that the
differential delays between all pairs of paths do not drop below
a certain threshold. A further constraint is that the maximum
differential delay must not exceed 7, to avoid ambiguities in
delay estimation.

More specifically, with no loss of generality, we can treat
{Tk}kK;Ol as differential delays with respect to 7y, arranged in
nondecreasing order, i.e., weset g = 0 < 7 < --- < T
Then, the constraints to be put on these differential delays are
as follows (see also [7]):

1 /
2m57'm-m Z ta
(19)
]_ ,
*Q'm(s'rmax + fH - fL Z ta
T
where
8Tmin = poimin I — 74l i

is the minimum (absolute) differential path delay and

57—max = max ‘Ti - le =TK-1, 1 7&.7

0<i,j<K—1
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is the maximum differential path delay, or channel time disper-
sion. Using (6) in (19) yields
Tsw S M57n1in
M (20)
— 0 Tmax-
M1

For the existence of values of T, satisfying both above condi-
tions it is required that

TSU) Z

0 Tmax

1< <M-1 (21)

Tmin

The first inequality in (20) sets a lower limit to the absolute
difference between the arrival times of any two signal replicas.
When the difference exceeds this limit, the receiver is able to
accurately resolve the channel multipath structure. Otherwise,
when two received replicas are spaced too closely, after de-
spreading they will overlap in the frequency domain, thus pre-
venting their exact separation. On the other hand, the second
inequality in (20) puts an upper limit to the differential path de-
lays, approximately equal to T}, when M is large. Actually,
a signal replica delayed more than Ty, with respect to the one
traveling on the shortest path would generate a timing estimate
affected by an ambiguity equal to an integer multiple of T}, that
could not be detected and recovered, with a negative impact on
the MRC algorithm.

Fig. 3 shows a realization of power spectral density of the re-
ceived signal after downconversion/despreading for a five-ray
scenario, assuming that downconversion is carried out for the
strongest path. Transmission parameters are the same as in the
example of Fig. 2. Inspection of the figure reveals that in this
case all paths are resolvable (apart from a marginal overlap of
two small spectral replicas located midway on the frequency
axis), and in particular the useful signal (whose spectrum lies
around the origin) can be recovered by means of a lowpass filter,
without (or with negligible) interference from the other replicas.
The latter signal components, carrying useful power as well,
can in turn be extracted by multiplication of the received wave-
form by properly delayed replicas of ¢(¢) followed by lowpass
filtering, as illustrated in Section III. More specifically, from
Fig. 3, it is seen that, in addition to the signal spectrum centered
on the origin, there are eight other spectral replicas generated by
the paths with delays 7y, 7, 73, and 74. Indeed, recalling (19)
and the ensuing discussion, the kth path gives rise to two spec-
tral components (identified with the indices k7 and k- in Fig. 3),
centered around the frequencies 2m7y and fg — fr — 2m7y, k
= 1,2, 3,4, respectively. The actual values of these frequen-
cies are specified in Table II.

B. Merging Branch Outputs

As mentioned earlier, the receiver is made up of K par-
allel branches, designed to jointly extract and elaborate up to
K replicas of the signal received from the multipath UWA
channel. The kth branch proceeds to despread/downconvert
the received signal through its multiplication by ¢(t — 7%),
as described in Section IV, where 74 is an estimate of the
propagation delay on the kth path. Assuming error-free delay
estimates and exact resolvability of the signal on all branches
according to the criteria identified in Section V-A, the sampled
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Fig. 3. Power spectral density of the received signal after downconversion/
despreading of the strongest path (k = 0). The vertical scale is arbitrary. The
system parameters are the same as in Fig. 2 and are specified in Section VI.

output of the kth branch takes on the form of (10). All branch
outputs are then combined according to the MRC optimality
criterion, as follows:

K-1
4= Y hive (22)
k=0

where h, is the estimate of the kth path gain. The sequence of
samples (22) is then fed to the decoder/data detector for further
processing.

As mentioned in the Introduction, the above approach is
reminiscent of that employed in the so-called “rake receiver”
proposed for conventional DS—SS modulations [12, Ch. 13.5],
even though the context here is different from that envisaged in
typical electromagnetic wireless links. Actually the mechanism
generating mutual interference between two replicas of the
signal arriving from different paths is not the same in DS—SS
and S2C. In the case of a DS—SS system, the spreading code
is normally designed so as to be self-uncorrelated, i.e., it is
sufficient to shift two signal replicas by just one code chip,
and the mutual interference, after the despreading and matched
filtering stages, is reduced by approximately the spreading
factor. This interference does not decrease further if the delay
between replicas grows. In the frequency domain, the pres-
ence of the interfering signal results in a small increase in the
(approximately white) spectral level of noise and interference.
Conversely, in the case of an S2C system, achievement of
orthogonality between the signal replicas relies on the ability
of the frequency ramp to separate their spectra, and in turn
this depends jointly on the relative time delay between the
paths and on the slope of the ramp itself. It follows that, due to
the presence of the out-of-band ripple in the baseband signal
spectrum and the rolloff region (with sidelobes as well) of the
matched filter responses, the amount of mutual interference
depends on the frequency-domain distance between the spectra
after despreading/demodulation: the larger this distance, i.e.,
the larger the relative delay between the two replicas and/or the
ramp slope, the lower will be the interference, and vice versa.
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Fig. 4. Testbench: NI chassis hosting controller and data acquisition board, PC
with LabView, spectrum analyzer.

Furthermore, the demodulation process in the S2C system
is affected by occasional frequency jumps of the interfering
replicas (see, e.g., [7, Fig. 4]), representing a specific form of
disturbance that is absent in the DS—SS context.

However, assuming the K paths can be resolved, we can
borrow from the rake receiver the expression of the asymptotic
gain in power efficiency

K-1

k=0 2 {Ihs*}
E{[hol?}

where E{-} denotes statistical expectation that can be achieved

with respect to the receiver operating on the single path of gain
hg. This result has been confirmed by simulations (Section VI).

Gr =

(23)

C. Hardware Implementation

Now we briefly present our real-time implementation of the
modem architecture discussed in the foregoing sections. The
testbed is based on National Instruments (NI) hardware [13],
controlled by LabView (LV) applications. Specifically, we used
the chassis NI PXIe-1085 equipped with the controller NI PXIe-
8135 and the data acquisition board NI PXIe-6361. The en-
tire system is controlled by an LV-based code that exploits the
built-in functions provided in the RF Communications toolkit.
The transmitter and receiver sections of the modem were both
entirely implemented in hardware. Fig. 4 shows the complete
test bench used for the modem implementation, composed by
the controller board within the chassis, a PC running ad hoc LV
application software and also a spectrum analyzer.

VL

The transmission architecture in Fig. 1 was implemented and
assessed using the hardware testbed described in Section V-C,
in conjunction with the software package Bellhop [14], a pop-
ular open-source simulator of the UWA environment. In par-
ticular, this simulator permits to identify both the coherent and
noncoherent channel profile, i.e., for a fixed number of paths,
their complex-valued (modulus and phase) gains, or simply their
RMS values, versus propagation delay, to be associated to an ar-
bitrary UWA operating scenario.

For simplicity, in the following, we limit our consideration to
a single scenario, characterized by shallow water (130 m) with
sound-speed profile versus depth typical of the summer period
and plotted in the left section of Fig. 5. The values assumed for
the main geometric and acoustic parameters of the UWA sce-
nario are summarized in Table I, while Fig. 6 provides a pictorial

SIMULATION RESULTS
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Fig. 5. Ray tracing produced by Bellhop.
TABLE I
MAIN ACOUSTIC AND GEOMETRIC PARAMETERS OF THE UWA SCENARIO
TX depth 20 m
RX depth 80 m
Horizontal distance 500 m
Bottom type gravel
Bottom depth 130 m
Surface (for reflection properties only) | sea state O
Sound-speed profile see Fig. 5
Center frequency 26 kHz
TX launching angles 0°:+180°
s
20m
Sc2 80 m

TX

>4

o
“RX

500 m
Fig. 6. Geometry of the UWA link.

50 m

representation of the link geometry. In the right section of Fig. 5,
we also show the curves produced by the Bellhop ray tracing
tool that can be used to calculate the channel power-delay pro-
file.

Using the ambient parameters of Table I and the Bellhop tool
it is possible to create a multipath propagation model with a
fixed number of paths. Here we limit our attention to the first five
strongest paths (direct plus four experiencing single or multiple
reflections from the surface and/or the bottom). We note that
simulations carried out with a larger number of paths (up to 15)
showed negligible deviations from the results obtained with five
paths.

With reference to the link geometry of Fig. 6, the resulting
power-delay profile is visible in Table II. From Bellhop, it can
be seen that the power associated to these five paths amounts to
more than 96% of the total received power in the above scenario.
For simplicity, the powers associated to the paths in Table II are
normalized so that they sum up to unity. Moreover, the atten-
uation over the direct path is assumed deterministic, while the
other path coefficients are modeled as independent identically
distributed circular Gaussian variables with zero mean and nor-
malized powers given in column 2, rows 1-4 of Table II. As to
the spectral shifts specified in the last column of Table II, their
meaning is defined at the end of Section V-A.
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TABLE 11

POWER-DELAY PROFILE FOR THE FIVE-PATH CHANNEL

Path Normalized Relative Spectral
power delay [ms] shifts [kHz]
0 0.388 0 0
1 0.380 16.11 1.227, 14.773
2 0.198 60.04 4.575,11.425
3 0.025 99.84 7.607, 8.393
4 0.009 173.49 13.218,2.782
TABLE III
PHYSICAL LAYER PARAMETERS
Ty 210 ms
Tp 2T,
M 20
o 0.2
Symbol spacing 1.5 ms
Payload length 1024 symbols
Modulation DQPSK
Codec uncoded, BCH (1431, 2047)
Data rate (payload) 1333 bit/s, 931 bit/s
1 18 kHz
fu 34 kHz
Teor 8/(fir — 1)

Finally, the physical layer communication parameters used
throughout the trials are specified in Table III.

The five-path channel defined by Table II was implemented
on the NI testbed using the previously described model. In par-
ticular, for every channel realization, the receiver input is gen-
erated by combining five versions of the transmitted waveform,
each with a different delay and attenuation according to the sta-
tistics specified in Table II and remarks thereof. The SNR, de-
fined as the ratio between the average energy per symbol re-
ceived through all considered paths to the noise power spec-
tral density, is varied by injecting AWGN with variable spectral
level.

Specifically, our purpose here is to compare the performance
of the conventional receiver in [7] with that achievable by the
multiple-branch parallel structure in Fig. 1 where we assume K
= 3. This seems a reasonable choice to achieve a substantial
gain without exceeding in receiver complexity. To this aim, we
observe that, from (23) and from the values in the first three
rows of Table II, corresponding to the three strongest paths, the
maximum expected gain of the three-branch receiver is G ~
3.96 dB. This margin seems to be actually achievable in view
of the fact that the parameters §7,,;, and §7y., do largely sat-
isfy condition (21): dTmax/dTmin & 10.77 < M — 1. Further
to be noted, since the three considered signal components can
be exactly separated by the receiver, the relative phase rotations
associated to the path gains are immaterial, and the receiver per-
formance is only affected by the noncoherent power-delay pro-
file.

Fig. 7 shows plots of the BER versus SNR obtained for
uncoded transmission assuming error-free channel estimation
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and carrier/symbol synchronization in all receiver branches.
The plots were obtained from Monte Carlo simulations over
a large number of channel and symbol realizations. The two
curves of BER are relevant to the conventional single-branch
receiver (K = 1) and to the three-branch receiver (K = 3). It
is observed that the latter scheme asymptotically outperforms
the former by around 3.3 dB, very close to the asymptotic gain
Gr.

Fig. 8 shows curves of BER versus SNR for the same single-
branch and three-branch receivers, obtained in the more realistic
situation in which the transmitter employs a BCH encoder, with
coding rate r = 1431/2047 ~ 0.7, and the receiver actually
incorporates the channel estimator and the carrier/symbol syn-
chronizer discussed in Section IV. The benefit in terms of SNR
gain provided by the multiple-branch receiving structure is still
apparent. For example, at BER = 1072, this gain is around the
asymptotic value of 4 dB, while the advantage provided by the
BCH encoder with respect to uncoded transmission (curves in
Fig. 7) is more than 3 dB.
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In passing, we also assessed the receiver behavior with the
MRC replaced by the simpler scheme known as equal gain com-
biner (EGC) [12, Ch. 13.4] where the combination rule is as in
(2) with izz replaced by izi /|hx|. This led to a negligible per-
formance degradation (results not shown) with respect to MRC
in the scenario of Table II, as is to be expected when there is
no definite predominant path, as in links where the transmit and
receive transducers are weakly directive, and thus the strength
of the surface-reflected (and possibly bottom-reflected) path is
comparable to that of the direct path. Conversely, when the path
levels are strongly unbalanced, the MRC approach is likely to
exhibit an edge.

It is now appropriate to briefly discuss the performance of the
path delay estimator which, as we have seen, plays an important
role for synchronization of the despreading waveforms in the
multiple-branch receiver, as well as for symbol timing recovery.

As discussed in Section IV, the delay is estimated by deter-
mining the instant at which the squared correlation (13) exhibits
a peak. Of course, a necessary condition to get an accurate es-
timate is that the sampling rate at the receiver input be ade-
quately high. The results presented here are obtained using a
sampling rate of 100 kHz, a condition which, recalling the data
of Table III, corresponds to taking 100 samples per symbol and
slightly more than three samples per cycle at the highest instan-
taneous frequency fg of the waveform ¢(2). In addition, to fur-
ther improve the accuracy of the above estimator, we resorted
to a parabolic interpolator operating on the highest sample of
the squared correlation and on the adjacent two. This scheme
was considered satisfactory insofar as a further increase of the
sampling rate was observed not to entail any additional gain in
terms of root-mean-square estimation error (RMSEE).

Fig. 9 shows plots of RMSEE affecting the delay estimates
for the three strongest paths of the five-path scenario defined by
Tables I-I1II as a function of SNR. As expected, the lowest curve
is the one relevant to the strongest (direct) path (k = 0) while
the other two curves, relative to paths experiencing a single (k
= 1) or a double (k = 2) reflection, are somewhat shifted ver-
sions of the former along the SNR axis, where the shifts are to be
ascribed to the different (statistically smaller) path gains. Also
to be noted, when the SNR grows, all curves do not decrease in-
definitely, but rather they tend asymptotically to different con-
stant (floor) values. This behavior can be explained observing
that even though the five signal replicas are sufficiently shifted
from one another as to be substantially uncorrelated, neverthe-
less they exert a mutual irreducible disturbance whose impact
is felt even when the noise vanishes. Accordingly, the different
floor levels are related to the different values of signal-to-mu-
tual-interference ratio existing between the signal replicas.

Furthermore, we found that the delay estimates are substan-
tially unbiased for all paths, and this holds true in general pro-
vided that the correlation peaks are well separated from one an-
other, i.e., when conditions (21) are met.

We also assessed the sensitivity of the data detector to
residual errors after estimation and compensation of the
Doppler-induced distortion on each receiver branch. Indeed, in
the presence of relative motion between the transmitter and the
receiver, the signal replicas received from the channel paths

.. A
are compressed or expanded in time by the factors by, = v, /cs,

RMSEE

-3
T R

q4 12 -0 8 6 4 2 0 2 4 6 8 10 12
SNR [dB]
Fig. 9. RMSEE versus SNR, five-path channel, delay estimate for k = 0, 1, 2.
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k = 1,...,K, where v is the relative speed between the
two terminals, and ¢, is the sound speed. We note that 1) this
distortion cannot be merely regarded as a frequency shift, in
view of the large relative bandwidth occupied by the S2C
waveform, entailing different Doppler shifts at the band edges;
and 2) each path undergoes a specific distortion depending
on its angle of arrival at the receiver. As noted at the end of
Section II, when the above effects cannot be neglected, the
receiver must incorporate a block for estimation of the factors
by, and cancellation of the Doppler distortion from each receiver
branch. Here we do not focus on any specific algorithm for
estimation/cancellation of the Doppler distortion, and limit our-
selves to evaluate the sensitivity of the receiver BER to errors
in the estimation of the bg's. Our aim is to provide a measure of
the errors the receiver can tolerate with negligible performance
loss and also to compare the behavior of the multiple-branch
receiver versus the single-branch receiver to this specific type
of channel impairment. To proceed we let e, denote the error in
the estimation (and subsequent compensation) of b, for the kth
receiver branch, and model the quantities e, k = 1,..., K, as
independent zero-mean Gaussian RVs with equal variance o%,.
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In Fig. 10, we provide some results for the uncoded case,
in the form of BER curves versus SNR obtained in the same
conditions as Fig. 7, except for the presence of the residual
Doppler errors ¢ on the receiver branches. Similar results were
observed for coded transmission. Inspection of the figure reveals
that these errors affect the multiple-branch and single-branch
receivers approximately in the same way. Specifically, we note
that: 1) the impact of residual Doppler distortion is negligible
provided that ¢ is around 109 or smaller; 2) larger values of
op,say op = 1073 or op = 10~ %, progressively degrade the
receiver performance and introduce a floor in the BER curves;
and 3) in any case, the multiple-branch receiver exhibits a sig-
nificant edge over the single-branch structure for a given op.

VII. CONCLUSION

We have proposed and assessed an alternative implementa-
tion of a receiver for S2C transmissions over time-dispersive
UWA channels, based on a multiple-branch parallel archi-
tecture. Each branch has the task to extract and process the
signal received from one of the paths, and the outputs of the
branches are finally combined together in an optimal way. We
have shown that the above structure is capable of significantly
improving the system power efficiency with respect to the
classical single-path-based S2C receiver. In particular, we
have identified conditions allowing the signal replicas from
the various paths to be exactly separated. A real-time version
of the system has been implemented on a hardware testbed,
and its performance has been assessed in the laboratory using
typical UWA channel models. For the common situation where
in addition to the direct path there are also a few single- or
double-bounce reflected paths of nonnegligible level, we have
shown that it is possible to achieve power gains of a few
decibels in comparison with the single-path receiver. We also
discussed an algorithm for synchronization of the despreading
signal and for symbol timing recovery, and analyzed its impact
on the receiver performance. Finally, we assessed the sensitivity
of the multiple-branch receiver to residual Doppler distortion,
showing that it still provides a significant margin with respect
to the single-branch structure.
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Abstract—Modern underwater acoustic modems are sophisti-
cated devices, designed to help for solving challenging practical
tasks, like monitoring the underwater infrastructure in offshore
industry, positioning and data exchange during cooperative
missions of underwater vehicles, precise positioning of distributed
underwater nodes. Most of these applications are unique, and
each requires development of complex software with implemented
custom protocols for data exchange between the nodes of un-
derwater acoustic sensor network. The software has to meet
strict requirements to its long-term reliability and must undergo
extensive testing. As deployment, maintenance and recovery costs
of underwater systems are notably high, to keep the development
costs within reasonable limits, development and implementation
of the software should be preferably done by means of a high-
quality emulation/simulation environment.

The paper describes a real-time emulator of EvoLogics under-
water acoustic modems. The emulator provides a fully-featured
emulation of the data-link layer and includes a simplified simu-
lator of the physical layer that accounts for signal propagation
delays, multipath propagation, data packet collisions, packet
synchronization errors and bit errors with a user-defined bit
error rate. The emulator substitutes acoustic modem hardware
when running testbed scenarios during development and testing
of the upper layer protocols and applications. The emulator
provides fully featured support of its cross-layer synchronization
mechanism, allowing to develop positioning protocols or hybrid
protocols combining communication with positioning on the
upper layer protocol.

I. INTRODUCTION

Modern underwater acoustic modems are sophisticated de-
vices that support not only point-to-point data exchange be-
tween two systems, but also enable a complex integration of
underwater acoustic sensor networks. These acoustic devices
must solve challenging practical tasks, like monitoring under-
water infrastructure of offshore industry, positioning and data
exchange during cooperative missions of underwater vehicles,
precise positioning of the nodes of distributed underwater
systems etc.

Most of these applications are unique, and each requires
development of complex software implementing custom pro-
tocols for data exchange between the nodes of an underwater
acoustic sensor network. The software has to meet strict
requirements to its long-term reliability and must undergo
extensive testing. As deployment, maintenance and recovery
costs of underwater systems are notably high, to keep the
development costs within reasonable limits, development and
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implementation of the software must be performed in a high-
quality simulation environment.

Existing network simulators, for example, the NS2-
Miracle[1], are highly useful tools for research and develop-
ment, but a network simulator alone is not sufficient for many
aspects of software development including algorithm design,
simulation, verification and testing of the target system. An
essential step forward was made with the recent releases of
network simulator extensions, such as the SUNSET|[2] and the
DESERT][3], which enable interfacing real acoustic modems
into the testbed framework, substituting the simulations of the
physical and data-link layers.

Nevertheless, this approach has its shortcomings. Using
expensive real modem hardware for simulation-related pur-
poses elevates development costs. On the other hand, the NS2-
Miracle itself does not implement physical and data-link layer
protocols of commercially available modems, Therefore, the
difference between the real hardware and its implementation in
the simulator, the difference in the interfaces in the simulator
and the hardware and other factors, specific for the simulator,
cause an essential difference in implementation of the same
upper layer protocol for the simulation environment and for
the real hardware.

In this paper, we describe a real-time emulator of EvoLog-
ics S2CR series underwater acoustic modems. The emulator
provides a fully-featured emulation of the data-link layer and
includes a simplified simulator of the physical layer that
accounts for signal propagation delays, multipath propagation,
data packet collisions, packet synchronization errors and bit
errors with a user-defined bit error rate.

This emulator can substitute acoustic modem hardware
when running testbed scenarios on a network simulator. In
addition, it can serve as a standalone solution for development
and verification of custom network protocols.

The emulator fully supports the cross-layer synchronization
mechanisms implemented in S2C modems, and thus allows
to develop positioning protocols and hybrid protocols that
combine communication with positioning on a upper layer
protocol.

In the following sections, we will also elaborate on applying
the code developed with the emulator to real acoustic modems.

The rest of the paper is organized as follows. Section II
describes the S2C protocol stack, implemented in the Evo-



Logics’ acoustic modems. Section III presents the concept
of the acoustic modems emulator and explains the purposes
of its development. Section IV addresses the practical issues
of the whole development process, from modeling to sea
trials. Section V describes the practical experience of using
the emulator. Section VI outlines the plans for the emulator’s
future development, the final section VII sums up the paper.

II. INTRODUCTION TO S2C PROTOCOL STACK

The S2CR series underwater acoustic modems, manufac-
tured by EvoLogics GmbH, comprise the following compo-
nents:

o transducer with the transmit/receive amplifier
« a digital stack

« optional USBL antenna

« optional Wake Up module

The physical properties of the transducer type define the
beam pattern of the acoustic modem and the frequency range.
Both the properties define the range of the applications, where
the particular model of the acoustic modem can be used. The
acoustic modems comprise also the matched transmit/receive
amplifier, optimized according to the characteristics of the
particular transducer type.

The ultra-short baseline antenna (USBL-antenna) is an
optional module comprising a grid of 5 receivers integrated
together with the transducer into one housing with the receive
amplifiers for each channel of the grid.

The Wake Up Module is an optional integrated electronic
unit that can turn parts of the device off to save power.
The Wake Up Module helps optimizing power consumption
for battery-powered deployments by checking for incoming
acoustic signals or incoming data on the host interface and
turning rest of the device on only when such a signal is
detected. Once the device completes receiving or transmitting
data, everything but the Wake Up Module is switched off.

The digital stack consists of the ADC, DAC, DSP and FPGA
that implement the physical layer protocol, further referred to
as S2CPhy, and a host processor, implementing the D-MAC
data-link layer protocol. We will describe both protocols in
the sections below.

A. S2C physical layer protocol

The physical layer implements the patented S2C (Sweep
Spread Carrier) signal modulation technique. S2C is based
on the assumptions that, for an underwater acoustic channel,
a received acoustic signal is well described by a sum of
multipath components with random amplitudes and phases,
and that the multipath intensity profile is discrete.

In these conditions, one of the most promising approaches
to digital communication is the spread spectrum modulation.

A spread spectrum signal is characterized by a short auto-
correlation response. The broader the spectrum spread, the
shorter its response. After passing the underwater acoustic
channel, the received signal is a sum of multipath components
and, after matched filtering, it can be presented as a series
of time-shifted correlation responses. For a signal with broad

spectrum spread, these responses can be isolated, eliminating
the signal distortion associated with multipath propagation.
In particular, the phase distortions of an isolated multipath
component can be significantly reduced.

S2C method utilizes broad-spectrum signals with continu-
ously varying frequency. These signals are well known in radio
location, where they are used for increasing the probability of
successful signal detection.

It is known, that if the such a signal has a large base, at least
95 percent of its energy is concentrated in the given frequency
band, and its auto-correlation response is short.

S2C technique utilizes the method of continuous carrier
frequency variation, where the information is coded by discrete
manipulation of one or several carrier parameters. In contrary
to other common methods of digital underwater acoustic
communication, an S2C signal is characterized by two levels
of modulation: first — the internal modulation — for contin-
uous variation of the carrier frequency (analog modulation),
second — the external modulation — for coding the information
within the signal (discrete manipulation). With the frequency
band ranging from one to tens of kHz, the signal can be just
hundreds of microseconds long, and the transmission speed
can reach tens of kbits per second.

Implementation and application of the S2C method demon-
strate one of its key advantages: with continuous carrier
modulation instantaneous frequencies of the incoming mul-
tipath components are shifted away from the instantaneous
frequencies of previously received multipath components.
Therefore, the band-selective distortions of the received signal
are weakened. This leads to increased bitrate, reliability and
efficiency of the data transmission.

The key concepts of the S2C method are implemented on
the physical layer of the S2C protocol stack, the S2CPhy. This
protocol is implemented in the DSP and the FPGA of the
digital stack and performs the following tasks:

1) estimation of the parameters of the underwater acoustic
channel:

« obtaining the multipath intensity profile (evaluating
the intensities and the propagation delays of multi-
path components);

o selection of the most intensive component for re-
ceiver synchronization;

o determining the propagation delay and the Doppler
shift of the most intensive component;

2) packet and symbol synchronization

o evaluating the beginning and the end of a data
packet;

« evaluating the reception time of every symbol in the
series (accounting for the Doppler shift);

3) modulation:

« transforming the sequence of bytes into a sequence
of words according to the manipulation rate, in
particular, transforming into a sequence of bit pairs;

o defining the signal envelope according to the mod-
ulation type selected;



o defining the signal envelope according to the carrier
sweep;
4) demodulation:

« synchronized processing of the received signals with
the in-phase and squared components of the refer-
ence signal;

« evaluation of the complex envelope of the received
signal

« evaluation of the discrete signal value;

o determination of the bit pair that corresponds to a
discrete phase value of the received signal.

5) positioning:

« evaluation of the pulse response of the channel to
select a multipath component that corresponds to
the shortest propagation path;

o determination of the time difference between the

acoustic front incidence on the elements of the
USBL grid.

B. D-MAC data-link layer protocol

Design of an improved data-link layer protocol called D-
MAC is based on the recently developed data delivery al-
gorithms of acoustic modems that implement the S2C Tech-
nology. According to the new data-link layer protocol, two
different types of data are supported, namely burst data and
instant messages [4].

Burst Data: Establishing a connection for burst data
delivery requires an estimation of the channel’s parameters. As
described in [5], the delivery algorithm optimizes the channel’s
utilization efficiency and adapts the bitrate to the highest
possible value for a particular underwater acoustic channel. All
data received from the user is buffered and then dynamically
split into smaller packets according to channel parameters. The
receiver side assembles the split data together and sends it to
the remote user in the original format.

Instant Messages: Establishing a connection is not re-
quired for delivering instant messages. A fixed bitrate (rela-
tively low and acceptable for a wide range of acoustic channel
parameters [4]) is used for delivering short instant messages,
as the algorithm minimizes delivery time of such messages.
Delivery of instant messages doesn’t interrupt the ongoing
burst data transmission, since instant messages are delivered
as an extension of service messages. An instant message can
be O(10?) bits long.

On one hand, a low bit error rate implies a low transmission
rate so the instant messages tend to be long to transmit. On
the other hand, duration of a message must be less than the
channel coherence time [6]. Thus, the bitrate must be high
enough to make sure that the message duration meets the
time constraints, forced by the channel coherence time. A
physical layer protocol, based on the S2C technology [7]
provides reliable transmission of instant messages with a
1 kbps bitrate. This is valid even for channels with highly
dynamical parameters like confined water bodies with moving
network nodes.

TABLE I
CLASSIFICATION OF INSTANT MESSAGES

Instant Message
Asynchronous
Unicast ~ Broadcast

Synchronous

Robust Robust  Unicast  Broadcast

On the data-link layer, message delivery time can be made
as short as possible by transmitting the message with a
fixed low bitrate without handshaking and adaptation of the
communication system to channel parameters.

Instant messages can be classified according to message ad-
dressing type, acknowledgment and synchronization require-
ments. Table I displays a classification of instant messages.

Asynchronous instant messages delivery is based on an
ALOHA-like scheme when there is no ongoing burst data
exchange between the nodes of an acoustic network. Asyn-
chronous instant messages can also be delivered as parts of
service messages of the burst data delivery protocol.

Media access control for synchronous instant messages
transmission must be implemented by upper level protocols.
To fulfill this task, the D-MAC protocol implements a custom
interface for synchronization with the physical layer, allowing
the upper level protocols to point out the time for transmission
of a synchronous instant message and also obtain the message
arrival time. Synchronous instant messages cannot be trans-
mitted during burst data exchange.

III. S2C MODEM EMULATION CONCEPT

The major purpose of the modem emulator is to minimize
development costs of upper layer protocols and to simplify the
integration of acoustic modems into underwater infrastructure.

The main consideration for modem emulator design was
that an application, developed with the emulator, must work
with real acoustic modems without any code modifications.

This defines the following requirements the modem emula-
tor must meet:

« real-time emulation of a large number of network nodes;

e same source code for both the emulator and the real
modem firmware;

o equal command set for both the emulator and the modem;

o remote emulator access via Internet.

The requirement for real-time emulation directly derives
from the main purpose of the emulator. Time diagrams of both
the emulator and the modem must match to ensure the pro-
tocols and upper layer applications operate identically on the
emulator and the modem. One must take into consideration,
that upper layer protocols can utilize both the data exchange
functionality of the modems and the distance measurement
functionality to solve positioning tasks either in parallel with
the data exchange or in its absence.

The modem’s firmware is constantly evolving, since, as the
modems find new applications, they support integration with a
growing range of external sensors and other devices. The data-
link layer is the one that gets the most changes, and it is the one
most “visible” to upper layer protocols. If the emulator source



code significantly differs from the firmware, every firmware
update would, first, require a modification of the emulator code
and, second, would demand a wide range of tests performed
to verify the identity of the emulator and the firmware.

A more effective approach, as it turns out, is to launch the
code, developed for the modem firmware, on another platform,
namely the x86. The platform-dependent part of the code
was contained within a compact driver, implemented in two
versions — the one for the modem firmware and the other for
the x86 emulation.

Utilizing the same source code for both the firmware and
the emulator also guarantees the identity of the command sets
that control them, making them indistinguishable for upper
layer protocols.

A multitude of instances of acoustic modem emulator
comprising an underwater acoustic network can be configured
and launched on the manufacturer’s server. The user is granted
remote access to this acoustic network. Each modem can be
accessed via TCP/IP socket.

This approach ensures prompt updates of the code and
makes the usage of the emulator platform-independent, as the
user does not need additional equipment to install and run the
emulator.

According to the design objectives, the components of the
modem emulator are the following:

« the data-link layer

« the core module that controls the data exchange between

the data-link layer and the physical layer

« the physical layer simulator

o the acoustic channel simulator

As mentioned above, the emulator and the real acoustic
modems use the same data-link layer source code, compiled
for the target platform. The platforms supported are the ARM,
x86, x86_64.

This approach saves time and effort spent on support and
development of the emulator, ensures full compatibility of the
data-link layer protocols of the emulator and the modems, re-
ducing development time for system integration of the modems
or, for R&D purposes, shortens the path from simulations to
final trials.

Cross-layer communication between the data-link and the
physical layers is provided by a Linux-core driver that im-
plements a platform-dependent code, specific for the acoustic
modem hardware. This code provides low-level access to the
data exchange interfaces of the data-link and the physical
layers. Within the emulator, this driver redirects the data-
link layer’s requests back to the user-space of the physical
layer simulator and back from the simulator to the data-link
emulator.

This data-link layer implementation, separated between
a platform-dependent core driver and the main POSIX-
compliant code, enables using the same code base for the
modem emulator and the real modem.

The physical layer simulator imitates it by replying to the
data-link layer’s requests according to the cross-layer data
exchange specification. The simulator’s parameters are its

three-dimensional coordinates and the acoustic channel’s bit
error rate.

The simulator transfers the data to be transmitted to the
dispatcher that enables the data exchange between modems.
The simulator includes the time-stamp of transmission start
and its own coordinates within the data. Having received data
packets from the dispatcher, the physical layer simulator imi-
tates a propagation delay by holding the packet for a timeout
that corresponds to the signal propagation time between the
signal source and the receiver, and detects collisions, dropping
the collided packets.

To calculate the propagation time, it is possible to introduce
a sound speed profile for testing positioning protocols.

The last component, the acoustic channel simulator, is
effectively the dispatcher of the data-link layer packets. The
main function of the component is to receive the packets
from a physical layer simulator and forward them to the other
physical layer simulators, connected to the dispatcher.

IV. FROM EMULATION TO SEA TRIALS

In most publications on communication protocols for un-
derwater acoustic sensor networks, known to the authors of
the paper, experimental results were obtained by simulations
with the NS2 and NS3 — the network simulators, well-known
in the academic community. Experimental results from real-
world trials, on a lake or at the sea, is rather exceptional.

One of the crucial obstacles for real-world experiments is
the high cost of both the underwater equipment and the vessel
time at sea. Nevertheless, there is an another equally impor-
tant factor, namely the essential difference between protocol
implementation for simulation and for real-world experiment
purposes.

A big step forward from modeling towards experimental
studies was made with the recent releases of SUNSET and
DESERT frameworks, both based on NS2-Miracle[1], capable
of working with real modem hardware in testbed scenarios.

A common source code base can now implement upper
layer protocols for simulations and for testbed scenarios with
real hardware.

The only link missing was a fully-featured acoustic modem
emulator, eliminating the need for real modems during the
R&D and testing, as well as extending the number of possible
test scenarios, hardly manageable even with real modems at
the development stage.

In particular:

« the emulator allows arbitrary propagation delays between
network nodes, while deploying real modems on essential
distances is too much effort for development purposes;

o the emulator supports real-time testing of multiple un-
derwater acoustic network nodes at once, while several
dozens of modems, batteries, buoys, anchor chains and
other accessories are an unaffordable luxury for a network
protocol developer;

« the emulator fully supports the S2C modems’ cross-layer
synchronization mechanisms, essential for implementing



positioning protocols that consume too much time, cost
and effort for real-life R&D testing;

« the physical layer simulator supports collision detection
and user-defined demodulation and synchronization error
rates, allowing to test applications and upper layer proto-
cols in different operating conditions and debug the code
to improve system stability without involving expensive
underwater infrastructure.

The next step paving the way from modeling to open-sea
trials was the launch of EvoLogics White Line Science Edition
underwater acoustic modems that provide the user with a
firmware sandbox for launching custom applications or upper
layer protocols. The sandbox allows to run tcl/expect scripts
for quick development of test scenarios or applications, as well
as to launch C/C++ applications or the SUNSET or DESERT
frameworks.

V. USAGE EXPERIENCE

The emulator of the S2CR underwater acoustics modems
series underwent beta-testing last year. Our academic part-
ners were granted access to the emulator to develop and
debug upper layer protocols and get ready for joint trials.
Furthermore, commercial customers were granted emulator
access to simplify system integration of S2C modems they
purchased: the customers were able to use the emulator and
get accustomed with the modems before the actual hardware
delivery.

This August, the authors of this paper conducted joint trials
with the SIGNET group from the University of Padova (Italy).
The purpose of the trials was to test the SIGNET group’s
SUNI[8] protocol — a dynamic source routing protocol for
underwater acoustic sensor networks. Our colleagues from the
University of Padova already had strong experience with the
S2C emulator. Via remote access, they had used it to debug
and test the SUN protocol within the framework of a research-
oriented NS-Miracle network simulator.

Because of that experience, preparing for the field tests,
namely the transition from the S2C emulator to real S2C
hardware, went easily and took just a few days.

The trials involved the White Line Science Edition modems
(the S2CR 18-34 WiSE), and were held at the Werbellinsee
lake near Berlin, Germany. The test results were presented
in [8].

During their research and development process, our col-
leagues from the University of Padova found several uses for
the emulator and provided the following feedback [9]:

o the emulator is a learning tool, as it allows one to
get confident with the AT commands that control S2C
modems;

o it is very useful for designing and refining sophisticated
interactions with the modem, for example, the emulator
can be used to test and improve network protocols and
applications that involve several message exchanges with
the modem on the basis of, e.g., a suitably designed finite
state machine;

« the emulator allows to plan and refine experiments before
conducting them on real hardware.

Based on this experience, the following benefits of working
with the emulator can be noted:

o the emulator enables the researchers and developers to
test their network protocols and/or application solutions
without the modem hardware directly connected to their
computers, moreover, it allows to use several different
(virtual) modems at once and provides the freedom of
working over remote access;

« Using the emulator saves time during code debugging and
refinement. It is quicker and much easier to use one’s own
computer to modify the code and test it than to use the
actual modem for this purpose;

o Furthermore, solutions that were designed and tested with
the emulator are easily exportable to the actual modem
hardware.

VI. FUTURE DEVELOPMENT

The underwater acoustic modem emulator is constantly
evolving, since the growing experience of its application
inspires new ideas for further developments of the original
concept.

Having used the emulator, our partners contributed with
some suggestions that helped devise the development plan
introducing the following features:

« user-friendly customization of the emulator settings using
web-based configuration utilities;

« a user-friendly topology constructor to set up the actual
network topology;

¢ a log visualization tool, allowing to view and analyze
the events log (e.g., packet flows, packets disregarded for
errors and/or collisions);

e supporting mobile network nodes with custom user-
defined mobility models;

« user-defined parametrization of the synchronization and
demodulation error as a function of distance between
nodes;

e possibility to run the emulator as a virtual machine on
the user’s computer.

VII. CONCLUSIONS

The emulation approach described above was developed
to open more opportunities for researchers and developers
of upper layer protocols and other applications that use un-
derwater acoustic modems. The ability to test and debug an
application with a modem emulator allows to significantly
reduce development costs and increase the reliability of the
solutions developed, as open-sea trials require too much time,
cost and effort.

The emulator usage experience, both during internal testing
and within a partner cooperation, proved it a valuable solution.
The transition from using the emulator to deploying real
acoustic modems took from days to a week, depending on
the complexity of the experiment and the need for personnel
training.



The emulator can be used either as a standalone solution for
research and comparison of different approaches and upper
layer protocols, or as an additional tool to speed up the
development process.
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Abstract—When propagating in water, acoustic signals
experience distortions and thus received signals can essentially
distinct from those which were transmitted. Basic distortions
originate from interference of multipath arrivals comprising
random energies, phases and Doppler shifts. Assuming an
underwater acoustic environment for middle and high telemetry
frequencies as a channel with (in wide sense) stationary
uncorrelated scattering, each multipath arrival of a received
signal is characterized with a random propagation delay, random
energy and (equally distributed) phase, as well as random
Doppler shift. Based on such assumption, a receive signal with
sweep-spread carrier was represented with a mathematical
model, which was used for derivation of a analytical expression
for estimation of maximum phase errors expected to be
registered in underwater acoustic channels with given multipath.
The use of the mathematical expressions allowed to quantify the
upper limit of phase errors in different conditions of the
multipath channel (different excess propagation delays and
relative attenuations of delayed multipath arrivals). Expected
phase errors obtained by means of this expression and values
measured during physical experiments demonstrated a good
agreement.

Keywords— underwater communication; underwater telemetry;
underwater modem; sweep-spread carrier; S2C technology

1. INTRODUCTION

Because of the layered inhomogeneity of ocean waters,
reception of a hydro-acoustic signal from horizontal directions
is accompanied by a strong and long reverberation usually
consisting of distinct multipath arrivals with random energies
and random excess propagation delays.

Utilization of signals built upon sweep-spread carrier (S2C)
technology (phase-manipulated signals with frequency swept
carrier) enables the receiver to resolve multiple arrivals in
time-frequency domain and thus to separate one of the arrivals
and suppress the others [1]. However, even if multipath
arrivals are well resolved, one of them can still contribute
some “noise” into estimation of the parameters (phase and
amplitude) of the another one. This noise depends on time
delays between the arrivals, as well as on the ratios between
their amplitudes.

978-1-4799-0002-2/13/$31.00 ©2013 IEEE

One of the purposes of this paper was to analytically
estimate the phase error of a phase-manipulated signal with
linearly swept carrier (S2C-signal); particularly the error that
can be expected in the receiver due to effect of multipath
propagation. Another purpose was to experimentally validate
the analytical results.

The next section presents the derivation of an analytical
expression for estimation of maximum phase errors expected
to be registered when using phase-manipulated S2C signals in
underwater acoustic channels with given (measured)
multipath. This section describes the methodology of
preparation and conduction of physical experiments. The third
section contains detailed analysis of communication channel
conditions, analysis of received signals, as well as comparison
of experimental and analytical results.

II.  THEORY

When propagating in water, acoustic signals experience
distortions and thus received signals can essentially distinct
from those which were transmitted. Basic distortions originate
from interference of multipath arrivals having random
energies, phases and Doppler shifts. Assuming underwater
acoustic environment for middle and high telemetry
frequencies as a channel with (in wide sense) stationary
uncorrelated scattering, each multipath arrival of a received
signal has a random propagation delay, random energy and
(equally distributed) phase, as well as random Doppler shift.
Therefore the receive signal with sweep-spread carrier can be
mathematically modelled as the sum of N multipath arrivals:

N
r(t) = Z{V(Kk(t*T/f))*si,k’(Kk(t*T/c bW )}+ n(t)»
k=0

where

sia' (Kelt=1i hwe)= \/?COS[Z’TJFLK/( (t=p )+

T — signal length, E — energy, t, — random propagation delay
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o

of k -th multipath, 8, — discrete phase (encoded information),

v, —random phase shift of the k -th multipath, K; =1- Y _
c



Doppler coefficient for the & -th multipath, v(t) - function of
frequency spread (sweeping), v(K k (t—rk )) — amplitude
envelope of the k -th multipath, * — convolution, n(¢) —
ambient noise (for middle and high telemetry frequencies —
usually Gaussian noise).

In this paper the effect of multipath propagation is
considered without accounting for Doppler effects.

In simple case, when frequency spread is given as a linear
sweep, and so the phase-manipulated signal with the frequency
spread carrier is representable as

5;(t) = % cos(2rcht +Gt? + Oi), the received signal can be

written as:

() = \/?ZOL” cosn(f, —Af, ¥ +Gi? +6, +0, )+ n(r)

where o, and t, — attenuation coefficient and excess
propagation delay of the arrival with index »n correspondingly
(multipath with index 0 is referenced as synchronous with the
reference signal, whereas other arrivals as asynchronous),
Af,, =G, /n — instantaneous frequency shift of the n -th
multipath relatively to the instantaneous frequency of the
synchronous multipath, G=2nf,/T — frequency gradient,

f; — deviation of the instant frequency from the centre of the
frequency range occupied with transmitted (frequency spread)
signal, 0, = Gt% —2nf; 1, —
the n -th multipath arrival relatively to the beginning phase of
the synchronous arrival. (Electroacoustic conversion is

assumed to be ideal: rectangular voltage response and liner
phase response of the transmitter).

shift of the beginning phase of

In result of processing of the receive signal that is
synchronized in time ¢, with the reference signal

2

s(t) = ?cos(ZRth+Gt2>, the output of the quadrature

demodulator can be written as

0

Ri(tg) = [r@)sle+1o)+ jH (st + 1)t

where H(-) — Hilbert transform.

In a result of multipath propagation the signal at the output
of the optimal quadrature demodulator can be written as

R, (ty)=0.()+ jO, (i) , where O.(i) and Q,(i) — in-phase
and quadrature components which in presence of negligibly
weak  ambient noise can be  represented  as

0.)=1.(1)+0,,.() and O, () =I;(i)+O,, () , where
1,(i) = ayVJE cos(0,) and I,(i) = ayvE sin(;) — real and
imaginary parts of the synchronous multipath arrival, O, . (7)
and O, (i) - residuals causing a phase error due to multipath.
The residuals can be expressed as

T
0,.0) = Zan gj.cos(—mnnt +0,+0,)dt=
n 0

sin(Aw, T/2)

Ao, T/2-0; —
Ao T2 cos( o,T/2-6, 6,,)

=VEY a,
T

0,,() =>a, gj.sin(—Awnt +0,+0,)dt =
n 0

sin(Aw,7/2) .
=—VE ————=sinlAw,7/2 -0, —
‘\/_§aﬂ A(J)nT/z Sln( U)f’l / el 9”)

where Ao, =2nAf, , n=L..M-1, M -
multipath components.

number of

In line with this, the deviations of in-phase and quadrature
outputs of the demodulator, caused with n-th multipath arrival,

o i)
n d'n

remain in the range given as |Om B

sin(2nfdrn )

<VJEY a
; ! 2TCf d%n
of the synchronous multipath arrival of the received signal is
A 7 I . _0 ) .
determined as ©; = arctg[Qs—(l_)J = arctg M ,
Qc(l) Ic(l)_om,c(l)

the error of the phase estimation can be written as:

and |Om,c

. Since the phase estimate

aoVE sin(®,) +

anﬁmsin(md% +v)
w,T, (1)

aO\/Ecos(Oi)+

A@i,n ~ 0O, —arctg

sin(®
a, \/Ewcos(mdtn +v)
(Dd ‘C n
where @ , - phase of the transmitted signal, which is here equal
to the phase of the synchronous multipath arrival, ®©, = 27rf,,
and y - random phase shift.

As the greatest interest is the analysis of the largest
phase error for each excess propagation delay t, , there was

found such vy, by which the phase error estimation A(:)l- for
each given 7, is maximum. After finding the derivation of the
expression (1) with respect to v and equating it to zero, the

expression for y , maximizing A®, , is obtained as

a, sin(o)drn)

\|/=—arccos[— J+Gi + 0,7, )

Qo OgT,

After substituting (2) into (1), modelling the worst case
(when the asynchronous multipath arrivals have always phases
which are conditioning maximum phase errors of the
synchronous arrival) the maximum phase error can be given as
the following expression:
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For preliminary validation of expression (3), there was
conducted following analysis. In the most adverse conditions, a
delayed arrival with index »n has the same energy as the
synchronous one, ie. o,=0,, and the excess propagation
delay is negligibly small, i.e. T, = 0. Then expression (3) can
be written as A(:)?’,?x = 61. —arctg(ctg(@l. », which is equal to
n/2 for each 0, . That is, in most adverse conditions instead of

true phase of the synchronous arrival there will be registered a
value biased on /2.

the

maximum phase error changes. With increasing w,t, the

With increasing excess propagation delay Tt

n

function type sinx/x represents a monotonically decreasing
oscillation. Particularly the arcsine function in the nominator
monotonously decreases, whereas the arccosine function
monotonously increases. In the limit, with infinite <, :

— sin(@i)
A®[,n = 91 — ClVCtg M
1

propagation delay increases, the influence of the delayed
arrival onto the phase estimation of the synchronous arrival,
and correspondingly on the maximum phase error decreases,
and in the limit vanishes.

=0. That is, when excess
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Fig. 1. Relationship between maximum phase error and the
relative delay of asynchronous multipath component, with
w,=5;10; 20 kHz

The analytical expressions can also be used for estimation
of not only maximum errors, but also expected errors: with
known distribution of phases and amplitudes of the multipaths,
expression (1) can be used for estimation of expected errors as

AG, =Y AO,, . (5)

According to (3), in propagation conditions given via
delays t, and relative attenuations of the asynchronous
multipath o,/ o, the maximum phase error also depends on
the sweep-spreading bandwidth of the transmitted signal (o, ).

The relation to frequency spread is important for
practical use. Several examples are illustrated in Fig. 1 and
Fig. 2 for different conditions: solid line for sweep-spreading
bandwidth given with o, = 5 kHz, dashed line with o, =

10 kHz, and dotted line with o, = 20 kHz. With increasing

frequency spread (frequency band occupied with transmitted
signal), the maximum phase error estimated for synchronous
multipath becomes less. This circumstance points out to
appropriateness of possibly large frequency spreads of
transmitted signals used during communication in underwater
acoustic channels with intensive multipaths. (Expressions (1)-
(3) can be also applied for the evaluation of the frequency
spread necessary for sufficient decrease of the maximum phase
error in underwater acoustic channels with given or measured
multipath characteristics.)

Expression (3) can be extended for estimation of
maximum phase errors in underwater acoustic channels with
intensive multipath. Combined influence of several multipath
components can be obtained straightforwardly by simply
adding distortions which contribute each of the asynchronous
arrivals, i.e. maximum phase error can be estimated as:

AO™ =3 AT @)

AE | rad

Fig. 2. Relationship between maximum phase error and the

relative delay of asynchronous multipath component, with
a,/a, =1.0,0.5,0.25

In the following sections an experimental verification is
presented. As later demonstrated, the maximum phase errors
obtained in experiments (conducted in shallow water channels)
and the analytical estimations made by means of expression
(3), demonstrated a good agreement.



III. EXPERIMENT

A. Experimental setup

The experiments were conducted on 13.07.2012 in shallow
waters of the Cossachija bay, Sevastopol, Ukraine. One of the
modems was placed under anchored pontoon, the other one —
under an anchored boat. The depth of the modem under the
pontoon was 5 m (water depth — 6 m). The depth of the
modem under the boat was 14 m (the water depth — 16 m).
The transmission distance was 328 m. The noise level was 35-
37 dB (one-Hertz-band near the transducer resonance). The
weather was calm: wind 2-4 m/s, sea state 1-2. Due to
moderate pitching and drift of the surface platforms during the
experiments, the depth of the modem varied within a range of
+ 0.5 m, and the horizontal movements of the receiver in
relation to the anchorage was up to 10 m. The relative
transmitter-receiver velocities stayed under 0.3 m/s.

In the experiments the underwater acoustic modems
S2CR18/34WiSE were used (suffix WiSE stays for White
Line Science Edition). Modem transducer had a smooth
transmit voltage response in the operation frequency range
between 18 and 34 kHz with variations up to 6 dB at the
frequency band edges. The transducer had a weakly
pronounced resonance by 26 kHz and was characterized with
omnidirectional transmit diagram in horizontal plane and
weakly expressed directivity in vertical plane (about 120 °).
The transmit level of the signals was 169 dB re 1 uPa/m.

When using the modems of White Line Science Edition,
the user has access to so-called "sandbox", what offers an
open environment for development of user-defined
TCL/Expect scripts and C/C++ software applications
(particularly for flexible testing of newly developed protocols
directly onboard of modem’s hardware platform, e.g. the
protocols implemented in NS2/Miracle framework [2]-[4]).

For execution of the experiments a TCL script has been
designed enabling the execution of particular scenario for data
exchange between the modems, logging both the results of
data exchange and the service information (containing
estimated channel characteristics) directly onboard of the
modem’s hardware platform.

The data exchange scenario contained several steps:

e data source transmitted so-called instant message [5] to
the recipient — a special type of data package designed
for delivery of short messages (up to 64 bytes) with the
fixed bit rate 1 kbps; the instant messages contained the
settings for the next coming transmission session, in
particular the bit rate, packet length, package length,
and others;

e after receiving the instant message the recipient
returned an acknowledgement;

e upon receive of the acknowledgement the source sent
data sequence, so called burst data (with the agreed
setting such as bit rate, packet length, package length,
etc.) to the recipient;

e after receiving the burst data the recipient returned an
instant message acknowledging received data;

e source of the burst data transmitted an instant message
to the recipient containing the settings for the following
session.

Upon receipt of each of the message types (instant
message or burst data), the receiver estimated the channel
characteristics, in particular, the impulse response,
propagation delays and intensities of all multipath arrivals,
received waveforms for sync-impulses and data symbols,
input and output signal-to-noise ratio, the time of each data
block reception, as well as the result of data transfer,
particularly the phase and the amplitude of each data symbol,
the locations of bit errors in bit sequences received. Estimation
of the channel characteristics and the results of data transfer
were logged into internal data-logger of the modem (32 GB
storage).

B. Structure and parameters of transmit signals

The transmit data were M-sequences, 2048 bits in length.
Before transmitting, each sequence was split into packets and
transmitted in packages (the structure of the data package is in
Fig. 3).

Zg Data Z,S; Data Zg Data —— ==
Fig. 3. Structure of the data package (train of packets)
As in Fig. 3 each packet included a pair of sync pulses, the The sequence of symbols — sweep-spread pulses —

header, and payload data. After each of the packets a pause
followed. The duration of the payload data in each of the
packets was 1 s. The number of packets per package depended
on the bitrate. The range of bitrates used in the experiments
was between 1 and 14 kbps. Data symbols were generated as
differential QPSK pulses.

represented a series of linear sweeps followed with no pauses
between them. The length of every sweep was equal to the
length of the data symbol. Symbol durations (sweep lengths)
stayed in the range between 0.14 and 2 ms.



C. Characteristics of the communication channel

For evaluation of the channel characteristics, there were
used synchronisation pulses (broadband linear sweeps,
bandwidth 16 kHz, duration 2.048 ms), transmitted directly
before each of the instant messages and each of the burst data
packets. After processing the pulses in the receiver, there were
estimated the multipath intensity profile, and based on that the
number of multipath arrivals, the excess propagation delays of
the arrivals, and the normalized values of their energies (the
normalization was done by dividing the energy of each of the
arrivals by the energy of the synchronous arrival).At that there
were taken into account only so-called "significant" arrivals,
which energies were not less than 10 dB smaller relatively to
the energy of the dominant arrival.

amount of multipaths during the test

length of multipath (significancy level -10d)

The overview of the channel characteristics is represented
with Fig. 4a,b,c. The number of multipath arrivals varied from
1-4 at the beginning to 2-6 at the end of the tests (Fig. 4a). The
excess propagation delays demonstrated increasing trend: at the
beginning of the test they remained within 100-600 ms, but at
the end of the test they were spread larger, achieving 1400 ms
(Fig. 4b). The channel was characterized with rapid variations
of excess propagation delays and levels of multipath arrivals.
The sum of energies of non-synchronous multipath arrivals
varied from smaller values being well below the energy of the
synchronous arrival to much larger values significantly
exceeding the energy of the synchronous arrival (Fig. 4c).

energy of multipath normilized by the strongest arival (significancy: -1 4B}
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Fig. 4. Characteristics of the communication channel: a) number of multipath arrivals, b) length of multipath intensity profile,
c) ratio between the energy of non-synchronous multipath arrivals to the energy of the synchronous arrival

These conditions represented a large variety of channel
characteristics enabling extended verification of the analytical
expression (3).

D. Characteristics of receive signals

To analyse the influence of each of the factors, the energy
of received signal was split into following components: energy
of ambient noise E,, energy of synchronous arrival E, as well
as energy of each of the asynchronous multipath arrivals E .

The algorithm of estimation of each of the energy
components contained following steps. Initially assuming that
the input signal consists of two components: a deterministic
signal (synchronous arrival) and the random process (ambient
noise and asynchronous arrivals), the powers of these two
components were estimated. Given the operation frequencies,
the random process should be close to Gaussian noise and thus
its power should be numerically equal to the variance of
receive signal dispersion. Then, estimating the variance of the
dispersion and subtracting it from the input signal power, the
difference should be numerically equal to the power of the
deterministic signal (E¢/T — power of the synchronous arrival).

Assuming the ambient noise power is unchangeable over a
short time (at least a second), the ambient noise power and the
power of the random process caused by interaction of the
asynchronous multipath arrivals may be also split into two

components. Particularly, by measuring the ambient noise
power E,/T immediately before the signal reception and
subsequent subtracting the E,/T from the variance of the signal
dispersion, the difference should be numerically equal to the
power of the random process.

Obviously the credibility of such estimations has to be
validated, what was done during the analysis. Most appropriate
channel for validation of the noise power estimation is the
channel with no multipaths (or when receive signals do not
contain significant multipath arrivals). In such a channel the
signal dispersion is induced with ambient noise only.
Respectively, the variance of the signal dispersion measured on
the receiver input must be numerically equal to the ambient
noise power E /T directly measured shortly before each of the
signal packets was received. Accounting for the ambient noise
power, expected maximum phase error (i.e. three standard
deviations) is represented in Fig.5a with the solid blue line).
This figure demonstrates also the directly measured maximum
of the phase error (brawn dotted line) during the reception of
the signal packets. As demonstrated, the expected maximum
error for each of the packets and the measured maximum error
in corresponding packets stay in good agreement. Some
differences may be due to some influence of negligible, "weak"
multipath arrivals (below the significance level of —10 dB), as
well as due to some variation of the ambient noise power on
the time interval equal to the duration of the signal packet



(about a second). Anyway, in general, the estimation of the
noise power shortly before signal reception remains
trustworthy for entire time interval of the signal reception.

Noteworthy to say that the propagation conditions were
in general more complicated in the second half of the
experiment: the number of multipath arrivals and excess

esimated max. phase error when no significant multipath registered

estimated max. phase error due to ambient noise only

propagation delays increased. Apart of that in background of
the increasing trend there were observed several intervals with
sudden leaps in channel complexity, especially during
transmission of the packet numbers: 31-49, 131-162, 260-270,
and 300-420.

estimated max. phase error due to multipath only
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Fig. 5. Characteristics of receive signals: a) comparison of maximum phase error estimations based on ambient noise
measurements and its indirect evaluations, b) estimated maximum phase errors due to ambient noise only, c¢) estimated
maximum phase errors due to multipath only

Fig.5b shows the estimate of maximum phase error
caused only by influence of ambient noise (based on the
estimation of E,) for all packets received during the test.

Fig.5c demonstrates the estimate of maximum phase
error caused by influence of the effect of multipath propagation
only (based on the estimation of E,), i.e. due to interactions of
asynchronous multipath arrivals. For calculation of the
estimate of maximum phase error, the analytical expression (3)
was used. Since each of the received data packets contains

estimated max. phase error due to multipath and ambient noise
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synchronization pulses, the estimation of the channel impulse
response and correspondingly the estimation of the multipath
intensity profile were facilitated, and thus the receiver
possessed all necessary parameters (i.e. levels of multipath
arrivals and their excess propagation delays) for estimation of
maximum phase errors expected in each of varying channel
conditions. (Since data sequences transmitted in the test were
deterministic, correct phase values of all received data symbols
were known.)

measured phase error due to multipath and ambent noise
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Fig. 6. Characteristics of receive signals: a) estimated maximum phase errors due to both multipath and ambient noise,
b) measured maximum phase errors due to both multipath and ambient noise

Fig. 6a shows expected estimates of maximum phase error,
which could be observed due to the influence of both factors:
multipath propagation (measured intensity of multipath
propagation was used in expression (3)), as well as ambient

noise (measured shortly before each packet received). Analysis
of Fig. 6a says that in the first half of the experiment the
estimate of maximum phase error should be smaller than in the
second half. This observation is consistent with Fig. 4a,b,c, and



confirm that the propagation conditions were indeed more
complicated in the second half of the experiment; particularly
when the total energy of the asynchronous multipath arrivals
significantly increased (Fig. 4c).

Fig. 6b demonstrates the actual (measured) values of phase
errors, i.e. the result of phase dispersion due to the effects of
the multipath propagation and the ambient noise. Analysis of
Fig.6b indicated that measured values of the phase errors are
larger during the second half of the experiment, what is also
consistent with the increasing complexity observed in the
channel. In addition, with the overall trend of increasing phase
dispersion, there were observed abrupt bursts of measured
phase errors, especially during receive of packet numbers 31-
49, 131-162, 260-270, 300-420. There occurrence also stays in
good agreement with the conditions of the channel conditions
observed at these intervals (Fig.4a,b,c).

This is important to notice that direct quantitative
comparison of the results in Fig.6a and Fig.6b does not make
sense. The results shown in these figures are suitable for a
qualitative comparison only. This circumstance is due to the
fact that Fig.6a provides analytical estimates of maximum
phase errors, which may be registered in the receiver in
conditions of given multipath intensity profile and ambient
noise, whereas Fig.6b demonstrates the real measurements of
phase errors registered in the receiver in these conditions. In
fact, during estimation of maximum phase errors there was
assumed always the worst case, when all multipath arrivals
have such parameters, which together cause the largest
dispersion of the phase from the expected value (since each
symbol of transmitted data sequence is known on the receiver
side, the calculation of the dispersion is well facilitated).
However, in practice worst cases are rather rare. Phases of all
multipath arrivals are randomly distributed in the interval
between 0 and 2m . Therefore the overall influence of all
asynchronous multipaths on the phase error of the synchronous

signal to inteference and noise ratio
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arrival should be usually much smaller than the maximum one.
Correspondingly, expected phase errors should be also much
less than the maximum error estimated by means of (3).

True value of the phase error depends on the phase
distribution of each of asynchronous multipath arrivals. For
example, assuming the uniform phase distribution in the range
between 0 and 2m and the wuniform distribution of
asynchronous arrivals amplitudes in the interval between 0 and
1 (normalized values), expected phase error should be about
nine times smaller than the maximum one obtained by means
of expression (3). As follows from comparison of Fig. 6a and
Fig. 6b, indeed, while having similar trend, the measured phase
errors are usually much smaller, particularly about six times
less in comparison with the maximum estimates obtained by
means of expression (3). Phase errors equal or close to
analytical maxima were in fact recorded fairly seldom (less
than 10% of all estimates): in cases, when the analytical
estimates of maximum phase errors have large values, about
0.5-2 radians, there were observed (measured) phase errors in
the range 0.3-1.5 radians.

Fig. 7a demonstrates the output signal-to-interference-and-
noise ratios (SINR), obtained as the ratios between the standard
deviations of the phase error at the decoder input to the width
of the phase sector specific for the phase manipulation method
used (/2 for QPSK). As can be seen in the figure, in the first
half of the experiment, the output SINR varied in the range
between 4 and 18 dB (in average about 12.5 dB). In the second
half of the experiment, the output SINR varied in the range
between —5 and +15 dB (in average about 8.5 dB). Essential
difference between output SINRs in first and second half of the
experiment can be explained by a significant increase in the
number of multipath arrivals and their excess propagation
delays. Partly, the decrease of the output SINR can also be
attributed to some increase in the ambient noise level.

Differetice between the tmeasured phase error and
aralytically estitnated masirmumm phase ervor (given channel conditions)
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Fig. 7. Characteristics of receive signals: a) output SINR evaluated at decoder input, b) comparison of maximum phase errors
obtained by means of analytical expression (3) and experimental phase errors measured in underwater channel

As noted above, when ambient noise can neglected and
phase error of the received signal is caused with multipath

only, the analytical expression (3) should give only phase error
estimates being larger than or equal to phase errors measured



in the physical channel. However, when phase errors of the
received signal can be caused not only with multipaths (i.e.
ambient noise cannot be neglected), the measured phase errors
may exceed expected value obtained by means of expression
(3). Fig.7b demonstrates the comparison of maximum phase
errors obtained by means of expression (3) and experimental
phase errors measured in the shallow water channel with
ambient noise levels sometimes close to levels of the received
signals (sometimes only a few dB difference). This comparison
is represented as the difference between estimated and
experimental phase error maxima (calculated once per received
data packet). As follows from the figure, the vast majority
(80%) of these differences are positive. The explanation of the
fact that almost 20% of the differences were negative (i.e.
experimental error is higher than the estimated maximum) can
consist in the influence of the relatively strong ambient noise
onto the phase error. With this in mind, the comparison
confirms that theoretical and experimental results stay in good
consistency, an correspondingly the expression (3) yields an
adequate estimation of the maximum phase error which can be
caused by the effect of multipath propagation. The use of
expression (3) for estimation of the maximum error (based on
measured impulse responses, or multipath intensity profiles) is
justification for practical applications.

As noted above, in case of a known statistical distribution
of all multipaths’ phases and amplitudes the maximum phase
error estimate obtained by means of expression (3) can also be
used for estimation of the standard deviation of the received
phase. In turn, the standard deviation gives an opportunity to
evaluate the SINR at the detector input, what allows to
appropriately select error correction method and sufficient data
redundancy corresponding to given channel complexity.
However, issues related to investigation of statistical
distributions of multipaths’ phases and amplitudes in various
underwater acoustic channels are beyond the scope of the
current work are the subjects of detailed considerations in
future papers.

IV. CONCLUSION

The use of the mathematical model of S2C signal (phase-
manipulated signal with sweep-spread carrier) allowed to
quantify the upper limit of phase errors which can occur in
given conditions of multipath channel (given via excess
propagation delays and strengths of multipath arrivals).
Analytical expression providing maximum phase error estimate

for phase manipulated sweep-spread carrier signals is derived.
Comparison of analytical estimates and experimental values of
maximum phase errors demonstrated good consistency of
theory and experiment: maximum phase errors obtained in
experiments conducted in shallow water channels and
analytical estimates made by means of expression (3)
demonstrated good agreement.

Demonstrated results justify the use of the analytical
expression (3) for estimations of maximum phase errors in
practical applications; measured impulse responses (or
multipath intensity profiles) facilitate the estimations.

On the assumption of further improvements, there was
demonstrated the possibility of the use of expression (3) as a
basis for estimations of SINRs (being based on measurements
of actual channel impulse responses), and consequently the
possibility to make reasonable selection of error correction
algorithms and sufficient code redundancies corresponding to
the given complexities of underwater acoustic channels.
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Statistical Characteristics of Digital Hydroacoustic
Signal with Sweep-Spread Carrier in the Receiver
Predetection Point
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Abstract- After matched filtering of receive signal with
continuously spread carrier (sweep-spread carrier, S2C), the
ratio between the signal and environmental noise increases. With
increase of the ratio the influence of environmental noise on the
probability of error in determining the discrete values of the
signal rapidly decreases. However, the ratio of other kind —
between the signal energy and the energy of delayed multipath
components with random parameters— remains unchanged,
since the amount of energy reflected by boundaries of
underwater acoustic channels, layers and different objects is
proportional to energy of transmitted signal. Thus it is more
important to investigate the influence of random multipaths on
the characteristics of the received signal, rather than the
influence of Gaussian noise. There was determined that the
interference of random multipath components of the sweep-
spread signal causes a normal distribution of its quadrature
components. There was made the quantitative assessment of the
probability distribution of these components, in particular, the
analytical expressions for variances of the distributions as
functions of amplitude, base of the signal, Rice coefficient and the
amount of multipaths. These expressions show that with increase
of the signal base B the variance of the distribution at the output
of the optimal demodulator decreases inversely proportional to B.
In Rayleigh channels the most probable value of the signal with
sweep-spread carrier is square root B times smaller than the
most probable value of the signal with a frequency-constant
carrier. In Rician channels the most probable value of the
demodulator output signal is equal to the amplitude of the
dominant multipath component. Taking into account B times
smaller distribution variance of the signal with sweep-spread
carried the amplitude of such signal was more often situated in
close vicinity of the most probable value than the amplitude of
the signal with frequency-constant carrier. To verify the
analytical expressions, there were carried out numerical
experiments. The results of verification demonstrated good
agreement between analytical model and numerical experiment.

I.  INTRODUCTION

Because of layered inhomogeneity of ocean waters the
transmission of hydro-acoustic signal in the horizontal
direction is accompanied with a large number of reflections —
the multipath components. Excess propagation delay of these
components can be distributed over a long interval of time.
Thus to model the received signal, it is important to take into
account basic characteristics of multipath propagation.

For frequencies that are typical in digital hydro-acoustic
communication every single path of signal propagation in a
multipath medium usually does not experience any frequency-
selective fading, is quasi-stationary and contains only
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Gaussian noise. In practice, the absence of frequency selective
fading means that the coherency bandwidth of the channel is
much larger than the frequency bandwidth of a transmitted
signal. Quasi-stationarity means that the characteristics of the
propagation medium (along each path) change relatively slow,
i.e. transmission characteristics of the medium remain
unchanged during the transmission time of a single digital
signal.

Fig. 1 illustrates an optimal quadrature demodulator which
is typically used in receivers of spread spectrum signals. It
consists of multipliers of received signal () with a reference
signal s,(¢)=s(z) and its Hilbert transform s, (#)=H {s(t)} , as

well as two integrators.

H{s(t)}

1

=

l

s(t)

Figure 1. Optimal quadrature demodulator

When using signals with sweep-spread carrier there is
usually no need for equalization of the received signal,
because in result of matched filtering of a synchronous
multipath component, all other (asynchronous) components
can be suppressed. Accordingly, the detector of the digital
value of the received signals can follow directly after the
optimal quadrature demodulator. This fact determines the
location of the receiver pre-detection point as the point at the
output of the demodulator.

Let the input of the demodulator receives samples of the
received signal with a sampling rate not less than the Nyquist
frequency, and the output of the demodulator outputs the
quadrature components with a rate corresponding to a
repetition rate of digital signals (symbols or bits). Concerning
the random values of the quadrature components, as well as a
random envelope of the output signal, below a derivation of
mathematical expressions is represented which allow for
estimation of statistical distributions parameters of the
quadrature components and the envelope of the output signal.



II. STATISTICAL CHARACTERISTICS OF S2C SIGNALS IN
RAYLEIGH CHANNELS

One of the most important channel type is the Rayleigh
channel. On the output of the channel a receive signal consists
of multiplicity of random multipath components. The channel
of this type takes place for example during a long range data
transmission in the horizontal direction.

In case of  linearly swept

S =Aexp(jo,t+Gt*) , where A -

carrier, ie.
amplitude,
G=(wy —®,)/2T, — frequency gradient, 0, and o, - initial

and final carrier frequencies, the multipath signal at the input
of a quadrature demodulator can be written as [1]:

Aexp(j(mLt +Gt? ))x

me(t) =Re X [i(an COS(_ ZG‘Cnt + ¢n)+ ja’n Sin(_ ZGTnt + ¢ﬂ ))] ’

n=1

where o, —attenuation coefficient along the path with index n,
¢, — phase of the signal along the path with index n, N -
number of multipath components comprising the received
signal, and t, - excess propagation delay (relatively to

synchronization time) of the n-th multipath component. After
demodulation of the signal and corresponding transformation
of its arguments, the quadrature components can be written as
follows:

T
X 0= [, ORels (0} =
0

N ; (1)
= z A%ﬁrﬁ”)an cos(mAft, —b,)
n=1 n
(0= [ Ol ()} =
0 , (2

& sin(mav, )
n=1 TEAan

g

an Sin(nAan - ¢I1)

where Af - difference between initial f;, and final £},
frequencies of the carrier.
Perform the assessment of envelope distribution of the

received signal in the form R, =,/X,>+Y,> . For each of
the excess propagation delays t, the values of attenuation a.,

and phase ¢, are random variables, uniformly distributed on

the interval [0,1] and ]-m,+m[, respectively. Random
amplitude of the n-th (asynchronous) multipath component at
the output of the demodulator depends on the excess
sin(nAft, )
el 04
TEA.fT n
Accordingly, X, represents a weighted sum of a large

propagation delay and is defined as 4, = 4

ne

number of products of random variables, in particular, the
amplitudes of n-th multipath 4, = 40, which is uniformly

distributed within the interval {O,A%} . and the
TAft,

cosine of the phase ¢, uniformly distributed within the

interval [-1,1]. Using the method of functional transformation

of random wvalues [2], which experience algebraic
transformations, the distribution of the product of uniformly

distributed 4, and cos¢, can be obtained as

1 sin( TAfT )|
U = n — 22 —1In s
(Bn) 4 Sin(ﬁAﬁn) [ TEAfT” Bn
TtAﬁ"
where |Bn|§A$?ﬁ"). Thus X, represents the sum of
nAft,

random values, distributed according to the law U(B,), and if

N is large then (according to the central limit theorem) the
distribution is normal.

It can be shown that the mean value is zero (mg, , =0),
what also follows from the obvious assumption of equal
probabilities of the phases ¢, of multipath components in a
channel with diffuse scattering of transmitted power.

Dispersion of a random value having the distribution U(B,,)
can be found in the following form:

Sin(mAfRy,)
nAft [
Vi, A
D :‘; s lnAwa”)_lnlB |8, =
0 (nAfe, ) ' A Ea
2Aw g2 e
TCAan TAft,
_A2 sin(TAft, ) ’
9 TAft, '

Given the fact that the excess propagation delays t, take

values from - oo to + oo, with sufficiently large N the variance
of the distribution of the multipath signal can be written as:

N 2 +of 2 2
Dy ~Sp, ANL L Ja(sm(mfr,,)J dluafe, )=V
w L o T | manm, OAT

Finally, the variance of the random variable X, is given
2

NA
by: D, . =
Y 9B

. fin,x

, where - B = AfT signal base.

At the output of the demodulator the random variable
Y, also represents the sum of a large number of random

values, each of which is the product of the amplitude of n-th
sin(TAft, ) u

multipath 0
i,

component 4, =4 (uniformly

AT,

distributed in the interval {OAM} ) and the cosine of

the phase ¢, uniformly distributed in the interval [-11] .



Accordingly, the random value Y, is distributed similar to

X , lLe. normally with the mean value M, , =0 and

NA?
9B

In the channel with diffuse power scattering the random
variables X, and Y, are statistically independent and have

variance D, , =

equal variances. Thus the distribution of the module of the
received signal R, is known [3] and can be described by the

R, R
Rayleigh distribution [4]: p(R,,) = %exp{— %] , where
Gﬁn S Sfm

2
the variance of the distribution 3, =D, , =D, =%

Similarly a variance derivation of a signal having
frequency-constant carrier can be carried out. The variance of
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Figure 2. Theoretical distribution of the signal amplitude at the output of the
demodulator for A =1 and N = 100 (Rayleigh channel)

To verify the distribution curves obtained analytically, Fig.
3 contains the results of numerical simulations carried out for
the propagation conditions used above (channel with diffuse
power scattering, the signal amplitude 4 = 1, the number of
multipath components N =100, the signal base B=35). As
can be seen from the graphs in Fig. 2 and Fig. 3, at the output
of the demodulator the most probable value of the signal with
the frequency-constant carrier (dashed line) is in both cases
about 3 V. In turn, the most probable value of the signal with
the sweep spread carrier (solid line) is in both cases about
0.5 V. The results show a good consistency; analytical model
can be used for estimation of variances of random values of
the received signals.

III. STATISTICAL CHARACTERISTICS OF S2C SIGNAL IN RICIAN
CHANNELS

Another important type of hydro-acoustic channels is
described by the model of Rice. At the output of the channel
the signal consists of a set of multipath components, one of
which is deterministic and has dominating power over the
others. Channels of this type take place for example during a
medium of short range data transmission in the horizontal
direction (several hundred meters to several kilometers).

such a signal with frequency-constant carrier can be written as

2
> =p =p. =N

cw cw,x cw,y 9

The comparison of o7, and o7, demonstrates that with

increase of the signal base B the variance of receive signal (at
the output of the demodulator) decreases inversely
proportional to B.

Accordingly, the most probable value of the signal with a

sweep-spread carrier is VB times smaller than the most
probable value of the signal with a frequency-constant carrier.
Fig. 2 shows the receive signal distribution (solid line is
related to the sweep spread carrier, dashed line — to frequency-
constant carrier). The distributions r,, and r;, correspond to

the normalized (by means of o ,, ) distributions R, and R, ,

respectively.
057 Pl fr ot 4
047 R -
\“f O3GHF || i
=,
"% o280 ]
& L
[=H
019 O S S|
009 - I . B A -
i | | i, ; 5
o E 1 lJIJJ-! Tl'rrriu—-,,. ;
0 6.0 7.5 9.0 105 12
o rfm, 4

Figure. 3. Numerical simulation of the signal amplitude at the output of
the demodulator for A =1 and N = 100 (Rayleigh channel)

If the receiver of hydro-acoustic communication signals is
synchronized on the receive time of the dominating multipath
component, the values of quadrature components of the
demodulator can be written as:

Xfm(t) = Aoy cos(d,) + iKLA%?Tan)

n=l “*r
N .
. 1 sin(nAfr,
Y, (1) = Aoy sin(dy) + ZK—AM
n=1

-9,), )

o, cos(TAft,

) v a,sin(nAfr, —¢,), (4)

where o, — coefficient of attenuation along the dominant path,
¢, — phase of the dominating multipath component, and K, —

a positive number indicating the excess of the energy of the
dominant/synchronous multipath component above the energy
of all other/asynchronous multipaths.

It is known [4] that the signal, represented by a mixture of
dominant multipath component and a set of delayed and
attenuated multipaths, has mean values of its quadrature
components which do not equal to zero. The random values of
the quadrature components are normally distributed around
nonzero mean which depends on the amplitude of the
dominant multipath. Similarly to findings of the previous



section, it can be shown that the second component of the
right-hand side of expressions (3) and (4) is characterized by a
normal distribution, and the expression (3) and (4) represent
the sum of one deterministic and many normally distributed
values. Thus for a signal with a sweep-spread carrier the
probabilities distribution of its quadrature components are
qualitatively similar to the probability distributions of
quadrature components of signals with frequency-constant
carrier, but due to differences in the variances they differ
quantitatively:

" 1 (X" - X,")?
P(X/ ): exp| - > (5)
G V2T ZGﬁnz
) Jm _y SN2
Py = —L gy LR ©)
G V21 264,

where X, , ¥,/" — the mean values of quadrature

components, c}m - variance of every of the quadrature

components of the signal with the sweep spread carrier. While
the quadrature components of the receive signal are with
offset normally distributed values, the signal envelope has a
Rician distribution [4]:

R,
p(Rfm ) = /mz eXp| — 2
’ 2c
c fin fin

where Z{" = \(X,")? + (¥,

multipath component of the signal with the sweep-spread
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Figure 4. Theoretical distribution of the signal amplitude at the output of the
demodulator for A =1, N =100, K, =10 (Rician channel)

Fig. 4 shows an example of the probability distribution of
the receive signal at the output of the demodulator for two
cases: transmission of frequency-constant carrier (dashed line)
and sweep spread carrier (solid line). Conditions for obtaining
the distribution curves were: the signal amplitude A =1, the
number of multipaths N = 100, the signal base B =35 and the
ratio between the energy of the dominant multipath component
and the energy of all other multipaths K, =10. (The

carrier, and /, — modified Bessel function of first type and

zero order.
For a normalized signals, that is, with a, =1 and 0<a, <1

the mean values of the quadrature components of signals with
frequency-constant carrier and sweep spread carrier are
equivalent and equal to 4, but their variances are different.
Since the excess propagation delay of the dominant
(synchronous) multipath component is equal to zero, the
sin(nAft, )
TAfT,
expressions (3) and (4) is maximum (the first terms of
expressions 3 and 4 are equal). However, the delayed
multipath components are characterized by a nonzero =, ,

sin(nAft, )
AT,
construct the second term of expressions (3) and (4) can be
very small.
Similarly to the derivation of dispersions made above, it can
be shown that for a signal with the sweep-spread carrier the
variances of its quadrature components are equal to

function =1 and value of the first term of

respectively, <1 and the wvalues which

A . . .
czfm = N—2 . At the same time for a signal with a frequency-
™ 9K,’B
constant carrier, these dispersions can be written as
NA?
2 _

- . Similarly to previous case, the comparison of

9K,
2

cw

variances o7, and o, demonstrate that with increase of

the signal base B the variance of receive signal distribution (at
the output of the demodulator) decreases inversely

proportional to B.
0.40 : : : :

0.10F : : : § : .
i A
[
o WL i
0 05 10 15 20 25 30 335 40

s v

-

o

Figure 5. Numerical simulation of the signal amplitude at the output of the
demodulator for A =1, N =100, K, =10 (Rician channel)

distributions 7

cow }” fin

are also normalized by means of o,

values of distributions R R, , respectively). As follows

from the form of the distribution (Rician distribution), the most
probable value of the amplitude of the receive signal at the
output of the demodulator is equal to the amplitude of the
dominant multipath component. Taking into account B times
smaller variance of the quadrature components, the amplitude
of the signal with the sweep spread carrier (at the output of the



demodulator) is more often situated in the close vicinity of the
most probable value, than the amplitude of the signal with the
frequency-constant carrier.

To verify the theoretical curves, Fig. 5 demonstrates the
results of numerical experiment carried out under conditions of
signal propagation described above. Results that obtained
analytically (Fig. 4) and by means of numerical simulations
(Fig. 5) demonstrate that the most probable value of the signal
with the frequency-constant carrier (dashed line) at the output
of the demodulator is in both cases equal to approximately 1 V.
In turn, the most likely values of the signal with the sweep-
spread carrier (solid line) at the output of the demodulator in
both cases are also equal and have approximately 1 V.

Good agreement of analytical and numerical models is
obvious.

IV. CONCLUSIONS

The interaction of independent random multipath
components at the output of the optimal quadrature
demodulator determines a Gaussian process. The variance of
this process is numerically equal to its average power, and

since the variance is obtained analytically, in future it becomes
possible to construct and to analytically investigate two-
dimensional probability distributions of receive signals with
sweep-spread carriers in the pre-detection point, as well as the
envelope and phase distributions of the signal at this point.
These tasks, as well as an estimation of the probability of
erroneous determination of discrete signal values (envelope
and phase), namely the probability as a function of the ratio
between the energy of synchronous multipath component and
the energy of the random process conditioned with random
multipath components, are planned to be discussed in
subsequent articles.
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Evaluation of underwater acoustic channel
capacity in conjunction with application of
sweep-spread carrier signals

Konstantin Kebkal, Alexey Kebkal and Rudolf Bannasch

Abstract—Since the sweep-spread carrier (82C) technology
uses broadband frequency swept carrier signals with high
frequency-sweep rates, the instant frequencies of multipath com-
ponents have different values, what create sufficient background
for their separation in frequency domain, The paper shows that
after filtering the receiving signal with a filter, matched to the
S2C reference signal, the strength and number of the multipath
components significantly decreases, This provides considerable
increase of coherence bandwidth of the communication channel
and, in consequence, significant increase of achievable data rates.,
In this way the channel capacity can be substantially enhanced.
The paper represents experimental data on evaluation of the
underwater acoustic channel capacity during data transmission
by use of a) S2C carrier signal and b) traditional constant-
frequency carrier signal,

Index Terms—underwater telemetry, underwater acoustic com-
munication, sweep-spread carrier, spread spectrum, S2C technol-
0gy.

I. INTRODUCTION

TIME spread of a receive signal is caused with multipath
propagation in transmitting signal, Due to multipath
propagation the intersymbol interference can often achieve
tens or even hundreds of symbol lengths, Moreover, due
to wave and transmitter/receiver movements the transmitting
channel represents nonstasionary behavior: impulse response
of such a channel represents a complicated function of time
and trequency [1]. The influence of such channel is represented
particularly in small-scale fading of the receive signal inducing
its significant amplitude and phase fluctuations. In shallow
water telemetry the small-scale fading has usually Rayleigh
nature: receive signals consists of many multiple reflections
and do not have a dominant (direct) arrival. In these conditions
the ¢oherence bandwidth can vary in a wide range of values,
Time spread in shallow water channels usually remains in the
range between some milliseconds and some tens of millisec-
onds providing coherence bandwidth values between several
tens of hertz and several kilohertz. Coherence bandwidth of
deep water channels usually achieve bigger values, 1.¢, ranges
from several hertz to several tens of kilohertz,
It is well known, that extended time spreads cause accord-
ingly small coherence bandwidths and correspondingly lTow
data rates. Coherence bandwidth corresponds to reciprocal of
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time spread within an accuracy of a constant factor. Therefore,
it the impulse response of the channel can be somehow
processed on the receiver side, the coherence bandwidth
would accordingly change. For example, if the length of
time-spread multipath signal would be reduced by means of
special processing procedure, the coherence bandwidth would
grow, In the following section a theoretical substantiation of
the technique is represented, in which sweep-spread carrier
signal [3] is used and which allows to passively suppress
multipath components and, thus, to improve characteristics of
the receive signal, especially the coherence bandwidth of the
transmitting channel, and accordingly, achievable data rate.
Below the comparison of properties of two different types
of carrier signals is represented, both during propagation in
multipath channels. One of the carriers is traditional one
comprising constant frequency, and another one comprising
the S2C signal.

II. INFILUENCE OF MULTIPATH CHANNEL ONTO
HREQUENCY-CONSTANT CARRIER ANID SWEEP-SPREAD
CARRIER SIGNALS

A. Frequency-Constant Carrier Signal

Let the sequence of digital data symbols is encoded by
means of phase manipulations, Thus every symbol, generated
on the interval i7" <=t < (i+ 1)7T, can be represented in the

form;
) 2E )
s,(1,1) = Re Tea:p[](wot—}— 8:)] {1
where I - is energy-flux density of acoustic wave, T' - symbol

duration, wg - (angular) carrier frequency, 8; - discrete phase
value (information to transmit).

If the signal is transmitted via multipath channel with M
paths of different length and comes to receiver significantly
exceeding the noise level, then the output of a quadrature
matched filter on the interval of #-th symbol can be written
as #(i) = z.(i) + jz,(¢) [4], where

T (1) ao\@cos(é?i +8y) + Zan@cos(@i +8)  (2)
I
[=1,..,M-1
z,(2) m oV E sin(0; + 8y) + Z opVEsin(8; +6;)  (3)
i

=1,.,M-1
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The right side of every expression for z.(i) and z:(7) can
be represented with two items. The first one is a variable
containing desired value of the phase angle. The second one is
a variable inducing the error in evaluation of the phase angle
caused by multipath interference. This item is referred later as
the residual Oz (4).

Analysis of . (¢) and (i) shows that, while using conven-
tional PSK scheme (phase encoding of a frequency-constant
carrier signal), the error of phase estimation will strongly
depend on the energy of multipath interferers. Thus, for
accurate evaluation of the phase angle it is desirable that
second item in the right side of (2) and (3) were suppressed.

Usually the output of the matched filter is processed with
an additional tricky unit (equalizing filter), working in time
domain and actively suppressing the multipath, However, as
indicated later, the use of alternative type of carrier signals -
sweep-spread carrier signals - allows to successfully combat
against multipath by means of just match filtering (without
active suppressing of multipath arrivals and correspondingly
without further complicated processing).

B. Sweep-Spread Carrier Signal

Now let data is transmitted using the sweep-spread carrier
signal. Thus, a phase-manipulated sweep-spread carrier signal
can be represented on the interval iT' <=1¢ < (i 4+ 1)1 as:

sy(i,1) = Re {\/ % explj (wyt + mt® + 95)]} ()

where E T, 8; defined above and have the same meaning also
Wy — W
here, m =

“ is a frequency gradient of every section of
the S2C carrier [3], wy and w, are beginning and final values
of the angular frequency of the S2C signal.

And let the signal propagates in the same multipath channel
as in the previous case, where multipath arrivals have various
delays 7o # 7 and 79 and 7 are correspondingly excess
propagation delays of the “useful” arrival and unwanted &-th
multipath arrivals creating reverberation, After propagation the
received signal can written as

[2E
ry(4,1) = T Eak cos[(wy— Awpg )i+t +-0;+05)+n(t)
k
(5}
k=0,.,.M-1

where Acwy is frequency resolution of the multipath compo-
nent coming to receiver with excess propagation delays 7.
The resolution can be defined via expression: Awg = 2m7y
[3].

To demodulate the signal, a quadrature matched filter is
used. If the signal-to-noise ratio is big enough, than the output

of the filter will be equal to y{7) = ¥.(3) + jys(@) [4], with

2 T
Ye(i) = 4f Tf 7y (£) cos{wyt + mit?)dt 7
0
r oV B cos(fy + ¢;) +

. Aw;T)
sin | ————
2 —AwgT
+\/Ezl:a.z R T O ( 5 +95+91>
2
(6)
=1,..,M -1
) T
ys(i) = 4/ T f ry(£) sin(wyt + mtg)dt Y
0
~ aoﬁsin(Qo + 92) +
. (—Aw;T)
sin | ———
2 . —AwyT
+\@szaz " AanT sm( 5 +92-+91>
2
N

=1,.,M-1

where Aw; is a frequency deviation of the I-th multipath
component, which is kept synchronous with the reference, and
;15 a phase offset of the {-th multipath component relatively
to the phase of the synchronous component [3].

The right side of y.(¢) and v, () is represented with two
items, Similar to the previous case, the first one is a variable
containing desired value of the phase angle. The second one is
4 variable contributing to the error in evaluation of the phase
angle induced with multipath interference. This item is referred
later as residual O, (¢).

Comparison of expressions (2), (3), (6), (7) shows that resid-
uals Oz (2) and Oy(3) are significantly different and the main
difference consists in the fact that the energy content of mul-
sin{ Aw;T'/2)

Auwnd/2
and thus max (|0 (2)]) < max(]O,(¢)[). It means that residual
component of matched filtering will depend mach less on the
energy of multipath interferers while using the sweep-spread
carrier.

This effect is equivalent to filtering or truncation of multi-
paths and the more the delay of the multipath component, the
better suppression of the component that can be achieved.

It must be noted here the fundamental difference between
such filtering and equalizing filtering: while equalizing filters
represent complicated units used for lacalization of multipath
arrivals in time domain and their active suppression, matched
filters represent simple units used for passive suppression of
all multipath (asynchronous arrivals) spread in time-frequency
around synchronous arrival, At that, the suppression rate
depends on time-frequency distance between synchronous and
asynchronous arrivals, an well as on frequency bandwidth
occupied with the sweep-spread carrier signal,

tipaths in (6) and (7) is reduced with multiplier
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TII. COMPARISON OF COHERENCHE BANDWIDTH FOR
FREQUENCY-CONSTANT AND SWHPT CARRIHR SIGNALS

Let us define a complicated time spreading channel
with large amouts of multipath, in which the main portion of
multipaths comes to receiver within the time interval [0, T,4],
and let us the amplitudes of these arrivals are random within
this time and comprise the uniform distribution around unity,
In this case the function of excessive propagation delay S,(7)
can be represented in rectangular form

_ 1, T Tspd
so-{ g TS ®
and in expressions for residual items in (2) and (3)
max(|0:())) = > eVE, 9)
i
and, in turn, in (6) and (7)
. (—Aw;r)
31N T
max(|0y(3))) = VEY  op——————~. (10}
i

o

the amplitudes of multipath arrivals o are all equal to unity.
gin(Awyr/2)

T’."/Q the strength of

However, due to the multiplier
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multipath in {10) is much lower then in (9), Fig. 1 represents
the comparisen of original distribution function S,(7) (solid
line) and filtered distribution function S¢{7) (dashed line}. To
simplify the comparison, the S¢(7) can be also represented as
exponentially damped cosin, which is always equal to or less
than correspondent exponent S (7) (dotted line)

S.(7) = exp(—arT)
In order to compare the coherence bandwidths of the chan-
nel during transmission of data with different carrier signals,
let us give a realistic relation of S, (7) and S.(7), for example,

when the exponent suppresses the asynchronous multipath
to such extent that at time Typg all delayed multipaths are
attenuated to practically achievable ratio 1/20 from their
original values [6].

Now, coherence bandwidths, corresponding to multipath
spread function S,(7) and 5,.(7), can be found by means of
Fourier transform:

Ffe) = PT{s ) = Tl
sp

[£2
Fe(w):FT{Se(T)}:m. (12)

As expected, Fourier transform of given S,(7) is sinc
function, and Fourier transform of given S¢(7) is Lorenzian. In

Fourier transform of multipath spread function
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Fig. 2. Fouricr transform of original (dashed line) and filtered distribution
functions {solid linc)

general, in mobile communication the frequency components
of receive signal experience nearly equal impairments if they
correlate with each other with a coefficient exceeding (.5.
Thus, putting a realistic time spread value and this coefficient,
the coherence bandwidth ¢an be found from (11} and (12).
Fig. 2 represents the comparison of coherence bandwidth
estimations for these expressions, The dashed line corresponds
to frequency-constant carrier used for data transmission in
given multipath channel. The solid line corresponds to sweep-
spread carrier used for data transmission in the same multipath
channel. It is obvious, that matched {iltering of data symbols
transmitted with sweep-spread carrier allows to “influence”
the function of multipath time spread on the receiver side
and, thus, to significantly increase coherence bandwidth of the
transmitting channel,

In general, the coherence bandwidth is connected to data
throughput over given channel: the wider the coherence band-
width, the more data rate that can be achieved.

Next section represents experimental material, which con-
firms the ability of the S2C receiver to successfully work
with datarates significantly exceeding standard estimates of
coherence bandwidth in given transmitting channel.
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IV. EXPERTMENT
A. Mathematical simulation

To estimate the coherence bandwidth of different transmit-
ting channels various functions of excess propagation delay
(impulse response) S(7) were simulated, As in the previous
section the duration of a multipath spread was set to 250 mcs,
The quantity of multipath components was set equal to 8.
The values of excess propagation delay for every multipath
component were generated randomly in the range between
0 and 250 mes, To achieve a representative sampling, 500
random impulse responses S{7) have been generated. Each of
the multipath structures was exposed to processing similar to
that is carried out in S2C the receiver.

The structure S(7) was multiplied on the autocorrelation
function of the S2C carrier, Multiplication was carried out
after synchronization of this structure with maximum value
of the autocorrelation function (the mostly strong multipath
component was always used for the synchronization), The

Channel modelling

Fourier transform of multipath spread function (250 us, random spread)
1 T T T T T

camelation coefficient

3000
frequency, Hz

4000 5000 E000

Fig, 3,  Mathematic simulation: cstimation of coherence bandwidth

result was exposed to Fourier transform and resulting curves
were imposed against each other and represented in the figure
{Fig. 3). As follows from Fig. 3 the estimation of coherence
bandwidth lays in range from 1930 up to 4500 Hz, and
as follows from comparison with Fig. 2 this result is well
coordinated with the theoretical estimation (the estimation of
the minimum value of the coherence bandwidth was 1950 Hz).
Also, the values of coherence bandwidth, achieved as a result
of numerical simulation, were better in tests, where sweep-
spread carrier was used (numerous thin solid lines). The
dotted line depicts the coherence bandwidth for tests, where
frequency-constant carrier was used: significant difference is
obvious,

B. Physical experiment
Estimation of coherence bandwidth in channels of practical
interest and its comparison with achieved data rate was carried

out on July, 13, 2006 during sea trials in shallow water chan-
nels in La Ciotat (in cooperation with iXSea and iXSurvey).

The sweep-spread carrier was used. The carrier occupied
the frequency band between 55-70 kHz (by -3 dB). QPSK
was used for data encoding,

Modem perfrormance: number of multipath vs time
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Fig. 5. Length of multipath vs time

The surface modem was put on a frame under the bottom
of a catamaran on depth of 3 meters. The remote modem
was put on towed object, which always changed its depth
between 10 and 170 meters. Bottom depth was 150-200 m.
Data transmission was carried out in a direction from surface
modem to remote modem, then the data received by the
remote modem were immediately transmitted back. During
transmission the distance between surface and remote modems
varied from 240 up to 750 m (Fig. 6). During the test the
distance between modems continuously changed by etching or
stretching of the towing cable. Velocity of relative movements
between surface and remote modems reached 1.4 nm. Speed of
vessel movements was 2-7 nm. By speed manipulation during
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the towage and data transmission the depth of the remote
modem continuously changed. Part of the test time the channel
had rater slant geometry: during vessel movement with 2-3 nm
the (inclination) angle of direct line, connecting surface and
towed modems, was approximately 20-30 degrees relative to
sea surface. At increase of speed of towage up to 5 units the
channel became practically horizontal: the inclination angle
decreased downto 10-15 degrees,
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Properties of the transmitting channel are represented in
Fig. 4 and Fig. 5. As follows from Fig. 4, the channel had high
complexity: the amount of multipath components was between
2 and 5, sometimes increasing up to 6-8. The maximum
value of the excess propagation delay of receive signal was
within the range between (.2-2 ms, sometimes increasing up
to 6.5 ms (Fig. 5). Quick changes of the amount of multipath
components, as well as quick changes of excess propagation
delays, were frequently registered,

In Fig. 7 the change of datarate in time is represented. As
follows from the figure, in most cases the datarate was equal

Bitrate vs length of multipath
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to 13-14 kbit/s. From time to time datarate went down to 2-12
kbit/s. The average value of the data rate comprised |1 kbit/s.
Comparing Fig. 6 and Fig. 7 the increase of communication
distance does not essentially influence the data rate,

Tn Fig. 8 the dependency of datarate on excess propagation
delay of the signal in multipath channel is shown. As follows
from the figure, the transmitting channel was characterized
by rather long values of excess propagation delays, usually
between 0.5-3.0 ms, sometimes this value grew up to 6.5 ms.
Asterisks depict practically achieved values of datarate for
given multipath spreads. The dotted curve depicts expected
value of the coherence bandwidth, calculated in standard
way [5]. Practically achieved datarates essentially exceed
expected value of coherence bandwidth in entire interval of
propagation delays., As follows from the figure, the practi-
cally achieved values well coincide with results of simulation
given in previous section. For example, theoretically estimated
value of datarate for conditions mentioned in previous section
{equal amplitudes and multipath spread equal to 250 mcs),
corresponds to 7.8 kbit/s (provided that each symbol contains
2 bits). At that, the practically achieved values are situated
within the range of 7-8 kbit/s.

With increase of datarate the error probability naturally
grows. For datarates of up to 15 kbit/s the probability of bit
error had the order 1072, For higher datarates the probability
of bit error increases to the order of 1072,

For estimation of influence of the channel on the transmitted
signal a special estimation was carried out: a ratio of excess
propagation delay to symbol length, as well as a difference be-
tween practical frequency bandwidth and expected coherence
bandwidth were calculated. Fig. 9 represents the difference
between transmitted signals bandwidth and estimated coher-
ence bandwidth of the channel. As follows from the figure,
in grate majority of cases, this difference had positive value.
The bandwidth of successfully transmitted signals exceeded
the coherence bandwidth up to 4 kHz, what was equivalent to
improvement ot data throughput up to 4 kbit/s in comparison
with the communication techniques working with frequency-
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constant carrier. In Fig, 10 the ratio of maximum value of
excess propagation delay to data symbol length is shown. As
follows from the figure, in most cases the data symbol length
was much less (2 to 17 times) than the excess propagation
delay of the signal in transmitting channel {about 17 data
symbols were placed on the interval between first and last
multipath components), The data represented in Fig. 9 and
Fig. 10 testify to high complexity of data transmission condi-
tions.

Ratio between MultipathLength and SymbolLength vs time
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V. CONCILUSION
Comparison of residuals (9) and (10) indicates that demodu-
lation of S2C signals by means of matched filters can decrease
the influence of multipath interference on the receive signal.

When the residual (9) directly depends on the energy and the
number of multipath arrivals and does not depend on the time
profile of the multipaths, the residual (10) rapidly decreases
with increasing excess propagation delays of multipath arrivals

in relation to synchronous arrival according to pattern s
Hence, by means of proper adjustment of S2C parame%ers,
the dependency of demodulation success on properties of the
complicated transmitting multipath channel can dramatically
decrease.

Use of sweep-spread carrier technology [3] allows to pas-
sively suppress multipath components on receiver side and,
thus, to improve characteristics of receive signal. Experimental
data confirmed the theoretical expectation and demonstrated
significant improvement of such important feature of the S2C
technique as the ability to enhance the coherence bandwidth
and data throughput in complicated communication channels.
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Abstract—Underwater acoustic (UWA) channel was one of
the most complex wireless communication channel because of
extensive multipath problem. Multipath problem will lead to
severe inter-symbol interference (ISI) and frequency selective
fading. To build a reliable high rate UWA communication system
in multipath environment, Sweep-Spread Carrier (SSC) system
based on Virtual Time Reversal Mirror (VTRM) was introduced.
The system requires phase modulation for more than once in
every period, so the communication rate could be enhanced. To
ensure the reliability of the high rate system, Virtual Time
Reversal Mirror combining with Orthogonal Matching Pursuit
Channel Estimation was introduced to solve the multipath
problem. The ISI in the underwater channel is suppressed
because of the temporal compression and spatial focusing,
resulting in the channel power focusing. The simulation
experiment adopted Bellhop simulation model to verify algorithm
performance, then conducting a poor experiment as a further
verification. The performance of the system introduced was
proved to be significantly enhanced.

Keywords—underwater;
Virtual Time Reversal Mirror

multipath; Sweep-Spread Carrier;

I.  INTRODUCTION

Underwater acoustic (UWA) channel was one of the most
complex wireless communication channel because of the
narrow bandwidth, high ambient noise, extensive multipath,
large transmission delay, random fluctuation and Doppler
frequency shift and so on[1].

Designed for high data rate communication in the severe
inter-symbol interference(ISI) environment, systems employ
either some form of array processing, or equalization methods,
or their combinations. Equalization methods have their
limitations. Time-varying leads to the varying of channel
impulse response, possibly leading to the failure of coherence
and equalization. Phase conjugation has been recently
introduced in array signal processing, evolving to Time
Reversal ~ Mirror(TRM)[2]-[4]. With TRM, specific
communication channel environment conditions are not
necessary for matching the channel and guiding the temporal
compression and spatial focusing of the signal. Temporal
compression recombinants multipath components to reduce
ISI and improve SNR. Spatial focusing reduces effects caused
by channel fading with low complexity[5]-[6].

978-1-4673-9724-7/16/$31.00 ©2016 IEEE

Pro. Wang from Chinese Academy of Sciences Institute of
Acoustics applied TRM in Spread Spectrum Communication,
resulting in an enhancement of focus gain by 10dB. Therefore,
TRM is suitable for target detection and underwater acoustic
communication. YIN. J. W. applied TRM in underwater
acoustic communication network[7]-[10]. Reference ([11]-
[13]) studied the performance of a single carrier phase
modulation with the Passive Time Reversal Mirror (PTRM).
Reference([14]-[16]) applied PTRM in MIMO underwater
acoustic communication. Jodo Gomes verified that PTRM can
effectively shortening the channel length[17]-[19].

Most of the reference mentioned committed to PTRM.
Research on VTRM is far less. However, VTRM has a vaster
development space for its possibility to combine with Channel
Estimation. This paper constructed a high-rate Sweep-Spread
Carrier system, combining with VTRM and Orthogonal
Matching Pursuit (OMP) Channel Estimation..

II. SSC SYSTEM

A. SSC modulation

A SSC signal is a periodic up-chirp signal, which can be
written as

- i(w (f— | < 1y D
c(t) = A, explj(w,(t {T‘JTMHM(! {T }Tm) )]

sw sw

Where A, is the amplitude, m=wh-wl)2Tsw is a
coefficient denoting the frequency variation rate, w; denotes
the lowest angular frequency, while w; denotes the highest
one, and Ty, is the sweep duration. Supposing that 7%, =kTs, a
SSC signal can carry k different phase information in a
frequency-sweep period. So the system requires phase
modulation for k times in every period, providing a
considerable communication transmission rate.

As is showed in figure.1, if k=2, system requires phase
modulation for 2 times in every period 7y, When =, the
system modulation for the first time. When 7=z, the system
modulation for the second time. If k=4, 4 symbol information
should be carried in every period Ty

B. Dechirp Compression

In the demodulation part, a Chirp signal with the same
frequency modulation rate and time width as the received
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Fig. 3. System realization diagram.

signal (frequency is different, however) was generated. The
received signal was dechirp-compressed with the local chirp
signal generated, multiplying the two signal, then band-pass
filtering. The resulting signal was a single-frequency signal
which was able to be demodulated by routine PSK
demodulation method. After demodulation, the data was
restored.

Fig. 1. Sweep-Spread Chirp signal(k=2).
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Fig. 2. Schematic drawing of Dechirp Compression.

As is showed in figure.2, there are three propagation paths
ranging from f; to fy, while the local signal had a bandwidth
from f; —fir to fu — fir. After the two signal are multiplied and
then band-pass filtered, the resulting signal was a single-
frequency signal. The main path part has a frequency of fir.
The other two paths has a time delay, resulting in frequency
differences after filtering. The frequency difference AQ is a
hint to find out the time delay AT, which is

AQ=ATxm 2)

III. VIRTUAL TIME REVERSAL MIRROR

A. Receiver based on VTRM

At the receiver, time reversal mirror (TRM) was
introduced to bring about temporal compression and spatial
focusing. Multipath components can be superimposed at the
same time and phase, which settles serious frequency selective
fading and multipath effect. This article presented a
combination of VTRM and Orthogonal Matching Pursuit
Channel Estimation.

Figure. 3 is the system realization diagram. In the system,
the transmitter was required to launch detection signal p(?).
The receiver obtained the received detection signal to estimate
channel impulse function 4°(2) by OMP channel estimation.
h’(-t) was obtained by reversing /’(z) , then convolving
receiving data Sr(z). The to-be-demodulate data r(#), which
had a waveform similar to the original transmit data
waveform, can be written as

F(t)=S (1) ®h'(~t)
=SSO ®@h(t)+n (1) ® h'(~1) 3)
= S()®[h(t) ® h'(—=1)]+n (1) ® h'(~t)

As long as the channel impulse estimation /() is close to
the real channel impulse /(z), multipath can be superimposed
at the same time and phase. The ISI in the underwater channel
is suppressed because the channel power has been focused.
Therefore, OMP channel estimation is introduced to ensure the
channel focus.

B. Orthogonal Matching Pursuit Channel Estimation

The received detection signal P,(2) is the convolution of
acoustic the origin detection signal and underwater channel
impulse response. So, when AWGN is considered, the
received detection signal can be written as



P(t)= p()® h(t)+ n, (1) @
The main point of OMP channel estimation is as follows:

a) Rewriting the origin detection signal as a Toeplitz
matrix, the received detection signal matrix can be rewritten as

£.(0) p(0) 0
£ r( p(0)

: = : h(0)+ h(D+---
FE(N=2)| | p(N-2) p(N=3)
BE(N=1) ] [ p(N=1) p(N=2)

0 n,(0)
0 n, (1)
+ : h(L-1)+
p(N—L-1) n,(N-2)
p(N-L) n,(N=1)
®)
The equation can be simplified as
L-1
P.=Y ph(k) (©)

=~
I

0

b) Estimulate the multipath delay. In order to obtain the
Channel weighting coefficient, the matching columns bewteen
P, and P shoould be found. Supposing that the best matching
columes is £, it is the location of the most important path.

T 2

| L “ri
2
I

¢) The matching column subscripts of the two matrixs
should rearranged as an array, which is

w=k.k,, .k, ] ®)

Where the &;th column is the best matching one, the kth is
second best one, the k,th is the least matching one. Therefore
the array w is the channel weighting coefficient array.

) L#k,k, -k Q)

p-1

K, =mLax(

d) Construct a diagonal sparse matrix W based on the
weighting coefficient array w. Define that

{1
[=
0

P, can be rewritten as

P.=PWh+N

e) Finally, the channel impulse response can be
obtained by Least Square algorithm:

JEW ©)

JE W

A

h'=arg min{“Pr —P~diag(iz)it'”2} (10)

IV. EXPERIMENTAL VERIFICATION

A. Simulation

The simulation experiment adopted Bellhop simulation
model to verify algorithm performance. Two multipath channel
models were generated, which were UAMCMI1 (6 paths) and
UAMCM2 (10 paths), by setting offshore transceiver distance
at 1km and 5km. The parameters are setting as

TABLE 1. BELLHOP PARAMETERS SETTING
Channel UAMCM1 UAMCM2
Distance /km 1 5
Transmitter Depth/m 10 10
Receiver Depth/m 15 15
RMS/m 2 3
Transverse Wave Velocity /m/s 1530-1533 1540-1543
Absorption Coefficient 0.5 0.53
Seawater Depth /m 20 50

Figure.4 shows the impulse response of the two Bellhop
models. In this simulation, the available bandwidth was 20
kHz-30 kHz, the symbol time of the Chirp signal was 10ms,
and the sampling rate was 204.8 kHz. The frequencies of the
transmission Chirp signal and the local Chirp signal had a
difference of 5 kHz. Figure.5 and figure.6 show the BER of the
system in UAMCMI1 and UAMCM?2. In the figure, 4BPSK
means that the system requires BPSK modulation for 4 times in
every period. As is showed in the figure, after VTRM, the
performances of different systems had a significant
enhancement in no matter high or low SNR. Obviously, the
system enhancement was greater in UAMCM?2 because the
UAMCM2 channel was more complicate. Based on the TRM
theory, if the channel estimation is accurate, the more
complicate the channel is, the better the VTRM focus
performance will be.

- M'ultipa'th channel model UAMCMI i
’

q

0 1 2 3 < 5 6 7 8 Dglav“nfso«
Multipath channel model UAMCM?2 i
e —© UAMCM2.

q

0 1 2 3 4 5 6 7 8 9 10 1

12 13 14
Delay/ms

Fig. 4. Bellhop simulation model.



BER performance comparison of Time Reversal in UAMCMI-

10°
S~
o 2 \\\\ X
1 === = !
= = ===
NN N
[[—e—4BPSK+UAMCMI- LN %
|| ——4QPSK-~UAMCM1. NN
10° f| —6— 2QPSK+UAMCMI. S
[| —*—BPSK+UAMCM1+VTRN R,
H ——4QPSK+UAMCM1+VTRN N
| —s—2QPSK+UAMCM1+VTRM
10‘ 1 1 1
0 2 4 6 & 10 12
Eb/NO (dB)+

Fig. 5. Error rate plot(UAMCM]1).
BER performance comparison of Time Reversal in UAMCM?2-

10° f
L
10° . L
¥ —_——— T
—
10° <
(=4 \‘\
m N
= NR
3
10 e 4BPSK-UAMCMY: =
[| —+—4QPSK+~UAMCM- X%
—o— 2QPSK+UAMCM2: %
10* | —+—4BPSK+UAMCM2+VTRM S
H ——4QPSK+UAMCM2+ VTR =
[| —o—2QPSK+UAMCM2+VTR)
10°
0 2 4 6 8 10 12

Eb/NO(dB)

Fig. 6. Error rate plot(UAMCM2).

B. Pool Experiment

After the simulation experiment, a poor experiment was
conducted as a further verification. Figure. 7 is the scene of
the laboratory pool. The size of the experiment pool was about
22.89x5.18x1.92m. It had tile wall. The depth of the pool was
about 2m. In this non-anechoic pool, sound waves were
effected by their reflex on the water, the wall and the bottom.
So multipath effect were more apparent here than general
shallow channel.

The vertical distance of the transmitter from the water
surface was 0.5m, while that of the receiver was Im. The
distance between the transmitter and the receiver was 14m.
When the water surface in the pool was calm, the transducer
received a signal under a SNR of 3-5dB.

The transmission signal was 4DQPSK, which meant the
system required DQPSK modulation for 4 times in every
period. The communication rate was 800bps. Figure.9 and

figure.10 shows the time-domain and power spectrum diagram
of the received signal.

The constellation diagram of received signal without
VTRM was shows in figure. 11. The BER was 0.061. After
VTRM, the constellation diagram of received signal was
almost completely separated and legible, as was showed in
figure.12. The BER reduced to less than . Therefore, The
significantly

system performance was enhanced after

introducing VRTM.

Fig. 7. The photo of the experiment pool.
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Fig. 8. Result of pool channel estimation.
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An Efficient Receiver Structure for Sweep-Spread-Carrier
Underwater Acoustic Links

Leonardo Marchetti and Ruggero Reggiannini

Abstract—In this paper, we present an improved receiver archi-
tecture for sweep-spread-carrier modulation, a spread-spectrum
technique proposed to effectively contrast the effects of time disper-
sion over multipath propagation channels in underwater acoustic
wireless links. The proposed structure is capable of taking advan-
tage of the energy received from all propagation paths rather than
only from the strongest path, as envisaged in the pioneering paper
introducing this modulation technique. A hardware version of the
modem was implemented in the laboratory and its behavior was as-
sessed and compared, using standard propagation models, to that
exhibited by the traditional single-path-based scheme in terms of
bit error rate. Results are presented showing that gains of a few
decibels can be achieved in signal-to-noise-plus-interference ratio.
Issues relevant to carrier/symbol synchronization, channel estima-
tion, and sensitivity to Doppler distortion are also addressed.

Index Terms—Maximal ratio combining, multipath propaga-
tion, multiple-branch receiver, rake receiver, spread spectrum,
sweep-spread carrier, underwater acoustic communications.

I. INTRODUCTION

NDERWATER acoustic (UWA) communication systems

have attracted considerable attention in recent years
due to the growing interest for issues related to exploration,
surveillance, and exploitation of the submarine environment
(e.g., [1]-[6]). Most of these applications require some form
of wireless communication capability between submerged
terminals such as autonomous underwater vehicles (AUVs),
platform/mother ships, nodes of underwater networks, etc. As is
well known, the UWA multipath channel is plagued by several
impairments, notably: 1) severe time dispersion due to the low
sound propagation speed with consequent possible distortion
of the received waveform; 2) for the same reason, amplification
of Doppler shifts/rates associated to relative movements of
terminals, possibly leading to significant signal distortion for
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wide signal bandwidths; 3) large propagation delays; and 4)
lowpass behavior of the propagation channel caused by sound
absorption, leading to strong limitation of bandwidth usage.
These factors considerably limit transmission rates and cov-
erage of UWA links in comparison with their electromagnetic
radio counterparts and call for the search of more specific
and robust signaling schemes. Comprehensive accounts of the
above issues along with presentation and discussion of specific
transmission schemes can be found in, for example, [3]-[6] and
references therein.

A few years ago, an unconventional interesting spread-spec-
trum transmission technique was proposed in [7] and applied to
the UWA channel. The basic idea is to employ a sawtooth-fre-
quency-modulated waveform as signal carrier [termed sweep-
spread carrier (S2C)], with linear frequency ramps, such as to fa-
cilitate separation at the receiver of the signal replicas collected
from the various channel paths. Actually, since these replicas
undergo different propagation delays, they are mapped to dif-
ferent positions on the frequency axis when the received signal
is downconverted to baseband using a locally generated copy
of the S2C synchronized to the strongest path. A proper design
of the signal parameters permits to space the spectral replicas
associated with the various paths far enough from one another
so as to avoid their overlap. It is therefore possible to single out
the strongest path with no interference from the others, thus can-
celing multipath-induced distortion.

From the pioneering paper [7] to date a number of improve-
ments and variants of the initial scheme of the S2C receiver have
been proposed and analyzed. In particular, the patent document
[8] presents some conceptual receiver architectures making use
of the energy received through multiple propagation paths in-
stead of that from the strongest path only. Specifically, in [8, Fig.
19], a receiver block diagram is sketched wherein two signal
replicas collected from different paths are processed by parallel
receiver branches, and their individual phases and relative delay
are corrected before the waveforms are applied to a block iden-
tified as “combined demodulator.” The document however does
not specify how the cited phases and delays are estimated, nor
does it provide details about the operation of the demodulator.
Furthermore, it was out of the scope of [8] to analyze and com-
pare the performance of the above architectures. Additional re-
lated qualitative and quantitative results can be found in [9]-[11]
addressing the impact of imperfect separation (and consequent
onset of mutual interference) of the signal replicas being pro-
cessed by the receiver branches on the estimation of their indi-
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vidual phases and relative delays, needed for combined demod-
ulation.

In this paper, we make some steps ahead, by proposing and
discussing a further implementation of the S2C receiver which
integrates the schemes presented in the above references. As
in [8], we consider an advanced receiver structure capable of
enhancing the power efficiency of the scheme in [7] through
exploitation of the energy received from multiple nonnegligible
acoustic paths rather than only from the strongest path.

This goal can be achieved by first identifying the paths of
significant level, then performing extraction and parallel elab-
oration for each of them, and finally combining the decision
metrics from each processing branch. A noteworthy difference
with respect to the schemes enumerated in [8] is that here we
resort to an optimal approach to combine the branch outputs.
The resulting multiple-branch receiver architecture is similar to
that used for the reception of direct-sequence spread-spectrum
(DS-SS) signals over time-dispersive wireless links, known as
“rake receiver” [12, Ch. 13.5], but the context considered here is
different as we now have to face the peculiar issues related to the
unconventional format of the S2C waveform, involving, for in-
stance, a different mechanism through which the received signal
replicas interfere with each other after the despreading/demod-
ulation stage.

A further contribution of this paper is to propose and assess a
synchronization technique for the joint recovery of carrier and
clock references for each of the signal replicas processed by the
receiver. Its accuracy is provided in terms of root-mean-square
(RMS) synchronization errors.

A real-time hardware version of the modem, complete with
synchronization functions, was implemented in the laboratory
and its behavior was assessed over standard UWA channel
emulators and compared to that exhibited by the traditional
strongest-path-based scheme in terms of bit error rate (BER)
versus signal-to-noise ratio (SNR). Moreover, the sensitivity of
the multiple-branch receiver to residual Doppler distortion is
assessed and compared to that exhibited by the single-branch
scheme.

The paper is organized as follows. In Section II, we briefly
review signal and channel models, while in Section III, we il-
lustrate the modem architecture with emphasis on the multiple-
branch receiver section. Section IV discusses the algorithms
for channel estimation and carrier/timing synchronization. Sec-
tion V defines conditions for path resolvability, provides de-
tails on how the received waveform is processed in the mul-
tiple-branch structure, and also describes the system hardware
implementation. Section VI presents simulation setup and re-
sults. Conclusions are finally drawn in Section VII.

II. SIGNAL AND CHANNEL MODELS

Now we briefly review the S2C signal format paralleling the
presentation in [7], which the reader is referred to for further
details. We assume information is transmitted in the form of
data packets, each starting with a preamble of P known pilot
symbols, to be employed for carrier and symbol synchroniza-
tion/tracking, followed by a payload of D symbols. Letting T’
denote the symbol spacing, the packet length is Tp = (P +
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D)T. The number of packets and the instants for their transmis-
sion depend on both the amount of information to be transferred
and the specific link protocols, and are not of interest for the
paper scope.

Focusing then on a generic packet at the transmitter side, the
signal at baseband, before spectral expansion and frequency up-
conversion, is a conventional linearly modulated waveform

P+D-1
sy=Y_ aiglt—iT) (1)
i—0
where
A
a=ag,...,apip-1]" =[pos---,PP-1,dos---,dp_1]"

denotes the vector of (differentially encoded) quadrature
phase-shift keying (QPSK) symbols in the packet, and g(¥)
is a root-raised-cosine pulse with rolloff factor «. In partic-
A T

ular, the pseudorandom sequence p = [pg,...,pp_1]* of
pilot symbols is common to all packets, while the sequence
d2 [do,-..,dp 1] represents a specific data segment.

After spectral spreading and frequency upconversion, the
bandpass signal to be fed to the acoustic projector can be
written as

a(t) = R{s(t)c(t)} )

where ¢(t) denotes a frequency-modulated carrier achieving
both frequency conversion and bandwidth expansion, as fol-
lows:

e(t) = exp {27 [fr7(t) + m72(t)] } 3)

where 7(t) is a sawtooth-shaped periodic sweep function, with
period Ty,

2
T(t) =1 \‘Tst Tsw (4)
| | being the largest integer not exceeding z. In (3), fr, repre-
sents the lower limit of the frequency ramps, while 2m is the
ramp slope. The instantaneous carrier frequency during a ramp
is proportional to the derivative of the argument of the exponen-
tial in (3)

o =fvem(i-| o). o
It follows that the upper frequency limitis fir = fr, + 2mT .
The limits f;, and fg, along with the sweep interval T%,,, usu-
ally taken as an integer multiple of the symbol spacing, are
key design parameters as they define the slope 2m = (fg —
f1.)/Tsy of the ramps and characterize the ability of the receiver
to resolve the multipath channel structure (i.e., to separate the
signal replicas arriving from the various paths).

After spreading and frequency upconversion, the signal band-
width amounts to approximately B ~ fg — fr, i.e., it is ex-
panded by a factor (spreading factor)

A fo—fL
M=TFr0

T

(6)
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Fig. 1. Modem architecture.

with respect to a conventional narrowband signal, M usually
being much greater than unity.

A general expression of the multipath time-varying UWA
channel impulse response is as follows:

Np(t())‘l

re(tto) = Y hi(ta)d [t — to — Tk(to)] 7
k=0

where N, (o) is the number of (nonnegligible-level) paths and
hi(to) and 73(ty) are the (complex-valued) gain and delay of
the kth path, respectively, all evaluated at the instant of appli-
cation of the impulse ¢ = #;. In the following, we assume that
the channel variations are negligible in a time span comparable
to the packet length, so that the information about the channel
parameters in (7), estimated from the packet preamble, can be
considered reliable throughout the whole payload segment. This
is not a severe constraint since transmission on the UWA link is
normally preceded by a procedure of adjustment of the trans-
mission parameters to the channel conditions. Accordingly, the
dependence of the model in (7) on ¢y can be dropped and all
channel parameters can be regarded as random variables (RVs)
instead of random processes. Therefore, the received waveform
can be written as

y(t) =

3 welt) +w(t)

k=0

®)

where w(t) is additive white Gaussian noise (AWGN) of
double-sided spectral density Ny/2, accounting for both ex-
ternal and internal disturbance sources affecting the receiver,
and yy(t) is the waveform received through the kth path, i.e.,
scaled by the coefficient &y, and delayed by 7%

yr(t) = R{hrs(t — )t — 1)} . 9)

We observe that the main purpose of this paper is to propose a
multiple-branch receiver architecture alternative to the schemes

presented in [8] and to demonstrate that it may lead to a sig-
nificant gain in power efficiency in comparison with the basic
scheme in [7]. In this perspective, we felt it adequate to assume
the relatively simple path model (9) and to limit the receiver
functions to those strictly required to pursue the above goal. In
particular, we decided not to tackle in detail the issues related
to time variability and Doppler distortion, that in a practical re-
ceiver must be dealt with at an early stage of processing of the
incoming packets. This approach is in line with that followed in
[7]. However, in Section VI, we provide results about the sensi-
tivity of multiple-branch and single-branch receivers to residual
Doppler errors on each receiver branch.

III. MODEM ARCHITECTURE

A functional block diagram of the S2C modem is depicted in
Fig. 1. The transmitter section consists of a standard S2C mod-
ulator similar to that discussed in [7]. The information bits are
fed to a BCH encoder followed by a DQPSK symbol mapper.
The resulting symbol sequence is used to build the data packet
(function not detailed in the figure) that is passed through the
shaping filter and finally applied to the S2C frequency upcon-
verter.

The receiving section includes a block for preamble detec-
tion and channel impulse response (CIR) estimation, whose task
is to identify, for each packet, the times of arrival of the pre-
amble from the K strongest paths and also to estimate the (com-
plex-valued) gains of these paths. This leads to the receiver ar-
chitecture indicated in Fig. 1, wherein each of the K parallel
branches is used to process the signal received from a single
path. Specifically, with regard to the kth branch, the input is
applied to an in-phase and quadrature converter which multi-
plies it by a replica of the S2C waveform synchronized with
that received from the kth path. In this way, the signal spectrum
relative to that path is despread and exactly converted to base-
band, while subsequent matched filtering removes interference
from the other paths provided that their spectra do not overlap
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the “good” spectrum at baseband, i.e., their differential propa-
gation delays with respect to the kth path are sufficiently large.
The design criteria for this condition to hold true are discussed
in Section V.

As the next step, the matched filter output is sampled at
symbol rate at instants :T" + 7%, where 7, is an estimate of 7%
provided by the CIR estimator. Assuming exact intersymbol in-
terference (ISI) cancellation, from (1), (8), and (9), the generic
sample takes on the form

Vg = hpai + wg i, i=0,....,.D—-1 (10)
where the term wjy, ; denotes the noise sample generated from
w(t) in (8) after the above processing steps through the kth
branch.

Finally, the K samples relevant to the symbol a; are com-
bined according to the maximal ratio combining (MRC) crite-
rion [12, Ch. 13.4] before being fed to the symbol detector and
the decoder. With regard to the MRC block, we observe that a
sufficient condition for the noise terms {wk,i}k{{:—ol to be mu-
tually uncorrelated is that the differential delays between the
various paths obey the same conditions allowing separation of
the respective signal replicas, to be established in Section V.
Indeed, the spectra of two incoming signal replicas can be sepa-
rated by the despreader/demodulator on condition that their rel-
ative delay and the slope of the frequency ramps are sufficiently
large. When this happens, the noise processes at the output of the
matched filters on the respective receiver branches occur as well
to be generated from the demodulation of frequentially nonover-
lapping segments of the broadband input noise, and are therefore
uncorrelated, this independently of the wideband noise spectral
shape.

Finally, it is noted that when K = 1, the receiver structure
reduces to that discussed in [7] where only the strongest path is
processed.

IV. TIMING AND CHANNEL ESTIMATION

As mentioned earlier, the first operation to be accomplished
at the receiver site is estimation of the timing of arrival of the
signal replicas propagating along the channel paths. This per-
mits to synchronize locally generated copies of the S2C wave-
form with those associated with the K strongest paths and then
proceed to separate the signal replicas received from these paths.
Another important related task is estimation of the complex-
valued channel gains so as to identify the strongest paths and
correctly apply the MRC technique.

Both the above operations are carried out by means of a cor-
relator, as is now briefly outlined. Let sp(¢) denote the base-
band continuous-time version of the preamble separated from
the payload, as follows:

P-1
sp(t) =Y pig(t—iT) (11)
i=0
and also let
xr(t) = sp(t)e(t) (12)
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Fig. 2. Sample correlation function (square modulus). The vertical scale is ar-
bitrary. The number of paths is IV, = 5, and the other system parameters are
specified in Section VI.

denote the complex-valued bandpass version of the preamble
incorporating both frequency upconversion and bandwidth ex-
pansion. It is noted from (2) that the real part of (12) represents
the transmitted preamble.

Using for simplicity continuous-time notation, the task of the
correlator is to calculate the inner product between the template
function (12) and a newly received segment of the input wave-
form, and then take its squared modulus, as follows:
teT (13)

where

r(t) = [ y(t+7—Tp)xy(r)dr,

(14)

T is a time interval in which the preamble is expected to be
received and Tp = PT is the preamble length. The receiver
stores the functions (13) and (14) in memory along with the raw
received waveform y(¢) for subsequent processing.

When path delays are sufficiently spaced from one another
and the signal-to-noise-plus-interference ratio on the paths is
high, the squared correlation z(¢) exhibits a definite peak in
correspondence with each of the delays {7 }. This can be veri-
fied observing that the width of the correlation peaks is approx-
imately equal to the inverse of the bandwidth of the template
waveform to be detected. Fig. 2 shows an example of such a
function, obtained from the set of parameters specified in Sec-
tion VI. Here the symbol spacing is 1.5 ms and the template
signal bandwidth is approximately equal to the difference be-
tween the upper and lower limits of the frequency ramp, i.e., 16
kHz. Thus, the correlation peaks have a width in the order of
0.1 ms, which represents a measure of the delay resolution ca-
pability of the correlator. In the time scale of Fig. 2, covering
several tens of symbols, and in comparison with typical values
of differential delays (see Table II in Section VI), these peaks
are very narrow and easily detectable at the operating SNRs.

More specifically, assuming for a moment that the receiver is
driven by a single noiseless signal replica received from the kth
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path [see (9)], it is found that (13) peaks at the instant Tp + 7%,
and the corresponding value for the inner product (14) is

Es,
hi
9 k

T(Tp+Tk) = (15)

where Eg, = fOTP |sp(r)|?dr is the energy of sp(t). From
(15), it is seen that at the instant where the squared correla-
tion peaks, the inner product yields a value proportional to the
path gain hyj, while the squared peak level is proportional to
\hi|?. Therefore, (14) provides all information necessary for
path sorting, ramp synchronization, and implementation of the
MRC detector.

Collecting the above, once correlation (13) has been calcu-
lated, a maximum search procedure must be initiated to obtain
an estimate of the delay associated to each preamble replica ar-
riving at the receiver. Of course, the procedure must be capable
of detecting “good” correlation peaks against false peaks pro-
duced by noise and possibly by sidelobes associated to good
peaks. This can be achieved through a simple approach con-
sisting of the following steps. First, the noise level must be esti-
mated by the receiver during the silent periods before transmis-
sions or between the transmission of two consecutive messages.
Knowledge of the noise level along with the correlator param-
eters allows to infer the noise-only statistics of the correlator
output, and to fix a threshold X\ yielding a desired tradeoff be-
tween false and missed detection probabilities, with reference
to limit conditions characterized by the least operating SNRs,
e.g., when the distance between terminals is at the limit of cov-
erage. As the next step, the search algorithm looks for the peaks
exceeding the threshold and tries to classify them according to
their strength and differential delays. This operation is aimed
at identifying the “best” paths, i.e., those with largest level and
with sufficient delay from one another so as to be easily sep-
arable by the despreading/demodulation block. The algorithm
starts by estimating the delay associated to the strongest replica
(assumed relevant to the path of index zero), as follows:

7p = arg max z(t).

2(1) >
teT

(16)

The delays associated to the other N, — 1 paths of significant
gain are identified by looking for the other local maxima of z(¢),
using the following iterative approach:

7i = arg max z(1),

(17)
i,

where Z; denotes a set of subintervals of 7 centered around the

values of delay already identified through step ¢ — 1, that must

be excluded from the search at the current step i, i.e.,

Ii :{(720 _Tc0r7 7A—0 +Tcor) u-- 'U(’f_ifl _Tc0r7 71@’71 +Tcor)} .

(18)
In this way, the N, strongest paths are orderly identified along
with their delays. However, problems may arise at this stage if
the peaks are spaced too tightly, i.e., if the corresponding rela-
tive path delays are too close to one another. As noted earlier, the
width of the correlation peaks is given approximately by the in-
verse of the template signal bandwidth. This provides a measure
of the delay resolution capability of the correlator, inasmuch as

peaks that are spaced less than this measure cannot be distin-
guished. A further aspect to be taken into account is the pres-
ence of sidelobes around the correlation peaks in (13), which
for very strong signal level could exceed the threshold and be
misdetected as additional independent peaks. To avoid the latter
type of error, it is convenient that the length 27, of the win-
dows centered on the correlation peaks be selected large enough
to include a few sidelobes as well, at the cost of accepting a
further slight degradation in the detector resolution properties.
With reference to the set of parameters in the example of Sec-
tion VI, the parameter 27, can be fixed at 1 ms (covering the
main correlation lobe plus a few sidelobes on each side), which
is still far smaller than the channel delay spread in a typical sce-
nario.

When the above procedure of multiple path detection and
classification is over, the receiver must select a number K < N,
of paths to be processed in its K branches. A reasonable crite-
rion is to select the strongest K paths, but some of these could
be discarded at this stage if their differential delay is not suf-
ficient to ensure adequate separation of their spectra after de-
spreading/demodulation.

In addition to estimating the delay of the main usable paths of
the UWA channel, the receiver must proceed to evaluate the rel-
evant complex-valued path gains in view of their usage within
the MRC block (see Fig. 1). As noted earlier, these gains are
provided by (15) as a byproduct of the same correlation algo-
rithm employed for path delay estimation.

V. DESIGN ISSUES AND HARDWARE IMPLEMENTATION

A. Conditions for Path Resolvability

Recalling the discussions in Sections II and III, for the
K -branch receiver of Fig. 1 to work properly it is required that,
for each branch, the signal spectrum converted to baseband
does not collide with the spectra of the signal replicas being
processed by the other branches. This allows the signal at base-
band to be extracted by means of a simple (lowpass) matched
filter. For these conditions to be met, it is necessary that the
differential delays between all pairs of paths do not drop below
a certain threshold. A further constraint is that the maximum
differential delay must not exceed 7, to avoid ambiguities in
delay estimation.

More specifically, with no loss of generality, we can treat
{Tk}kK;Ol as differential delays with respect to 7y, arranged in
nondecreasing order, i.e., weset g = 0 < 7 < --- < T
Then, the constraints to be put on these differential delays are
as follows (see also [7]):

1 /
2m57'm-m Z ta
(19)
]_ ,
*Q'm(s'rmax + fH - fL Z ta
T
where
8Tmin = poimin I — 74l i

is the minimum (absolute) differential path delay and

57—max = max ‘Ti - le =TK-1, 1 7&.7

0<i,j<K—1
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is the maximum differential path delay, or channel time disper-
sion. Using (6) in (19) yields
Tsw S M57n1in
M (20)
— 0 Tmax-
M1

For the existence of values of T, satisfying both above condi-
tions it is required that

TSU) Z

0 Tmax

1< <M-1 (21)

Tmin

The first inequality in (20) sets a lower limit to the absolute
difference between the arrival times of any two signal replicas.
When the difference exceeds this limit, the receiver is able to
accurately resolve the channel multipath structure. Otherwise,
when two received replicas are spaced too closely, after de-
spreading they will overlap in the frequency domain, thus pre-
venting their exact separation. On the other hand, the second
inequality in (20) puts an upper limit to the differential path de-
lays, approximately equal to T}, when M is large. Actually,
a signal replica delayed more than Ty, with respect to the one
traveling on the shortest path would generate a timing estimate
affected by an ambiguity equal to an integer multiple of T}, that
could not be detected and recovered, with a negative impact on
the MRC algorithm.

Fig. 3 shows a realization of power spectral density of the re-
ceived signal after downconversion/despreading for a five-ray
scenario, assuming that downconversion is carried out for the
strongest path. Transmission parameters are the same as in the
example of Fig. 2. Inspection of the figure reveals that in this
case all paths are resolvable (apart from a marginal overlap of
two small spectral replicas located midway on the frequency
axis), and in particular the useful signal (whose spectrum lies
around the origin) can be recovered by means of a lowpass filter,
without (or with negligible) interference from the other replicas.
The latter signal components, carrying useful power as well,
can in turn be extracted by multiplication of the received wave-
form by properly delayed replicas of ¢(¢) followed by lowpass
filtering, as illustrated in Section III. More specifically, from
Fig. 3, it is seen that, in addition to the signal spectrum centered
on the origin, there are eight other spectral replicas generated by
the paths with delays 7y, 7, 73, and 74. Indeed, recalling (19)
and the ensuing discussion, the kth path gives rise to two spec-
tral components (identified with the indices k7 and k- in Fig. 3),
centered around the frequencies 2m7y and fg — fr — 2m7y, k
= 1,2, 3,4, respectively. The actual values of these frequen-
cies are specified in Table II.

B. Merging Branch Outputs

As mentioned earlier, the receiver is made up of K par-
allel branches, designed to jointly extract and elaborate up to
K replicas of the signal received from the multipath UWA
channel. The kth branch proceeds to despread/downconvert
the received signal through its multiplication by ¢(t — 7%),
as described in Section IV, where 74 is an estimate of the
propagation delay on the kth path. Assuming error-free delay
estimates and exact resolvability of the signal on all branches
according to the criteria identified in Section V-A, the sampled
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Fig. 3. Power spectral density of the received signal after downconversion/
despreading of the strongest path (k = 0). The vertical scale is arbitrary. The
system parameters are the same as in Fig. 2 and are specified in Section VI.

output of the kth branch takes on the form of (10). All branch
outputs are then combined according to the MRC optimality
criterion, as follows:

K-1
4= Y hive (22)
k=0

where h, is the estimate of the kth path gain. The sequence of
samples (22) is then fed to the decoder/data detector for further
processing.

As mentioned in the Introduction, the above approach is
reminiscent of that employed in the so-called “rake receiver”
proposed for conventional DS—SS modulations [12, Ch. 13.5],
even though the context here is different from that envisaged in
typical electromagnetic wireless links. Actually the mechanism
generating mutual interference between two replicas of the
signal arriving from different paths is not the same in DS—SS
and S2C. In the case of a DS—SS system, the spreading code
is normally designed so as to be self-uncorrelated, i.e., it is
sufficient to shift two signal replicas by just one code chip,
and the mutual interference, after the despreading and matched
filtering stages, is reduced by approximately the spreading
factor. This interference does not decrease further if the delay
between replicas grows. In the frequency domain, the pres-
ence of the interfering signal results in a small increase in the
(approximately white) spectral level of noise and interference.
Conversely, in the case of an S2C system, achievement of
orthogonality between the signal replicas relies on the ability
of the frequency ramp to separate their spectra, and in turn
this depends jointly on the relative time delay between the
paths and on the slope of the ramp itself. It follows that, due to
the presence of the out-of-band ripple in the baseband signal
spectrum and the rolloff region (with sidelobes as well) of the
matched filter responses, the amount of mutual interference
depends on the frequency-domain distance between the spectra
after despreading/demodulation: the larger this distance, i.e.,
the larger the relative delay between the two replicas and/or the
ramp slope, the lower will be the interference, and vice versa.
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Fig. 4. Testbench: NI chassis hosting controller and data acquisition board, PC
with LabView, spectrum analyzer.

Furthermore, the demodulation process in the S2C system
is affected by occasional frequency jumps of the interfering
replicas (see, e.g., [7, Fig. 4]), representing a specific form of
disturbance that is absent in the DS—SS context.

However, assuming the K paths can be resolved, we can
borrow from the rake receiver the expression of the asymptotic
gain in power efficiency

K-1

k=0 2 {Ihs*}
E{[hol?}

where E{-} denotes statistical expectation that can be achieved

with respect to the receiver operating on the single path of gain
hg. This result has been confirmed by simulations (Section VI).

Gr =

(23)

C. Hardware Implementation

Now we briefly present our real-time implementation of the
modem architecture discussed in the foregoing sections. The
testbed is based on National Instruments (NI) hardware [13],
controlled by LabView (LV) applications. Specifically, we used
the chassis NI PXIe-1085 equipped with the controller NI PXIe-
8135 and the data acquisition board NI PXIe-6361. The en-
tire system is controlled by an LV-based code that exploits the
built-in functions provided in the RF Communications toolkit.
The transmitter and receiver sections of the modem were both
entirely implemented in hardware. Fig. 4 shows the complete
test bench used for the modem implementation, composed by
the controller board within the chassis, a PC running ad hoc LV
application software and also a spectrum analyzer.

VL

The transmission architecture in Fig. 1 was implemented and
assessed using the hardware testbed described in Section V-C,
in conjunction with the software package Bellhop [14], a pop-
ular open-source simulator of the UWA environment. In par-
ticular, this simulator permits to identify both the coherent and
noncoherent channel profile, i.e., for a fixed number of paths,
their complex-valued (modulus and phase) gains, or simply their
RMS values, versus propagation delay, to be associated to an ar-
bitrary UWA operating scenario.

For simplicity, in the following, we limit our consideration to
a single scenario, characterized by shallow water (130 m) with
sound-speed profile versus depth typical of the summer period
and plotted in the left section of Fig. 5. The values assumed for
the main geometric and acoustic parameters of the UWA sce-
nario are summarized in Table I, while Fig. 6 provides a pictorial

SIMULATION RESULTS
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Fig. 5. Ray tracing produced by Bellhop.
TABLE I
MAIN ACOUSTIC AND GEOMETRIC PARAMETERS OF THE UWA SCENARIO
TX depth 20 m
RX depth 80 m
Horizontal distance 500 m
Bottom type gravel
Bottom depth 130 m
Surface (for reflection properties only) | sea state O
Sound-speed profile see Fig. 5
Center frequency 26 kHz
TX launching angles 0°:+180°
s
20m
Sc2 80 m

TX

>4

o
“RX

500 m
Fig. 6. Geometry of the UWA link.

50 m

representation of the link geometry. In the right section of Fig. 5,
we also show the curves produced by the Bellhop ray tracing
tool that can be used to calculate the channel power-delay pro-
file.

Using the ambient parameters of Table I and the Bellhop tool
it is possible to create a multipath propagation model with a
fixed number of paths. Here we limit our attention to the first five
strongest paths (direct plus four experiencing single or multiple
reflections from the surface and/or the bottom). We note that
simulations carried out with a larger number of paths (up to 15)
showed negligible deviations from the results obtained with five
paths.

With reference to the link geometry of Fig. 6, the resulting
power-delay profile is visible in Table II. From Bellhop, it can
be seen that the power associated to these five paths amounts to
more than 96% of the total received power in the above scenario.
For simplicity, the powers associated to the paths in Table II are
normalized so that they sum up to unity. Moreover, the atten-
uation over the direct path is assumed deterministic, while the
other path coefficients are modeled as independent identically
distributed circular Gaussian variables with zero mean and nor-
malized powers given in column 2, rows 1-4 of Table II. As to
the spectral shifts specified in the last column of Table II, their
meaning is defined at the end of Section V-A.
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TABLE 11

POWER-DELAY PROFILE FOR THE FIVE-PATH CHANNEL

Path Normalized Relative Spectral
power delay [ms] shifts [kHz]
0 0.388 0 0
1 0.380 16.11 1.227, 14.773
2 0.198 60.04 4.575,11.425
3 0.025 99.84 7.607, 8.393
4 0.009 173.49 13.218,2.782
TABLE III
PHYSICAL LAYER PARAMETERS
Ty 210 ms
Tp 2T,
M 20
o 0.2
Symbol spacing 1.5 ms
Payload length 1024 symbols
Modulation DQPSK
Codec uncoded, BCH (1431, 2047)
Data rate (payload) 1333 bit/s, 931 bit/s
1 18 kHz
fu 34 kHz
Teor 8/(fir — 1)

Finally, the physical layer communication parameters used
throughout the trials are specified in Table III.

The five-path channel defined by Table II was implemented
on the NI testbed using the previously described model. In par-
ticular, for every channel realization, the receiver input is gen-
erated by combining five versions of the transmitted waveform,
each with a different delay and attenuation according to the sta-
tistics specified in Table II and remarks thereof. The SNR, de-
fined as the ratio between the average energy per symbol re-
ceived through all considered paths to the noise power spec-
tral density, is varied by injecting AWGN with variable spectral
level.

Specifically, our purpose here is to compare the performance
of the conventional receiver in [7] with that achievable by the
multiple-branch parallel structure in Fig. 1 where we assume K
= 3. This seems a reasonable choice to achieve a substantial
gain without exceeding in receiver complexity. To this aim, we
observe that, from (23) and from the values in the first three
rows of Table II, corresponding to the three strongest paths, the
maximum expected gain of the three-branch receiver is G ~
3.96 dB. This margin seems to be actually achievable in view
of the fact that the parameters §7,,;, and §7y., do largely sat-
isfy condition (21): dTmax/dTmin & 10.77 < M — 1. Further
to be noted, since the three considered signal components can
be exactly separated by the receiver, the relative phase rotations
associated to the path gains are immaterial, and the receiver per-
formance is only affected by the noncoherent power-delay pro-
file.

Fig. 7 shows plots of the BER versus SNR obtained for
uncoded transmission assuming error-free channel estimation
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and carrier/symbol synchronization in all receiver branches.
The plots were obtained from Monte Carlo simulations over
a large number of channel and symbol realizations. The two
curves of BER are relevant to the conventional single-branch
receiver (K = 1) and to the three-branch receiver (K = 3). It
is observed that the latter scheme asymptotically outperforms
the former by around 3.3 dB, very close to the asymptotic gain
Gr.

Fig. 8 shows curves of BER versus SNR for the same single-
branch and three-branch receivers, obtained in the more realistic
situation in which the transmitter employs a BCH encoder, with
coding rate r = 1431/2047 ~ 0.7, and the receiver actually
incorporates the channel estimator and the carrier/symbol syn-
chronizer discussed in Section IV. The benefit in terms of SNR
gain provided by the multiple-branch receiving structure is still
apparent. For example, at BER = 1072, this gain is around the
asymptotic value of 4 dB, while the advantage provided by the
BCH encoder with respect to uncoded transmission (curves in
Fig. 7) is more than 3 dB.
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In passing, we also assessed the receiver behavior with the
MRC replaced by the simpler scheme known as equal gain com-
biner (EGC) [12, Ch. 13.4] where the combination rule is as in
(2) with izz replaced by izi /|hx|. This led to a negligible per-
formance degradation (results not shown) with respect to MRC
in the scenario of Table II, as is to be expected when there is
no definite predominant path, as in links where the transmit and
receive transducers are weakly directive, and thus the strength
of the surface-reflected (and possibly bottom-reflected) path is
comparable to that of the direct path. Conversely, when the path
levels are strongly unbalanced, the MRC approach is likely to
exhibit an edge.

It is now appropriate to briefly discuss the performance of the
path delay estimator which, as we have seen, plays an important
role for synchronization of the despreading waveforms in the
multiple-branch receiver, as well as for symbol timing recovery.

As discussed in Section IV, the delay is estimated by deter-
mining the instant at which the squared correlation (13) exhibits
a peak. Of course, a necessary condition to get an accurate es-
timate is that the sampling rate at the receiver input be ade-
quately high. The results presented here are obtained using a
sampling rate of 100 kHz, a condition which, recalling the data
of Table III, corresponds to taking 100 samples per symbol and
slightly more than three samples per cycle at the highest instan-
taneous frequency fg of the waveform ¢(2). In addition, to fur-
ther improve the accuracy of the above estimator, we resorted
to a parabolic interpolator operating on the highest sample of
the squared correlation and on the adjacent two. This scheme
was considered satisfactory insofar as a further increase of the
sampling rate was observed not to entail any additional gain in
terms of root-mean-square estimation error (RMSEE).

Fig. 9 shows plots of RMSEE affecting the delay estimates
for the three strongest paths of the five-path scenario defined by
Tables I-I1II as a function of SNR. As expected, the lowest curve
is the one relevant to the strongest (direct) path (k = 0) while
the other two curves, relative to paths experiencing a single (k
= 1) or a double (k = 2) reflection, are somewhat shifted ver-
sions of the former along the SNR axis, where the shifts are to be
ascribed to the different (statistically smaller) path gains. Also
to be noted, when the SNR grows, all curves do not decrease in-
definitely, but rather they tend asymptotically to different con-
stant (floor) values. This behavior can be explained observing
that even though the five signal replicas are sufficiently shifted
from one another as to be substantially uncorrelated, neverthe-
less they exert a mutual irreducible disturbance whose impact
is felt even when the noise vanishes. Accordingly, the different
floor levels are related to the different values of signal-to-mu-
tual-interference ratio existing between the signal replicas.

Furthermore, we found that the delay estimates are substan-
tially unbiased for all paths, and this holds true in general pro-
vided that the correlation peaks are well separated from one an-
other, i.e., when conditions (21) are met.

We also assessed the sensitivity of the data detector to
residual errors after estimation and compensation of the
Doppler-induced distortion on each receiver branch. Indeed, in
the presence of relative motion between the transmitter and the
receiver, the signal replicas received from the channel paths

.. A
are compressed or expanded in time by the factors by, = v, /cs,

RMSEE

-3
T R

q4 12 -0 8 6 4 2 0 2 4 6 8 10 12
SNR [dB]
Fig. 9. RMSEE versus SNR, five-path channel, delay estimate for k = 0, 1, 2.
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k = 1,...,K, where v is the relative speed between the
two terminals, and ¢, is the sound speed. We note that 1) this
distortion cannot be merely regarded as a frequency shift, in
view of the large relative bandwidth occupied by the S2C
waveform, entailing different Doppler shifts at the band edges;
and 2) each path undergoes a specific distortion depending
on its angle of arrival at the receiver. As noted at the end of
Section II, when the above effects cannot be neglected, the
receiver must incorporate a block for estimation of the factors
by, and cancellation of the Doppler distortion from each receiver
branch. Here we do not focus on any specific algorithm for
estimation/cancellation of the Doppler distortion, and limit our-
selves to evaluate the sensitivity of the receiver BER to errors
in the estimation of the bg's. Our aim is to provide a measure of
the errors the receiver can tolerate with negligible performance
loss and also to compare the behavior of the multiple-branch
receiver versus the single-branch receiver to this specific type
of channel impairment. To proceed we let e, denote the error in
the estimation (and subsequent compensation) of b, for the kth
receiver branch, and model the quantities e, k = 1,..., K, as
independent zero-mean Gaussian RVs with equal variance o%,.
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In Fig. 10, we provide some results for the uncoded case,
in the form of BER curves versus SNR obtained in the same
conditions as Fig. 7, except for the presence of the residual
Doppler errors ¢ on the receiver branches. Similar results were
observed for coded transmission. Inspection of the figure reveals
that these errors affect the multiple-branch and single-branch
receivers approximately in the same way. Specifically, we note
that: 1) the impact of residual Doppler distortion is negligible
provided that ¢ is around 109 or smaller; 2) larger values of
op,say op = 1073 or op = 10~ %, progressively degrade the
receiver performance and introduce a floor in the BER curves;
and 3) in any case, the multiple-branch receiver exhibits a sig-
nificant edge over the single-branch structure for a given op.

VII. CONCLUSION

We have proposed and assessed an alternative implementa-
tion of a receiver for S2C transmissions over time-dispersive
UWA channels, based on a multiple-branch parallel archi-
tecture. Each branch has the task to extract and process the
signal received from one of the paths, and the outputs of the
branches are finally combined together in an optimal way. We
have shown that the above structure is capable of significantly
improving the system power efficiency with respect to the
classical single-path-based S2C receiver. In particular, we
have identified conditions allowing the signal replicas from
the various paths to be exactly separated. A real-time version
of the system has been implemented on a hardware testbed,
and its performance has been assessed in the laboratory using
typical UWA channel models. For the common situation where
in addition to the direct path there are also a few single- or
double-bounce reflected paths of nonnegligible level, we have
shown that it is possible to achieve power gains of a few
decibels in comparison with the single-path receiver. We also
discussed an algorithm for synchronization of the despreading
signal and for symbol timing recovery, and analyzed its impact
on the receiver performance. Finally, we assessed the sensitivity
of the multiple-branch receiver to residual Doppler distortion,
showing that it still provides a significant margin with respect
to the single-branch structure.
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Soft Symbol Decoding in Sweep-Spread-Carrier
Underwater Acoustic Communications: A Novel
Variational Bayesian Algorithm and its Analysis

Arunkumar K.P. and Chandra R. Murthy

Abstract—Sweep spread carrier (S2C) based underwater
acoustic (UWA) communications is a practically attractive but
less explored modulation scheme in the published literature.
In this paper, we present a rigorous treatment of the S2C
communication receiver design and propose a data detection
scheme that can handle challenging UWA channels. State-of-the-
art S2C receivers based on the gradient heterodyne processing
are only effective when the path delay and Doppler spread are
moderate. We develop a new variational soft symbol decoding
(VSSD) algorithm based on the principle of variational Bayes’
inference for a general linear channel model. In channels with
moderate delay and Doppler spreads, we show that the VSSD
algorithm is equivalent to the existing gradient heterodyne
receivers for S2C communications. We apply the VSSD algorithm
to the i.i.d. Gaussian multiple-input multiple-output channel and
show, through numerical simulations, that it far outperforms
the minimum mean squared error (MMSE) data detection. We
illustrate the dramatic improvement in the performance of the
VSSD based S2C receiver in two different models of simulated
UWA channels and two contrasting measured UWA environments
publicly available in the WATERMARK channel dataset. The
proposed VSSD algorithm recovers data symbols at a signal-
to-noise ratio (SNR) which is at least 10 dB (8 dB) lower
than the MMSE decoder for uncoded (rate 2/3 LDPC coded)
communications over UWA channels where the existing receivers
either fail completely or must compromise on the data rate to
maintain the bit error rate (BER) performance.

Index Terms—Underwater acoustic communications, sweep
spread carrier communication, variational Bayes’.

I. INTRODUCTION

Undersea exploration and monitoring presents vast op-
portunities and challenges alike — but a major hurdle to
such missions arises from the difficulties in communicating
underwater over long distances. Severe attenuation in the
marine medium limits the range of electromagnetic, optical
and magnetic induction based communications to just a few
meters, leaving acoustic communications as the de facto means
for wireless data transfer across tens of kilometers [2]-[4].
All the same, underwater acoustic (UWA) channels are by
far the most difficult media for communication. They present
a serious bottleneck in marine data networks due to limited
data rate and large power demand. In particular, the data
rates are limited by large delay spreads and path-dependent

Arunkumar K. P. is with the Naval Physical Oceanographic Laboratory,
Kochi 682 021, India (e-mail: arunkumar@npol.drdo.in). This work was
carried out as part of the PhD program at Indian Institute of Science,
Bangalore. Chandra R. Murthy is with the Dept. of ECE, Indian Institute
of Science, Bangalore 560 012, India (e-mail: cmurthy @iisc.ac.in). A part of
this work was published in [1].

Doppler shifts. Multipath propagation of sound results in a
delay spread in the order of tens of milliseconds [5] and time
variations cause path-dependent Doppler shifts that are non-
uniform over the bandwidth of the acoustic signal. Also, the
communication nodes in an underwater sensor network are
usually battery operated, and are therefore highly constrained
on the amount of transmission power. High performance
receivers, that recover data symbols at a low signal-to-noise
ratio, are highly desirable in these applications.

Sweep spread carrier (S2C) communications [6] is inspired
by the chirp, whistle and song type signaling used by dolphins
and whales to communicate over long distances [7]. It uses
linear frequency modulated (LFM) waveforms as carriers of
digital data. The S2C transmission waveform, modulated by
unimodular signal constellations such as quadrature phase
shift keying (QPSK), has an ideal peak-to-average power ratio
(PAPR). The technique is therefore battery friendly and im-
plemented in a wide range of full-duplex commercial acoustic
modems that are used in underwater sensor networks com-
prising autonomous underwater vehicles (AUVs), autonomous
surface vehicles (ASVs), and moored underwater sensor nodes
[8]-[11]. Secure, reliable and covert communications, with a
low probability of intercept, is rendered possible due to use
of high bandwidth coded chirp carriers whose exact pattern
is known only to the transmitter and designated receiver. The
details of the S2C transmitter and receiver side processing,
performance analysis, and experimental results can be found in
[12]-[16]. Despite its practical merits, success with real world
deployment, and commercialization, relatively few published
works such as [17] have explored and developed S2C commu-
nication further. In this paper, we present a rigorous treatment
of the S2C design principles, and propose an improved S2C
receiver that can handle challenging UWA channels.

The S2C receiver in [6] extracts only the copy of a symbol
arriving along the direct path. As a consequence, the part of the
transmitted symbol energy arriving along paths other than the
direct path is ignored. In [17], the authors use a maximum ratio
combiner (MRC), which improves the performance of an S2C
receiver by leveraging multipath diversity. The receiver in [17]
performs well only when: (a) the ratio of the maximum delay
spread to minimum differential delay among path arrivals is
below a certain value, and (b) the Doppler spread is small. If
either condition is violated, the intersymbol interference (IST)
cancellation becomes imperfect and MRC becomes suboptimal
and ineffective.

The authors in [6] and [17] did not consider the effect



of Doppler. Doppler due to relative motion between the
source and receiver manifests as dilation/compression of the
transmitted waveform. The effect of Doppler in underwater
acoustic communications cannot be modeled as a frequency
shift unless the waveform has a small time-bandwidth product.
For large time-bandwidth product waveforms, typical of S2C
communications, even for small relative speeds (comparable
to ¢/2v, where ¢ is the speed of sound in water and ~ is
the time-bandwidth product of the transmitted signal), the
underwater channel is best modeled as a wideband delay-
scale channel [18]-[20]. In this paper, we consider an S2C
communication system similar to [6] and [17] but for the
more general underwater channel model that includes the time-
scaling effect of Doppler on the transmitted waveform.

Previous studies on UWA communications have considered
the MMSE equalizer for (hard) data symbol detection or joint
channel estimation and data detection in orthogonal frequency
division multiplex (OFDM) and code division multiple access
(CDMA) based communications [21]-[25]. However, in coded
communications, it is more important to estimate the soft
symbols rather than perform hard symbol decision [26]. The
variational Bayes’ (VB) inference is a promising approach to
obtain soft symbol estimates because, by design, it directly
infers the posterior distributions of the transmitted data sym-
bols. However, to the best of our knowledge, other than our
initial work in the area [1], [27], [28], VB based soft symbol
estimation has not been explored in the literature.

In this paper, we present a new mathematical framework
for S2C communications. Based on this, we develop a new
decoder that uses the principle of variational Bayes’ inference
to determine the soft symbol estimates in harsh UWA channel
environments. Our specific contributions are:

1) We present a mathematical framework for S2C data

detection in doubly-spread UWA channels.

2) We show that the S2C receivers in [6] and [17] closely
approximate the minimum mean squared error (MMSE)
decoder for the AWGN channel and moderately delay
spread UWA channels with well resolved path delays.

3) Previous works considered benign channels, but in prac-
tice the channel is rarely benign. We theoretically analyze
the limitations of the existing S2C receivers in highly
spread UWA channels and elicit the need to consider
better receivers such as the MMSE receiver designed for
the system model in this paper.

4) In coded communications, it is required to obtain good
soft-symbol estimates, which the previous S2C receivers
do not consider. Using the VB inference approach, we
derive a new iterative log-likelihood ratio (LLR) based
soft symbol decoding receiver.

5) We show that the fixed point iterations for LLR based
soft symbol decoding converge to a local optimum in
the general case, and to a global optimum for orthogonal
channel matrices whose important special cases are the
AWGN and Rayleigh channels. Specifically, in AWGN
and Rayleigh channels, we show that the proposed vari-
ational soft symbol decoder (VSSD) is a maximum-
likelihood (ML) decoder and converges in a single it-
eration.

6) Through extensive numerical studies, we demonstrate
the strong performance of the VSSD in harsh simulated
channels where existing S2C receivers fail completely.
For the WATERMARK channel dataset, we develop a
suitable baseband measurement model for the S2C system
and present the superior performance of the proposed
decoder in two contrasting real world channels.

We develop the system model in Section II. In Section III,
we derive the existing S2C receivers as specialized MMSE
symbol decoders and elicit the limitations of these receivers in
Section IV. In Section V, we present improved S2C receivers —
the MMSE decoder and the new VSSD — that can handle harsh
channel conditions. We present the results of our numerical
studies in Section VI and conclude in Section VII.

II. SYSTEM MODEL

Consider an S2C system as in [6] and [17]. At the trans-
mitter side, the carrier waveform is a succession of linear
frequency modulated chirp pulses, each swept from a lower
frequency limit f; to an upper frequency limit fy over a
sweep duration Ty, given by:

c(t) =M 0<t<T,, (1)

where
o(t) 2 21 (frtr(t) + met2(t)) )

is the time varying phase of the carrier waveform, with ¢,.(t) =
t— {TL,WJ T,w being the periodic ramp function having period
Ty, 2m. = 1L is the chirp rate, T, = N,Ti is the
total carrier duration, and N, is the number of chirp pulses
comprising the carrier waveform.

The message signal containing pilot and data symbols is:

N-1
s(t) = skg(t — kT), 3)
k=0
where sg, k = 0,..., N —1, are a sequence of symbols drawn

from a constant-modulus constellation such as quadrature
phase shift keying (QPSK), 7" is the symbol duration, N = %
is the number of symbols in the data packet and g(t) is a
pulse shaping function, for example, a root-raised-cosine pulse
with roll-off factor a. We denote the symbol bandwidth by B,
which is given by B = # For a symbol interval T' (< Tgy,),
we can mount up to M = |Ty,/T'| symbols within a chirp
pulse. Note that there are N = M N, symbols in a data packet.
For simplicity, we assume that Ty, /T is an integer.
The modulated transmit signal is given by

2(t) = Re[s(t)c(t)], @)

which is prefixed with a preamble pulse and appended with a
post-amble pulse to form a transmission frame. The preamble
and post-amble are used for timing and synchronization, and
for estimating the channel. A guard interval of T}, is used after
(before) the preamble (post-amble) pulse to facilitate channel
estimation. Using N, > 1 helps in amortizing the overhead
due to the guard interval over the total carrier duration of 7.



The time-varying impulse response of the UWA channel is
modeled as [29]:

Np—1

> hy(t)d (T = 7p(1)), 5)

p=0

h(t,7) =

where h,(t) and 7,(t) are the time-varying amplitude and
delay, respectively, of the pth path, and Np is the number
of significant paths in the channel. The delay-scale model in
(5) capture the effects of multipath propagation (i.e., reflec-
tion, scattering, and refraction) and the time variation of the
propagation delays due to source-receiver motion, scattering
by fluctuating ocean surfaces, and internal gravity waves such
as interfacial waves and solitons within the fluid medium. As
in [21]-[24], we assume that the path amplitudes are constant
within a data packet, that is, hp(t) = hp, and that the time
variation of the path delays due to Doppler rate a, can be
approximated as

p(t) = Tp — apt. (6)

After coarse Doppler scale compensation and synchroniza-
tion, the received signal is given by

Np—1

y(t) = Z Yp

p=0

where w(t) is the additive white Gaussian noise (AWGN),
yp(t) = hyRe{s(t — 7,(t))c(t — 7,())} is the Doppler
compensated and timing adjusted version of the S2C signal
reaching via the pth path, t = ”T is the rescaled and shifted
time-axis, a is the coarse Doppler scale estimated using the
preamble and post-amble as in [29], and 7 is the starting
time instance of the first (data) chirp pulse estimated from
the preamble/post-amble as in [6] but after resampling. Using
(6), we can write,

(t) +w(t), ()

N-1
Yp(t) = hyp Z (Sk.,Re COS P (1) — Sk1m SN Pp (1)) Gp,k (1),
k=0
- ®
where g, (t) £ g (14 byt — 7 — kT), with b, = 2= and

Tp = Tp— (14b,)7 being the residual Doppler scale and delay
of the pth path after compensation, respectively, si re (5k,im)
is the real (imaginary) part of the symbol si, and ¢,(t) =
¢(1 + byt — 7p) is the time-scaled and delayed version of the
carrier phase in (2).

Upon sampling at a rate Fy (= 1/T, where T is the
sampling period), we may re-express the received signal in
(7) in a vector form relevant to data detection, as:

y =Hs+w, )
where
H = [Cohv_sohy~~»CN71h,—SN,1h] GRNLXQN’
h = [hoahl,-..,hNP_l]TGRNPX17
8 = [SO,Rea $0,Imy - - - 5 SN—1,Re> SN—l,Im]T c RQle,
W~ ./\/‘(070'2_[2]\/')7

L = | F,T| is the number of samples in the symbol duration,
Cr, € RVEXNe and S;, € RVEXNe are matrices whose entries

are given by Ci(l,p) = cos ¢p(ITs) gp.i (IT5) and Sk(l,p) =
sin ¢, (ITs) gpx (ITs), for 0 <k < N—-1,0 <1< NL —
land 0 < p < Np — 1, and Iy denotes the 2N x 2N
identity matrix. Since g(t) = 0,¢ ¢ [0,7], entries of Cj(:
,p) € RNLX1 and Si(:,p) € RVNEXL are zeros except for
le {Pﬁ-k:ﬂ ' r,,+kT1TJ }
1+b,T, VL 14b, T

We now address the proﬁlem of data detection for the S2C
communication model. First, we examine the two existing
S2C receivers in the literature — the gradient heterodyne
(GradH) receiver, pioneered in [6], and the path-based gradient
heterodyne (pGradH) receiver proposed in [17].

ITI. EXISTING S2C RECEIVERS: GRADH AND PGRADH

We show that the GradH and pGradH based S2C receivers
are minimum mean square error (MMSE) symbol detectors
for the AWGN channel and a delay spread channel with
well resolved path delays, respectively. We then introduce the
reduced data measurement model, at the output of the GradH
and pGradH preprocessors, that will be used in this work.

A. Optimality of GradH Receiver
Consider the received signal for the AWGN channel (Np =
1,70 = 0,bp = 0, hy = 1), given by
N-1

y(t) :Z(sk,Re cos ¢(t) — sk, msin ¢(t))g (t — kT)+w(t).

k=0
Upon sampling, the received signal is as in (7) with the
channel matrix taking the block-diagonal form H = @ =

diag{Qo, Q1,...,Qn_1} € RVLX2N "where,

cos ¢(F)[0] sin p(®) [0]

cos pF)[1] sin p(F)[1]
Q. = diag (g) : : € RYX2,

cos pM[L — 1] sinp®[L — 1]

g = [9(0).9(T2),....g (L—1T.)]" € RE, and ¢M[1] =
¢(( )T+ZTS),/5=/<—L M, 1= 0,...,L— 1,
k =0,1,...,N — 1. In this case, there is no inter-symbol

interference (ISI), and the measurement corresponding to the
kth symbol is given by

Yi = QrSk + Wi, (10)
where, for k=0,..., N — 1,
vi = [yl(k=DILLyl(k—1DL+1],...,ykL —1]]"
T
S = [sk,Re» sk,lm]T S { [il/\/ia il/\@} } 5
wi = [wi0],...,w[L —1)]T ~ N (0,0%I,) .

For equiprobable symbols sj, the MAP solution to (10) is
the same as the ML estimator, and is given by

s = argmin[lye — Qusela, (1)
see{[x1/v2,+1/v2]"}
and the MMSE solution to (10) is given by
. -1
SI(CMMSE) =S [(Qng +0212) Q{y;e} ’ (12)



where S [-] is the slicing operation that quantizes each entry
of its argument vector to the nearest symbol in the QPSK
constellation.

Suppose the symbol time 7' (and hence L) is sufficiently
large and the pulse shaping function, g(t), is smooth, so that
the following holds for all 0 < k < N — 1:

L—-1

3 g2 (IT) cos? (¢<k> ) Z ¢2(IT,) sin (ng [l])%ﬁ,

=0

% g (ITs) cos <¢(k)[ ]) sin (qb(k) [”) ~ 0,

where 3 £ 3 ZlL o g%(ITy). Then, we have QT Qy =~ Bls.
To observe the goodness of this approximation, consider the
S2C system in Table I, L = 50 raw samples per symbol, and
a root-raised cosine pulse shaping function g(¢) with a roll-
off & = 0.25 and truncated to the symbol span. The diagonal
entries of Q¥ Qy, differ by at most 0.09 dB, since

L—1
3 *(IT) cos (2¢<k> m)
=0

and the off-diagonal entries are at least —20 dB down com-
pared to diagonal entires, since

CRIUENCEI)

1
ml?xg < 0.02,

< 0.01.

1
ml?x 3

Under these conditions, the MMSE receiver in (12) simplifies
to the symbol-by-symbol decoder:

é](cGradH) (13)

= Szi],
where z;, = fyk. Note that Q)i can be viewed as a lowpass
filter, and there is a decimation by a factor of L in going from
yi to z;. From (10), we see that z; =~ (8sj + v, Where v, =
QFwy ~ N(0,B80°L5), is affected only by the kth symbol.
Also, z;, is a sub-vector of z = QTy € R2V*! whose entries
are precisely the sampled versions of the lowpass filtered in-
phase and quadrature outputs of gradient heterodyne operation,
as in [6], on the received signal. Therefore, the GradH receiver
in [6] realizes a near MMSE decoder for S2C communication
over an AWGN channel.

While the GradH receiver in (13) is an MMSE symbol
detector for the AWGN channel, the receiver works reasonably
well even for ISI channels with moderate delay spreads, as
elaborated in [6]. It is shown in [17] that the GradH receiver
recovers the symbol arriving along the direct path when

57—max < Tsw S M(STInina

IR 9

where 0Tmin = ming<icj<ng—1 |7 — 7j| and dTmax =
maxo<; j<nNp—1 |7; —7;| are the smallest and largest separation
between any two path arrival times 7; and 7;, and M = %
is called the spreading factor.

B. Optimality of pGradH Receiver

The pGradH receiver in [17] combines the symbol arriving
along paths other than the direct path to leverage multipath
diversity in addition to the gradient heterodyne and lowpass
filtering operation. Here, we show that pGradH is a near
MMSE decoder when the path delays are well resolved and
condition (14) holds.

For a given channel H, the MMSE receiver is given by

§MMSE) _ g [(HTH +0%hy) HTy] .35
When condition (14) holds, CiT C; = kcln,6;5, where ko =
Ci(:,p)TC;(:,p) is nearly the same for all 0 < i < N — 1
and 0 < p < Np—1, and 9, ; is the Kronecker delta function.
Similarly, S7'S; ~ kgIn,d; ;, where ks = S;(:,p)TSi(:, p),
and CF'S; ~ 0. Under these approximations, the MMSE
receiver in (15) simplifies to the pGradH receiver in [17],

Np—1
ég)GradH) l Z |h P|2 P)‘| , (16)
where .
"= QP y, (17)
cos qﬁ,(,k) [0] sin ¢(k) [0]
(k) (k)
cos 1 sin 1
Q) —aag (gv) | 7,
cos gb(k)[ —1] sin gb(k)[ —1]

g?) ¢ RL has entries that are samples of the com-

pressed/dilated and delayed pulse shaping function, gl(p ) =

g (TF0ITs — ), 61 = o, (( —1)T+ZTS), i
k—|&]M, 1 =0,...,L—1,p=0,...,Np — 1, and
k=0,1,...,N — 1. Stacking up 2", k = 0,1,...,N — 1,
into a vector, we get

7z(P) — Q(P)Ty c RQNM’ (18)

where QP) = diag{Qgp),Qgp), . (p) 1} € RNLX2N The
entries of z(P) are sampled Versions of the lowpass filtered
in-phase and quadrature outputs of path-matched gradient
heterodyne operation, as in [17], on the received signal.

C. Reduced Data Measurement Model

We now present the data model for measurements, at symbol
rate, at the output of the GradH and pGradH preprocessors.
Henceforth, we use this reduced data measurement model in-
stead of the raw signal samples at receiver front-end sampling
rate, Fy, in (9).

The measurements at the output of GradH preprocessing,
i.e., gradient heterodyne operation and lowpass filtering, can
be written in the form

z=Gs+v, 19

where G = QTH € R?V*2N s the channel matrix at the
output of the GradH preprocessor and lowpass filter, and
v = QTw ~ N(0,02QTQ). In the special case of an
AWGN channel (i.e., H = @), with a large enough symbol



duration 7" and smoothly varying pulse shaping function g(t),
the channel matrix G = Q7' Q ~ B,y is nearly diagonal and
v ~ N (0, B02I5x), as shown in Sec. ITI-A.

The measurement model at the output of pGradH pre-
processing assumes the same form as in (19), where z €
R2V is the output of the MRC processor given by z =
St l,f t2?), G = St o ik G®) e RN s the
effective channel matrix at the output of the MRC proces-
sor, GP) = Q(p)TH € R2NX2N jg the channel matrix at
the output of the pth branch of the pGradH preprocessor,
v = ;)V;al ‘:pp‘QV(p) € RV and viP = QT
N(0,52Q®TQ®)). For a moderately delay spread channel
with well resolved path delays and large symbol duration,
QWTQW ~ B6, ,Ion,0 < p,q < Np—1 due to (14). In this
case, GP) ~ Bhplan, v ~ N(0,302I5x), and therefore
G, the channel matrix at the output of the GradH and pGradH
preprocessors, is nearly diagonal.

In the next section, we bring out the need to consider alter-
nate S2C receiver processing in large delay spread channels.

IV. LIMITATIONS OF GRADH AND PGRADH RECEIVERS

For both GradH and pGradH receivers, the condition in (14)
is needed to ensure that the ISI is negligible after gradient
heterodyne operation and lowpass filtering. The condition (14)
places a lower limit on the minimum differential path delay,
0Tmin, Of the multipath arrivals to avoid ISI ensuing from the
mixing of adjacent symbols at the GradH and pGradH prepro-
cessor outputs [17]. The condition (14) also places an upper
limit on the channel delay spread, d7y,.x, to avoid interference
between the symbols on the corresponding frequency sweep
slots of different chirp pulses. Together, these limits require
the symbol rate, R = 1/T, of the existing S2C receivers to
satisfy

R< Jo— fr mln{éTmma SW
- 1+« Tow

67—max}

(20)

The upper limit on the achievable rate, in (20), is maximized
when Ty, = 0Tmax + 0Tmin, and the maximum rate achievable
by the existing S2C receivers is given by

R _ fH - fL 6Tmin
max 1+a /) 6Tmax + OTmin

Note that the rate limiting condition R < R,ax to avoid ISI
at the preprocessor output of the existing S2C receivers, is
equivalent to imposing a lower bound on the spreading factor:

M > ‘;me + 1. When the system is operated at a symbol

rate R = Ruax, the spreading factor M = ‘tmdx + 1.

Existing S2C receivers entail ISI when operating at a
symbol rate greater than R,,,x. Consider, for example, the
S2C system in Table I operating in a UWA channel simulated
in Sec. VI-Bl. There are 20 QPSK symbols (i.e., 40 bits)
in one chirp pulse (S2C block) of duration 7y, = 10 ms.
Figure 1 shows a transmitted S2C frame, where the symbols
s;; and s; ;41 can potentially interfere with the detection
of s; j4+2,7 = 1,2,3. Figures 2 and 3 display the images
of the raw channel matrix H, in (9), and the corresponding
effective channel G, in (19), respectively. Yellow pixels show

2n

f Ist 2nd Nth
Preamble Data Block DataBlock  *" Data Block Postamble
- Sy
- 2
/ /
! Guard Guard /
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ki T < < > >
VT T, s t

Fig. 1. An S2C frame consisting of preamble, N, chirp pulses (data blocks),
and post-amble. Although T > avoids ISI among adjacent symbols,
inter-block interference (IBI) among the symbols mounted on the same
frequency sweep slots (green slots) can happen if Tgy, is smaller than the
channel delay spread.

the large magnitude entries in the visual images of | H| and |G]|.
Large magnitude off-diagonal entries lead to ISI. Compared
to the raw channel matrix H, the effective channel G after
gradient heterodyne and lowpass filtering exhibit reduced ISI.
This is shown by the relatively weaker (blue) off-diagonal
entries of |G|. The gradient heterodyne and lowpass filtering
operation has reduced the strength of the off-diagonal entries
in G that contribute to ISI among symbols within a chirp
pulse (intra-block interference). But, strong residual inter-
block interference remains at the GradH/pGradH preprocessor
output as shown by the large magnitude (yellow) pixels around
Gii—40,40 < ¢ < 2N, in Figure 3. In turn, this adversely
affects the performance of the existing S2C receivers in a
severely delay spread UWA channel. In such channels, existing
S2C receivers must compromise on the data rate in order to
restore the symbol recovery performance.

In the following section, we consider alternate receivers for
S2C communications that can handle channel delay spreads
greater than the chirp pulse duration and work well for symbol
rates higher than the upper limit on the data rate, Ry, ax.

V. VARIATIONAL SOFT SYMBOL DECODER (VSSD)

We now develop a symbol detector based on the variational
Bayes’ inference that approximates the optimum MAP decoder
and offers significantly improved performance over the MMSE
receiver. The development of the VSSD is the main contribu-
tion of this work.

The optimum (MAP) decoder outputs the symbol vector
s € P ={-35+ f} that maximizes the posterior

p(s|G, z) = p(z|G, s) (s)/p(z|@). Direct maximization of the
posterior requires a computationally intensive search over 22V
lattice points in P. Computing the posterior symbol probabil-
ities, which in turn yield the soft symbols to be input to the
channel decoder, is also hard since the marginalization over
s in p(z|G) = > .pp(s,2z|G) is involved. We instead seek
a good approximation to the posterior, ¢4(s|G,z), called the
variational decoder. Here, ¢ represents the model parameters
whose values are estimated based on the variational inference
principle, as explained below.

To make the problem tractable, we assume that the approx-
imate posterior is fully factorizable:

N-1

= [T 2(sk.rel G 2) 0 (s5.m|G, 2).
k=0

q4(s|G, z) (22)
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Fig. 2. Channel matrix image, |H| € RVEX2N before GradH processing.
Pixel intensities are in linear units and only the portion corresponding to first
128 bits is shown. For the purpose of visualization, |H| is scaled such that
the median of the entires of its scaled version assumes a value of é on the
color bar shown.
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Fig. 3. Channel matrix image, |G| € R2N*2N after GradH processing.
Pixel intensities are in linear units and only the portion corresponding to first
128 bits is shown. For the purpose of visualization, |G| is scaled such that
the median of the entires of its scaled version assumes a value of % on the
color bar shown.

Following Kingma et al. [30], the evidence lower bound
(ELBO) on the log likelihood of the observation is given by

L0, ¢,z) = Eqye1c.2 log py(2|G, s)

g 2296
po(s)

where log py(z|G, s) is the likelihood function and py(s) is a

prior on the symbol vector.

To bring ¢4(s|G,z) close to p(s|G,z), we maximize the
ELBO, L(0, ¢,z). The ELBO consists of the likelihood term

—-E ], (23)

d¢(s|G,z)

Egye16.2 log pe(2|G,s) = —N log(270?)
|z — Gs|?

~E = ] (24)

9o(s|G,z) |:

and the regularizing term,

94(s|G, 2)

po(s) } = KL(qs|lp).  (25)

]E%(s\c,z> {IOg

We assume a simple uniform prior py(s) = 22%\, Therefore,
when maximizing ELBO, the regularizing term acts to penalize
the departure of the variational approximation g, from the
uniform prior. On maximizing the ELBO, we get the following
fixed point equations (see appendix for details):

q=¢(a), (26)
where
V(. 2N—1
o = = z'G.j — ; G zi:’l}l,i_vhj )
1
vy = ﬁGl»j (2¢; - 1), @7
1
plog) = o

forj=1,...,2N — 1.

Note that the fixed point iterations lead to soft symbol
estimates in the form of the probability vector q. We perform
symbol detection by slicing the probability vector in uncoded
communications. In coded communications, the soft symbols
are converted to LLRs and fed to the channel decoder.

The fixed point updates do not involve any matrix inversions
and their computational complexity, O(N?), is an order of
magnitude smaller than the computational complexity, O(N?3),
of the MMSE receiver.

Special Channels: It is insightful to specialize the fixed point
iterations for some simple channel models. Consider the case
when the channel matrix is orthogonal, i.e.,

GLG.; =l G.i |5 6;.

Note that the AWGN channel and Rayleigh fading channel are
examples of orthogonal channels. In this case, the fixed point
iterations in (26) reduce to the following one point update:

1

q= o (28)

1+e ( - )
Therefore, deciding the hard symbols from the probability
vector q is tantamount to slicing the matched filtered obser-
vation: z = GTz. Deciding s = :I:% based on g = 0.5 is
equivalent to that based on Z; 2 0. In other words, VSSD is
an ML decoder for orthogonal channels.

Convergence: We show that every update of the fixed point
iteration in (26) is along the gradient of the ELBO (ascent
direction), and therefore cannot decrease the ELBO. To see
this, consider the inner product of p(a) — q and VL:

2N—-1

(pl@) =) VL= > (pla;) — q;) VL;.

Jj=0

(29)

We show in the appendix (see equation (66)) that VL, =
a;—log g;+log(1—g;). Each term in (29) is nonnegative since
o(aj)—q; 2 0 aj—loggj+log(1—g;) 2 0. Thus, the inner
product is nonnegative and hence the update q — ¢(a(q))
cannot decrease ELBO. Further, for any channel matrix, the
ELBO is upper bounded by the marginal log likelihood,
log pg(z). Therefore, the fixed point iterations always converge
to a stationary point of the ELBO.



Next, we characterize the stationary points of the ELBO
and elicit sufficient conditions that make these points a global
maximum, local maximum or a saddle point.

Global Maximum: The entries of the Hessian matrix of £

with respect to q, i.e., V2L € R*N*2N are given by
0*L 1
CA - —— ) (30)
94q; q;(1 — ;)
0%L 0L 2
= = T 5 Gl,iGl,ﬁi#ja (31)
94:0q; 9¢;0q;  o? ZZ: !

where i,j5 € {0,1,...,2N — 1}. For orthogonal channel
matrices, the matrix G satisfies Zl G1,:G1,; = 0, which makes
the Hessian negative definite and therefore the stationary point
d. a global maximizer of the ELBO.

A larger class of channel matrices for which global conver-

gence is guaranteed can be found by requiring —Vaﬁ to be
diagonally dominant, i.e.,
b2 53| GG < = _q‘),w, (32)
i 1 4 J
which implies:
¢; = q; +1/n; > 0,j. (33)

Now, the condition in (33) holds for every 0 < ¢; < 1 if
and only if 0 < n; < 4. Note that —Vgﬁ is symmetric and
all its diagonal entries are positive. Since diagonal dominance
of —Vflﬂ implies its positive definiteness (p.d.), —Vflﬁ is
p.d. for the class of channel matrices G = {G € R2V*2V .
Doizg 1221 GGyl < 202,Vj} and therefore global conver-
gence is guaranteed whenever G € G.

Local Maximum: If G € G, the limit point q, is a global
maximizer. Or else, if G ¢ G and ¢;, ¢ (Ii;l), jz)) C
[0,1], ¥4, where I*i( %) are the roots of the equation 4 —q;+
1/n; =0 (n; > 1) given by

(172) . 1i 1_4/77j
PACIR) Rl Al
J 2
then the limit point q, is a local maximum.

Either Local Maximum or Saddle Point: If G ¢ G and g; , €
(n§1), 5 )) for some j, then the limit point q, is either a local
maximum or a saddle point.

Consider, for example, a channel matrix with i.i.d. A(0,1)

entries. The length of the interval (r; () 55-2)) is given by

2 1
ZNJ—/@() /@5»):,/1—4/%.

From the definition of 7; in (32), triangle inequality, and the
i.i.d. property of the entries of GG, we have:

V7, (34)

(35)

8N(2N —1)
E[n;] < 52 ZZE (Gl E[|Gus] = I R
i#j 1
(36)
and therefore,
2
B[, ] =1—4E[1/n] <1—4/Ep]=1- ——10
(37)

TABLE I
S2C PARAMETERS USED IN THE SIMULATION.

Carrier frequency (fec) 15 kHz
Bandwidth (W) 10 kHz
Chirp rate (2m.) 1 MHz/s

Symbol duration (1) 0.5 ms
Sweep duration (75yw) 10 ms
Guard interval (Ty) 25 ms

where we used the fact that E[1/7;] < 1/E[n,] which follows
from Jensen’s inequality and the convexity of f(n) = 1/n,17 >
0. Since P{n; > 4} — 1, as N — oo, for ii.d. Gaussian
channel matrices, the fixed point is in (/@5”, n§2)) with high
probability. Furthermore, since for every § > 0, ]P’{ZJQVJ >
1—-6} —1as N — oo, we have Iy j 2 1.

Since, in this case, q, could be a saddle point, we perturb
g, so as to move out of the saddle region in an attempt to
further increase the ELBO. If the ELBO is found to increase
for a few attempts of random perturbation, we continue the
iterations from the point yielding the highest ELBO.

Acceleration: Finally, we propose to accelerate the fixed
point updates to achieve faster convergence. Specifically, we
choose ~,, at the nth iterate so that the update,

dn =dqp-1 + Tn [So(an—l) - qn—l} 5 (38)

results in maximal increase of ELBO. The optimum value of
vn, can be found through a 1-D search over a bounded interval
in R. Specifically, the optimum value of v, in (38), that best
increases ELBO, lies within [Ymin, Ymax] € R, with

Ymin = max{ max

—q; 1 .
w(a"giq»’ max  ola; )qiqr- }’
plo)>q; TN (o) <q; TN

Ymax = Min { min

e(aj)<g; w(a, ) q;’ w(ay )>q LP(OLJ) fh}

VI. NUMERICAL SIMULATIONS

We demonstrate the performance of VSSD in three dif-
ferent settings: the benchmark i.i.d. Gaussian multiple-input
multiple-output (MIMO) channel, UWA channels simulated
according to two different models in the literature, and real-
world measured UWA channels. We define the signal to noise
ratio (SNR) at the receiver as

E{|Gsli3}
SNR = ———=~. (39)
E{|lv]3}
A. IID Gaussian MIMO Channel
id.d.

We generate the channel matrix G, with entries G; ; '~
N(0,1). First, we evaluate the BER of the VSSD receivers
for N = 10,100 symbols, for the uncoded QPSK signaling,
and with perfect channel knowledge. We terminate the VSSD
iterations at the nth iteration if ||q, — qu_1]l2 < 1073
Figure 4 shows the BER plots for different SNR values. For
N = 10 symbols, we show the BER of the ML decoder
obtained by using the soft sphere decoder (SSD) in [31], [32]
and whose implementation is available in [33]. The VSSD
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Fig. 4. BER of VSSD, SSD and MMSE receivers for i.i.d. Gaussian channel
matrix (N = 10, 100) and AWGN channel.

receiver, initialized with the soft symbol estimate of SSD,
retains the SSD’s optimum (ML) performance, as expected.
When initialized with the MMSE estimate of the symbol
vector, VSSD outperforms the MMSE receiver by a margin
of about 8-9 dB at a BER of 1072 for N = 10. Note that,
while SSD outperforms VSSD for NV = 10, sphere decoding is
not practical at large values of N due to its high computational
complexity.! Moreover, for N = 100, the performance of the
VSSD receiver on the i.i.d. Gaussian MIMO channel is close
to that on an AWGN channel. On the AWGN channel, all
receivers perform equally well, as expected.

In Figure 5, we compare the BER of the receivers for
N = 288 symbols, for uncoded and coded QPSK commu-
nications, assuming perfect channel knowledge. For coded
communication, we use a rate 1/2 and rate 2/3 LDPC code
from [34]. In uncoded communication, the VSSD receiver
achieves a BER of 1072 at about 10 dB lower SNR than the
MMSE receiver. In the rate 2/3 (1/2) coded communication,
for a BER of 1073, VSSD outperforms MMSE receiver by
an SNR margin of 8 dB (2 dB). For the same BER (107?),
the VSSD receiver with a rate 2/3 code works at about 1 dB
lower SNR than the MMSE receiver with a rate 1/2 code.
Therefore, VSSD receiver offers 33% higher data rate than
the MMSE receiver, while achieving the same BER.

Next, we consider the effect of imperfect channel knowledge
due to channel estimation error on the BER. To do so,
we perturb the entries of the i.i.d. Gaussian channel matrix
with ii.d. Gaussian noise, i.e. G;; = G;; + € ;, where
€ ~ N(0,A),1 < 4,5,< 2N. Figure 6 shows the BER
of VSSD and MMSE decoders for A = 1/4,1/5 and coded
communications using a rate 2/3 LDPC code. VSSD receiver
retains its performance advantage over MMSE even with
channel estimation errors.

'0n a 2.4 GHz Intel Xeon(R) processor, SSD takes 4.5 s on average to
decode N = 20 symbols at SNR = 10 dB. For N = 30 symbols and at the
same SNR, decoding does not finish within 5 minutes.
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Fig. 5. BER of VSSD and MMSE receivers for i.i.d. Gaussian channel matrix.
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Fig. 6. BER of VSSD and MMSE receivers, under channel estimation errors,
for i.i.d. Gaussian channel matrix.

B. Simulated UWA Channels

We now consider the performance of VSSD based receiver
for the S2C communication system in Table I over a simulated
UWA channel. Note that the symbol rate that is two times
the upper limit, R, = /2m. = 1 kHz, on the existing
S2C receivers.> A total of N = 288 QPSK symbols are
mounted on a train of N, = 15 chirp pulses. We investigate
the performance for two models of UWA channels.

1) Model I: The first UWA channel model we consider
is as in [21], [22] and used by numerous researchers in the
field. The channel is generated with Np = 16 discrete paths
whose inter-arrival times are exponentially distributed with a
mean of 1 ms. The Doppler rates are uniformly distributed in
[~bmax; bmax)> Where bpax = 5 x 1074, The path amplitudes
are Rayleigh distributed with the average power decreasing
exponentially with delay, where the difference between the
beginning and the end of the guard time is 20 dB. Notice
that neither of the narrowband approximation conditions [20]
B/fe < 1 or bypax < 1/BT are met in this case. Therefore,

2 Adjacent symbol interference, within a chirp pulse, is avoided in existing
S2C receivers only if 2m.T > B ~ 42 = R < ,/‘;’T; < +2Zme 2 R,.
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Fig. 7. BER of VSSD and MMSE receivers over a UWA channel simulated
according to the model in Berger et al. [21].
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Fig. 8. Number of VSSD iterations averaged over 1000 trials for each SNR.

it is pertinent to evaluate the symbol recovery schemes based
on the system model (9) for S2C communications over such
a wideband delay-scale channel.

Figure 7 shows the BER of the MRC [17], VSSD and
MMSE based data detection assuming perfect channel knowl-
edge. The MRC receiver has completely failed due to severe
IST at pGradH preprocessor output (see Figure 3). Again, from
these plots, we notice a strong performance of the VSSD
based symbol detection in an S2C receiver. The VSSD receiver
attains a BER = 1072 at about 18 dB lower SNR than MMSE
in uncoded communication. In coded communication, the SNR
margin of VSSD over the MMSE receiver is 8 dB (3 dB) for
rate 2/3 (1/2) LDPC code.

Figure 8 shows the number of VSSD iterations (averaged
over at least 1000 trials) for different SNR. On an average, the
number of iterations stay below 10 and the maximum number
of iterations never crossed 15.

2) Model II: We consider the UWA channel model pro-
posed in [35]. The acoustic channel simulator code, available
at [36], is used for generating the time-varying channel. Ta-
ble II lists the parameters of the channel. A sample realization
of the time-varying channel impulse response is shown in

TABLE II
UNDERWATER CHANNEL SIMULATION PARAMETERS.
Ocean depth (m) 100
Transmitter depth (m) 90
Receiver depth (m) 50
Channel distance (m) 1000
Spreading factor 1.7
Sound speed in water, ¢,, (m/s) 1500
Sound speed in bottom, ¢ (m/s) 1200
Surface variance, Ug (m?) 1.125
Bottom variance, o7 (m?) 0.5
3 dB width of the PSD of intra-path delays, Bs , (Hz) 0.05
Number of intra-paths, S 20
Mean of intra-path amplitudes, /i 0.3
Variance of intra-path amplitudes, v} 10—%
Transmitter drifting speed, v;q (m/s) 0.3
Transmitter drifting angle, 04 (rad) U(0,2m)
Receiver drifting speed, v,-q (m/s) 0.1
Receiver drifting angle, 6,.; (rad) U(0, 2m)
Transmitter vehicular speed, v, (m/s) N (0,1)
Transmitter vehicular angle, 0, (rad) U(0,2m)
Receiver vehicular speed, vy, (m/s) -3
Receiver vehicular angle, 0, (rad) U(0,2m)
Surface variation amplitude, A,, (m) 0.9
Surface variation frequency, f,, (mHz) 0.6
0
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_ 60
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Fig. 9. Acoustic channel impulse response based on model in [35]. The
first, second and third arrivals from the left correspond to the direct, bottom-
reflected, and surface-reflected paths, respectively. The last arrival corresponds
to a multiply reflected surface-bottom arrival.

Figure 9. Figure 10 shows an instance of the channel matrix
(@) at the output of S2C preprocessing during the UWA
channel simulation run. The inter symbol interference for this
UWA channel is milder than the channel simulated according
to the model in [21] (see Figure 3). Figure 11 shows the
BER plots of the VSSD and MMSE receivers with and
without channel errors. VSSD maintains a significantly better
performance than MMSE decoder, as before.

C. WATERMARK Channels

The underWater AcousTic channEl Replay benchMARK
(WATERMARK) is a publicly available realistic simulation tool
that comes packaged with five measured UWA channels [37],
[38]. We use two of channel datasets, NOF1 and NCSI,
that present two contrasting environments in the Norwegian
seas [39]. The NOF1 channel is a Fjord in a shallow stretch of
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Fig. 10. Channel matrix after GradH processing at an instance during the
simulation run of the UWA channel model in [35].
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Fig. 11. BER of VSSD and MMSE receivers for S2C communications over
UWA channel simulated according to [35].

Oslofjorden, and the NCS1 channel is a continental shelf in the
Norwegian sea. The measured time-varying channel impulse
responses include the effects of system hardware impairments
such as clock frequency offset, sampling jitter etc, apart from
the acoustic propagation effects.

Channel Matrix Computation: We first relate the complex
baseband form of the measured channel impulse response
data in WATERMARK, denoted by hg(t,7), and the channel
matrix, G, at the output of the gradient heterodyne and
lowpass filtering operation. Towards that end, we start with
the baseband transmitted signal, given by

zg(t) = s(t)c(t)e I2 et (40)
The received baseband signal is given by
Tmax ()
s (t) = / ha(t,t — T)e(r)dr +wp(t), (@)

Tmin (t)
where Tiin(t) = max{0,t — T4}, Tmax(t) = min{t, T.}, T4
denotes the maximum delay spread of the propagation channel
and wp(t) is the complex valued noise in the baseband. Here,
we made use of the fact that hg(f,7) = 0 for 7 < 0 (due to

causality) and 7 > Ty, and 2 5(7) = 0 for 7 > T, to arrive at
the upper and lower limits of the integral in (41). Using (3),
(40) and (41), the in-phase and quadrature components of the
received signal can be expressed in the form:

N—1
ybre(t) = Y Hi%e(t)sk ke + Hike(t)Skam + w5 ke(t),
k=0

(42)

N-1
yB,Im Z Hk Im Sk:,Re + H]I;}m (t)sk,lm + wB,Im(t)a
k=0

43)
where,
T (t)
Hk Re(t) = hgre(t,t — 7)g(T — kT') cos ¢p(7)dr
@)
T8 (t)
— [ hem(t,t —71)g(T — kT)sin¢g(r)dr, (44)
()
T (t)
Hk TRe(t) = — f hgre(t,t — 7)g(7 — kT') sin ¢ (7)dr
T (®)
) (t)
— [ hm(t,t —71)g(T — kT) cos ¢g(7)dr, (45)
()
) (t)
Hk Sa(t) = | here(t,t —7)g(T — kT) sin ¢g(7)dr
T (1)
&) (t)
+ [ hem(t,t—7)g(T — KT) cos ¢g(7)dr, (46)
T (®)
&) (t)
Hk M () = | here(t,t —7)g(T — kT) cos ¢g(7)dr
T (®)
T (1)
— [ hpm(t,t—71)g(r — kT)singg(r)dr, (47)
T (0)
o(t) = 2m (fube(t) + mt2(t) = fob), TUGA(D)

max{0,t — Ty, kT}, k() = min{t,T., (k+ 1)T},
wp re(t) and wp m(t) are the real valued additive noises in
the in-phase and quadrature channels. After sampling along
t and 7 axes, the received signal samples from (42)-(43) can
be stacked and expressed in the form of (9). Entries of the
channel matrix, H € RNL*2N are found from discretized
versions of (44)-(47). At time ¢t = nT, the in-phase and
quadrature measurement samples are given by

N-1

ys[n] = Z Hy, ks + wg[n],
k=0

(48)

H, ) € R>2 s the

where y 5[] = [yB re(nTs), ygim(nT5)]",

block matrix,

Hy'ke(nT5)
nT

H™ . (nTy
Hn,k} — N k‘,Re(n «5) c RQXZ, (49)
ch lm(

) Hyim(nTy)



TABLE III

S2C PARAMETERS USED IN SEC. VI-C
Frequency band (fr, — fg) | 10 - 18 kHz
Chirp rate (2m.) 800 kHz/s
Symbol duration (77 0.5 ms
Sweep duration (T5w) 10 ms
Guard interval (T}y) 25 ms

received bit index

The channel matrix, G'g, after gradient heterodyne and lowpass
filtering is given by

Gp = Qp H € R*V2N, (50)
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where Qp = diag{Qs,0, QB 1,---

Qp.N_1} € R2NL*2N

gaﬁé’“) Ul Zbék) 0-
ne + R =
Q.1 = diag () T ganxe
R¢}(3k)[L71] + R(b}(sk)[L*l]fl
Ry is the rotation matrix,
__|cos@ —sinf 2%2
Ry = [sin@ COSG] € R,
& = [9(0],900] g[1], g[]....g[L — 1], g[L - 1]]" € R
and ¢y [1] = ¢p ((k —1>T+sz), — k[ E M=

0,...,L—1.

Performance Evaluation: We now consider the performance
of the proposed VSSD receiver over the WATERMARK chan-
nels for the S2C system in Table III. The channel datasets
NOF1 and NCS1 in WATERMARK have a delay (7) coverage
of Ty = 128 ms and Ty = 32 ms respectively. Therefore,
the measured impulse response of NOF1 (NCS1) channel is
available only at an interval of At = 128 ms (At = 32 ms)
along the t-axis. To compute the entries of the channel matrix,
H and hence GG, we require the channel impulse response
at finer intervals corresponding to the baseband sampling
frequency F; = 16 kHz used in WATERMARK. We linearly
interpolate the samples of measured baseband channel impulse
response to obtain the response at finer intervals.

For timing and synchronization, a chirp pulse of duration
T, = 20 ms in the frequency band 10-18 kHz, called preamble,
is prefixed to the transmission waveform. A guard interval of
T, = 25 ms is inserted between the preamble and the start of
modulated waveform to avoid interference. Note that, although
the delay coverage of NOF1 channel is T; = 128 ms, the
channel power delay profile falls by more than 20 dB beyond
T, = 25 ms. Matched filtering with the preamble waveform
is used for detecting the start of the received waveform.

Figure 12 shows the computed channel matrix, Gy, for the
first few bits in a received packet at one of the instances
in the WATERMARK channel record NOF1. Significant ISI
remains even after gradient hetrodyne and lowpass filtering,
as indicated by the strong off-diagonal entries in matrix Gg.

Figure 13 shows the performance of VSSD and MMSE
receivers on the WATERMARK channel NOF1. NOF1 is a
stable channel with coherence time spanning over several
seconds. VSSD outperforms MMSE receiver by a margin

transmitted bit index

Fig. 12. Channel matrix after GradH processing at an instance in the
WATERMARK channel record NOF1.
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Fig. 13. BER of VSSD and MMSE receivers for S2C communications over
the NOF1 channel in WATERMARK.

comparable to that in simulated UWA channels for both coded
and uncoded communications in this real world channel also.

Figure 14 shows the BER of the proposed receiver on the
NCS1 channel. NCS1 is characterized by a larger Doppler
spread and therefore its impulse response varies significantly
faster than NOFI1. Both receivers require a higher SNR to
achieve the same BER in NOFI1 than NCSI1. However, the
strong relative performance of the VSSD receiver is main-
tained for both coded and uncoded communications even in
this harsher UWA channel. While both NOF1 and NCS1 chan-
nels exhibit a comparable power delay profile, the coherence
time of NCSI1 is only about a tenth of a second that makes the
channel prone to estimation errors. We see that, even in such
challenging channel conditions as NCS1, VSSD is relatively
resilient to channel estimation errors.

VII. CONCLUSIONS

In this work, we considered data symbol detection in an
S2C receiver for doubly spread UWA channels. We formulated
the problem of data detection for S2C communications over a
wideband delay-scale channel and showed that the two existing
S2C receivers are near MMSE decoders in only certain benign
UWA channels. In more severe channels, where the existing
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Fig. 14. BER of VSSD and MMSE receivers for S2C communications over
the NCS1 channel in WATERMARK.

receivers either completely fail or must compromise on the
data rate, we developed a new soft symbol decoder based on
variational Bayes’ inference. The input to the new decoder is
the reduced data measurements at the output of the gradient
heterodyne preprocessor of the existing S2C receivers.

Our proposed VSSD decoder estimates a probability vector
(soft symbols) whose KL-distance to the true posterior of the
symbol vector is minimized by iterating through a fixed point
equation. In benign UWA channels, the VSSD decoder reduces
to the existing S2C receivers. We showed that the fixed point
iterations converge to a stationary point of the evidence lower
bound in variational inference. We presented a few sufficient
conditions that help to characterize the stationary point as a
global maximum, local maximum or saddle point. Simula-
tion results showed that VSSD significantly outperforms the
MMSE decoder and maintains a robust performance, even
under channel estimation errors, in challenging UWA chan-
nels. We applied the VSSD decoder on two contrasting real
world UWA channels in the publicly available WATERMARK
datasets. The new decoder outperforms the MMSE decoder
in these channels as well, by a margin comparable to that in
simulated UWA channels.

The ideal PAPR and low probability of intercept properties
of S2C communications make it a promising candidate for
terrestrial radio-frequency (RF) communications as well. Also,
the VSSD algorithm developed in this paper is potentially
applicable to other prevalent and emerging wireless commu-
nication systems.

APPENDIX

Evidence Lower Bound (ELBO): We derive the ELBO for
soft symbol estimation. The first term in (23) is given by

Eqye16.2 log po(2|G,s) = —N log(27a?)
|z - Gs|?

—E
202

] . (8D

9o(s|G,z) {

Expanding the last term in (51), we get

E lz — Gs||*] = |lzl|* — 22" GEq, . q.,, [s]

+ E%(sm,z) [HGSH2] .

44(s|G,z2) [

(52)

We define:

’ G, z) €[0,1], (53)

A
qdk,Re = q¢ (Sk:,Re =

)—‘S‘)—‘
[\

(54)

G, z) € [0,1].

Note that the approximate posterior is completely specified
by the soft symbol vector q € R*V formed by stacking up
Ak = [qk Re, qk<m])? € R%,k = 0,1,...,N — 1. For our
problem, we let the parameter ¢ = q.

The expectations in (52) can be evaluated as follows:

A
gk, Jm = q¢ <5k,lm = —=

=

1
Eq(b(s\G,z) [sk,Re} = 72 (2(]k,Re - 1) 9 (55)
1
Eq¢(s\c,z) [sk,lm] = ﬁ (2qk,lm —1), (56)
2N-1
E%(s\c,y) [”GS”2] = Eq¢(s|G‘z) [GS}%, (57)
1=0
N-1
EQ¢<S|G,Z) [GS]% = Mk + Vik Z Viom | » (58)
k=0 m#k
where
1 1
Mk = §Gl2,k,Re + 5G12,k,1m
+ G e reGlEm (2qk,Re — 1) (2¢,m — 1),  (59)
1
Vim = ﬁGl,m,Re (QQm,Re - 1)
1
+ —=Gimm (2¢mm—1). (60
75 Gt (2gm 1 ). (60)
The ELBO regularizing term in (23) is
(|G, 2)
E log ——————=| =KL . 61
4p(s/G,2) {og a(s) (g0lpo) (61)
We assume a uniform prior py(s) = 2. We have:
w0(slGz)| L on
E‘Lp(s\(},z) |:10g T(S) = 10g2 —
N-1
> [Hlgkre) + Hlgrm)], (62)
k=0
where H is the binary entropy function given by
H(q) = —qlogq — (1 — q)log(1 — q). (63)

On combining the likelihood and regularization terms, we
find the overall ELBO to be

_ oy =l T
L£(0,q,2z) = —N log(2nc°) — 5,2 \/502z G(2q-1)
| 2o
oN
) Mk + Vik Z Vim | — log2
=0 k=0 mk
N—1
+ ) —rreloggrre — (1= grre) log(1 — gk ke)
k=0
N-1
+ —Qk,im 108 @;im — (1 — qrim) 10g(1 — qiyim). (64)
k=0



Known Noise Variance: In this case, we take 6 to be the
empty set. The derivative of the overall cost function with
respect to g+ re 1S given by

oL __V*TGk*
an*,Re o?
2N—1
_ i 877l,lc* 87/1 Jk* Z ”
2 ;M
20 =0 an*,Re an* Re ke
— log g re + 10g(1 — gk.re)- (65)
We have % = 2Gl,k,ReGl,k,lm(2(Ik,lm — 1) and g;j:e =
\@Gl,k,]{e- The above can be simplified to
oL
m = Olk* Re — log QkRe T log(l - Qk,Re)a (66)
“ Re
where
V2
QE* Re = TZTG:,k*,Re
o
] 2N
- 2 ; G i+ ReGl i+ 1m(2¢k~ 1m — 1)
2N 1
) Zle Re D Vim. (67)
=0 m#k*
Setting &sz 0, we get gx>re = (g re), Where
o(z) = 1;,1. Similarly, setting &125[ 0, we get
Qk* 1m = (g 1m) where
V2
Qp* Im = ﬁZTG:,k*Jm
o
| 2N
- = ; Gk Gl i+ Re(2qk+ Re — 1)
2N 1
- 2 Z Giioim Y Vim- (68)
— m#£k*

Stacking up qx = [qk~ Re, Ik~ .1m)? € R? into a vector, we
get the following fixed point equations:

q = p(a), (69)
where the vector a € R2?V is formed by stacking oy, =
[ Re, e im] T € RE k=0,1,...,N — 1.

Unknown Noise Variance: In this case, we take 0 = {o?}.
Differentiating the ELBO in (64) with respect to 02, we get

oL N 2
0o? o2 20% 204
IN—1N—-1
+ o LSS (st on v |- 0)
77 130 k=0 mk
Setting % = 0 and solving for o2, we find
2 |lz))? I
G(2qg—-1
T sz (2a-1)
IN—1N—1
ZZ Mk +Vik D Vim (71)
=0 k=0 m#k

Unknown Channel and Noise Variance: In this case, we take
0 = {02, G}. To differentiate the ELBO with respect to G, we
notice that the terms in (64) that depend on G come from the
left hand side of (52), i.e.,

Lo=E z2—Gs)T (z— Gs)} . (72)

d¢(s|G,z) [(
On differentiating Lo with respect to G; ; and setting to
zero we get the following system of equations:

Gs = z, (73)
where 5 £ Eq, ¢ (8- The jth entry of § is given by
5= % (2g; — 1), if a data symbol is mounted at jth symbol
location. At locations where the pilot symbols are mounted
(to facilitate channel estimation), we have 5; = p;, where
p; is a known pilot symbol mounted at jth location. The
channel matrix estimate can be refined using (73) once an
initial estimate of the soft symbol vector is obtained through
the fixed point update in (69). Note that G' has 4N? entries
that need to be estimated from 2N equations in (73). One way
to accomplish this is to exploit channel sparsity as in [21]. To
see that, we make use of the relation G = QT H and rewrite
(73) in the form:

Ah =z, (74)
where A = ZZ]\L_OI (ggiQTCi — §2i+1QTSi) € R2NVxNe
Now, following the approach in [21], equation (74) can be
readily turned into a form suitable for estimating the channel
parameters {hy, 7, b, : p =0,1,..., Np—1}. The expression
for the noise variance is the same as in (71), and is evaluated
during the iterations once the soft symbol vector and the
channel estimates are obtained using the fixed point update
and (73), respectively.
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