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Abstract

The required information of users is distributed in the databases of various search engines. It is inconvenient and inefficient for an
ordinary user to invoke multiple search engines and identify useful documents from the returned results. Meta-search engines could pro-
vide a unified access for their users. In this paper, a novel meta-search engine, named as WebFusion, is introduced. WebFusion learns the
expertness of the underlying search engines in a certain category based on the users’ preferences. It also uses the “click-through data
concept” to give a content-oriented ranking score to each result page. Click-through data concept is the implicit feedback of the users’
preferences, which is also used as a reinforcement signal in the learning process, to predict the users’ preferences and reduces the seeking
time in the returned results list. The decision lists of underling search engines have been fused using ordered weighted averaging (OWA)
approach and the application of optimistic operator as weightening function has been investigated. Moreover, the results of this
approach have been compared with those achieve by some popular meta-search engines such as ProFusion and MetaCrawler. Experi-
mental results demonstrate a significant improvement on average click rate, and the variance of clicks as well as average relevancy

criterion.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

The scale of the WWW is daily increasing, consisting
more than 10 billion publicly visible web documents [1] dis-
tributed on millions of servers. Individual general-purpose
search engines have been unable to track this growth. The
coverage of the Web by each of the major search engines
has been steadily decreasing despite their efforts to index
more web pages. Several studies have shown that no single
search engine has complete coverage and it is unlikely that
any single web search engine ever will [2-4]. Worse yet, as
these search engines get larger, higher percentages of their
indexed information are becoming obsolete.
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Relatively, low coverage of the web by individual search
engines spurred research into meta-search engines, or tools
that send user queries to various search engines and com-
bine the results. Research has demonstrated that combin-
ing results, in the form of a meta-search engine, produces
a significant improvement in coverage and search effective-
ness [3,5]. A meta-search engine could be considered as an
interface on the top of local search engines to provide uni-
form access to many local search engines.

Although a meta-search engine improves coverage, it is
still limited by the results returned from the underlying
search engines. Another challenge for meta-search engines
is the database selection problem, which is to identify local
search engines that are likely to contain useful documents
for a given query. The objective of performing database
selection is to improve efficiency by sending each query
to only potentially useful search engines. Regarding this,
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network traffic and the cost of searching useless databases
could be reduced. Using the historical information of the
underlying search engines and the behavior of the users,
it can dynamically dispatch the queries to the suitable
underlying search engines to achieve better results for the
given queries.

In this paper, we proposed a new meta-search engine
named as WebFusion. WebFusion provides a mapping
between the users’ categories and the underlying search.
It uses the implicit feedback of the users as a reinforcement
signal during system learning and simulates the users’ pref-
erences from their usage logs. Moreover, the returned
results of the underlying search engines have been fused
using Optimistic OWA operator based on the users’ prefer-
ences. Considering the weights achieved by this operator,
the final decision list has been re-ranked and displayed.

The rest of this paper is organized as follows: In Section
2, related works and their applications in the Web environ-
ment are reviewed and compared. In Section 3 we intro-
duce a framework for modeling users’ preferences used in
collection fusion. The proposed user modeling approach
is based on the historical behavior of the users and under-
lying search engines. Section 4 demonstrates the Optimistic
OWA approach which is used for combining the returned
results of underlying search engines. In Section 5, a re-
ranking method which is based on this framework is
described. Experimental results will be presented in Section
6. Section 7 briefly illustrates the prototype of the proposed
system named as WebFusion. Finally, in Section 8, the
conclusions and further research works are given.

2. Related research works

Currently, a large number of research papers on the
issues related to meta-search engines or distributed collec-
tions have been published [6-9]. For database selection,
most approaches rank the databases for a given query
based on certain usefulness measures. For example,
gGIlOSS uses the sum of document similarities that are
higher than a threshold [10], CORI Net uses the probability
that a database contains relevant documents due to the
terms in a given query [6] and Meng uses the expected num-
ber of documents whose similarities are higher than a
threshold [11]. All these database ranking methods are heu-
ristics as they are not designed to produce optimal orders
based on some optimality criteria. A necessary and suffi-
cient condition for ranking databases optimally was given
in [12].

Query log analysis is also extensively investigated in
recent years. Joachims [13] proposed a method of utilizing
click-through data in learning of a retrieval function. Spe-
cifically, he introduced a new method for training a retriev-
al function on the basis of click-through data, which he
called it, Ranking SVM. Xue et al. [14] extended this
research by proposing a novel iterative reinforced algo-
rithm to utilize the users’ click-through data to improve
search performance. The algorithm fully explores the inter-

relations between queries and the corresponding Web pag-
es, and effectively finds “virtual queries” for those Web
pages. More recent methods such as QueryFind [15-17]
are based on users’ feedbacks regarding the underlying
search engines’ recommendations. They can provide more
relevant results with the higher rank in the results list.
Another new approach is based on exploiting the filtering
capabilities of search engines and the generalized use of
weights and aggregation operators to rank documents [18].

For collection fusion, most earlier approaches use
weighted allocation to retrieve documents, that is to
retrieve proportionally more documents from databases
that have higher ranking scores (e.g., CORI Net, ProFu-
sion [19], and MRDD [20,21]), and use adjusted local sim-
ilarities of documents to merge retrieved documents (e.g.,
D-WISE [22], and ProFusion). These approaches are all
heuristics and are not aimed at guaranteeing the retrieval
of all potentially useful documents for a given query. To
determine what documents to be retrieved from a local
database, different approaches are proposed [11,12] to find
a tight local similarity threshold for the local database based
on a global similarity threshold. These approaches aim at
guaranteeing the retrieval of all potentially useful docu-
ments from each selected database while minimizing the
retrieval of useless documents. The problem with this type
of approaches is that they must know what local similarity
function is used in each search engine but the similarity
function is usually proprietary. The “Inquirus’ meta-search
engine [23] uses the real global similarities of documents to
merge retrieved documents. As a result, high quality merg-
ing can be achieved. The disadvantage is that documents
may need to be fetched to the meta-search engine to enable
the computation of their global similarities.

These methods do not consider the expertness of search
engines in a certain category simultaneously with the users’
preferences, which is promising when different sources of
knowledge with different coverage are used [24].

3. A framework for user modeling

The search engines’ performance concerning the user
preferences could be inferred from users’ feedback. One
of the well-known kinds of implicit feedbacks is chosen
URLs by the user. Clearly, users do not randomly click
on links, but make an (somewhat) informed choice. While
click-through data is typically noisy and clicks are not
“perfect” relevance judgments, the clicks are likely to con-
vey some information [13]. Most users usually are likely to
click on relevant results, thus we benefit from a large quan-
tity of query logs. Experiments show that around 82% of
the queries are in fact related to the topics of the clicked
Web pages [14].

If a URL on the result page is chosen by the user, gen-
erally it means that the search engine which contributed
this URL performed better on the query than those search
engines contributed URLs that were ignored by the user. In
other words, the confidence factor for the search engine
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that contributed the selected URL should be higher for the
query’s category than search engines whose contributions
are overlooked. In general, the earlier a link on the result
page is selected, the more relevant the link is. Regarding
this fact, we have assigned an expertness value expt{, which
illustrates the expertness of the search engine 7 in the cate-
gory c¢. The expertness value associated with each category
indicates that how well a particular search engine performs
on queries in a particular category.

We use the rationale that if the assigned expertness val-
ues were perfect, then the higher ranked items on the
results page would more likely be followed by the user.
Vice versa if the user follows some lower ranked URLs,
it means that the expertness values of the search engines
provided that URLs were not accurate sufficiently and
must be modified. This modification could be done by
increasing the expertness values of successful search
engines as well as decreasing these values for unsuccessful
ones.

The expertness values are updated by a bootstrapping
technique based on previous expertness values and the cur-
rent usage behavior of the user [25]. In this way, search
engines in which the higher ranked results are clicked ear-
lier, are more rewarded than the others. The expertness
updating formula and the corresponding reward function
are given as follow:

expt; = (1 — a)expt; + o - y, where

SO (N—-i)x¢t
_ zehmecjvresults ) (1)
SN —i) x i

i=1

where N is the number of returned results, i is the index of a
result in the ranked list and ¢, is the index of hitted result .
This reward function is reasonable, because users are more
interested in results that are located in the top of returned
list than the other results. The learning rate o is also mod-
ified by the following formula:

o =exp(f x 1), (2)

where ¢ is the iteration number and f is the regulator of
the learning rate. Each iteration starts when a user sub-
mits a query and it will be finished when the user selects
the results and closes the session. The learning rate per-
mits more exploration in the beginnings of the learning
process than exploitation while it is decreased during
the time.

4. Ordered Weighted Averaging

The Ordered Weighted Averaging operators (OWA)
were originally introduced by Yager [26] to provide a
means for aggregating scores associated with the satisfac-
tion of multiple criteria, which unifies in one operator the
conjunctive and disjunctive behavior. The OWA operator
of dimension n is a mapping such as: F© R” — R and is
given by

OWA(x1,x2,...,%,) = ijxaw, (3)
=

where ¢ is a permutation that orders the elements
Xo(1) € Xo2) < - .. < Xq(n). The weights are all non-negative
(w; = 0) and their sum equals to one (3. ,w; = 1).

This operator has been proved to be very useful, because
of its versatility, The OWA operators provide a parameter-
ized family of aggregation operators, which include many
of the well-known operators such as the maximum, the min-
imum, the k-order statistics, the median and the arithmetic
mean. In order to obtain these particular operators we
should simply choose particular weights. The Ordered
Weighted Averaging operators are commutative, monotone,
idempotent, they are stable for positive linear transforma-
tions, and they have a compensatory behavior. This last
property translates the fact that the aggregation done by
an OWA operator always is between the maximum and the
minimum. It can be seen as a parameterized way to go from
the min to the max. In this context, a degree of maxness (ini-
tially called orness) was introduced in [26], defined by

1 n
maxness(wy, wa, ..., w,) = p— ;(n —wy, 4)
where the minimum, maxness(1,0, ...,0) =0 and for the
maximum maxness(0, ...,0,1)=1.

A simple class of OWA operators as exponential class of
OWA operators was introduced to generate the OWA
weights satisfying a given degree of maxness. The optimis-
tic and pessimistic exponential OWA operators were corre-
spondingly introduced as follows [26]:

Optimistic :w; = 4,
wy = A(l — 2),

wy = A(1 — 2)%,

Pessimistic :w; = A",

wy = (1—2)1"72,
wy =(1-2)2"7,
Wy_1 = /1(1 — )),
w, = (1 = 1),

where parameter 4 belongs to the unit interval [0 1] and is
related to orness value regarding the n. Here, we used an
Optimistic OWA operator with A = 0.25 which was simply
obtained by a try-and-error algorithm.

5. Re-ranking method

The returned results of the underlying search engines are
considered as their decisions for the dispatched query
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which are fused in the decision level of information fusion.
In decision level which is the highest level of information
fusion, the more weights are assigned to the higher results
of the more expert search engines for the dispatched query
in the corresponding category.

For each result item j from the search engine i which is
classified in category c, a weight is computed as follows:

w(i, j,c) = expt; X <1 —%) (6)

In the first re-ranking approach, if an item were returned
by more than one of the underlying search engines-obvi-
ously each contributed engine has assigned its own weight
to that item, the maximum assigned weight would be
assumed as the item final weight. After assigning the
weights to each returned result, they are sorted by their
assigned weights in a decreasing manner and the final
ordered list is generated.

In the second approach, we have relaxed the constraint
of the assigning each document only to one of the underly-
ing search engines. This is done by assigning OWA weights
to the search engines that return a specific item in their
results list. For each result item, the weights of search
engines to this item are sorted decreasingly and the Opti-
mistic OWA weights are assigned to these search engines
according to the Eq. (5). Final weight of each result item
is calculated as follows:

N

wr(j) = Y _w(i,j,c) x wowa(i). (7)

i=1

After assigning the weights to each returned result, sim-
ilarly to first re-ranking approach the final ordered list is
generated.

6. Experimental results

In order to study the effectiveness of the proposed
method, we have selected 280 sample queries in the “Com-
puters” category: 150 queries as training queries for the
learning process and the remaining as test queries. These
queries were collected using a proxy application mounted
on the server of the “Instrumentation and Industrial Con-
trol Lab.” of the ECE department of the University of Teh-
ran on 21st November 2005. Some of these queries are
listed in Table 1.

The performance of the WebFusion is measured by fac-
tors such as average click rate, total relevancy of the
returned results and the variance of the clicked results.
The first measure which is the average position of the

Table 1
Some sample queries

clicked results indicates that more interesting results are
settled on the top of the ranked list. If average click rate
is relatively little, it shows that users can find useful results
at the first portion of the ranked list while saving time and
energy. The second criterion, measures the relevancy of the
content of the returned results according to the judgment
of the users. This criterion can be considered as the indica-
tor of nature of responses. The last factor shows the long
term performance of the meta-search engine which is deter-
mined by the behavior of the users. Consideration of these
criteria together, can provide a good insight about the
meta-search engine. For calculating the relevancy of the
results, we have extended the relevancy measure proposed
in [27] as follows:

(2 x number of relevant documents) + (number of undecided documents)

relevancy =
Y (2 x number of returned documents).

In our study, a number of students of ‘“Advanced
Instruments Lab.”” were asked to execute the sample search
queries on WebFusion. The results are supposed to be clas-
sified into three categories: relevant, undecided, and irrele-
vant documents. Each participant was asked to evaluate
the result items in the corresponding classes.

Most of the users usually browse just a first few numbers
of returned results by a search engine. The top 20 retrieved
results of each underlying search engine have been used for
the judgment of users. Relevance judgments were done
according to users’ preferences, e.g., overall value of the
returned results. Relevant items were scored as 2, irrelevant
ones as 0 and undecided items as 1. One sample from
the judgment of a user for a sample query has shown in
Table 2.

Fig. 1 shows the long term behavior of WebFusion in
comparison to ProFusion [28]. As it can be seen, mean
of average clicks of ProFusion is 9.701 while it is 7.786
and 6.233 for Max fusion and Optimistic OWA meth-
ods, respectively. As it mentioned before the average
click rates demonstrates the amount of settlement of
more preferable results in the returned list of results.
The variance of ProFusion is less than these two
approaches which indicates that the ProFusion is in its
steady state while these techniques are not in their final
state and they are still learning and adapting based on
user clicks.

Fig. 2 shows the average click rate of WebFusion with
two decision fusion approaches in comparison to the
ProFusion along the time. Table 3 depicts sample of
click-through data, order of clicks, and the corresponding
average click rate in WebFusion using OWA aggregation
operator. For ProFusion the mean of average clicks has

Computational intelligence techniques Pattern recognition neural networks

Robotic fusion
Combining pattern classifiers

Human genetics
Information filtering techniques

Computational biology and chemistry Aggregation and fusion of information Relational database

Journal information and security Artificial immune system application
Swarm intelligence robotic Soft computing

Protein structure prediction Pattern recognition neural networks
Space weather time-series prediction
management system
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Table 2
Judgment of a user for a sample query
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LookSmart Lycos Altavista MSN Yahoo Teoma

WiseNut

MetaCrawler ProFusion WebFusion-Max WebFusion-OWA

Result 1
Result 2
Result 3
Result 4
Result 5
Result 6
Result 7
Result 8
Result 9
Result 10
Result 11
Result 12

cw

R
U
1
R
1
R
1
R
1
I
R

WoCcC—~RmmCCR—
~CcRmmOR-CRCR R
WoCcRACR——®C=
CCmRA~—~CCRATC
~CcRAA-®CC— R R

U

~—mmmC—~CR®RCH

WRC—R—RBIRE R C
mo—~RmARCC— R AR
mRCCCORR—~®mCR A
RARCCOCCORRAARR

Query, “Fuzzy Decision making algorithms”; R, related; I, irrelative; U, undecided.

Comparison of performance

10.000
8.000

6.000

Value
4.000

@ Mean
m Variance

2.000

0.000
WebFusion-
Max

WebFusion-
OWA

ProFusion

Fig. 1. Performance of WebFusion in comparison to ProFusion.

Comparison of Average Click

— ProFusion

—— Maximum Approach
OWA Approach

Average Click

1 40 80 120 160 200 240

Iteration

Fig. 2. Average click rate along the time.

been shown because the ProFusion has reached to the
steady state and the iterations along the time could not
affect its results while the proposed approaches are adapted
during the time.

Fig. 3 shows the relevancy of the results of the WebFu-
sion comparing to the MetaCrawler [29], ProFusion and
underlying search engines. As it shown, the average rele-
vancy of WebFusion with these decision fusion approaches
are 84.0% and 85.4%, respectively, while it is about 75.7%
for ProFusion and 74.0% for MetaCrawler. It is also

Table 3
Sample of click-through data in WebFusion-OWA

Comparison of Response Relevancy

@ LookSmart
B Lycos

O Altavista

O MSN

| Yahoo

@ Teoma

m WiseNut

90.0% -
80.0% A
70.0% 1
60.0% 10 oech
50.0% 288

40.0% 1
30.0% A
20.0% 1
10.0% 4
0.0%

Average
Relevancy
Percentage

O Metacrawler

| Profusion

@ WebFusion

0O WebFusion-OWA

SEs and MSEs

Fig. 3. Response relevancy.

noticeable that the average relevancy of WebFusion is
15.4% better than those achieved by the best underlying
search engine in this sense. This significant enhancement
depicts that the knowledge of each underlying search
engine can just cover a limited region of WWW in a certain
category. Therefore, knowledge fusion of these search
engines in their expertness regions will increase the total
coverage as well as quality of returned results.

Table 4
Underlying search engines of WebFusion

LookSmart, http://www.looksmart.com
Netscape, http://home.netscape.com
Lycos, http://www.Lycos.com
AltaVista, http://www.altavista.com
MSN, http://www.msn.com

Yahoo!, http://www.yahoo.com
AlltheWeb, http://www.alltheWeb.com/
Teoma, http://www.teoma.com
WiseNut, http://www.wisenut.com

O 0 1N D AW~

Query Click orders in returned results of WebFusion-OWA Average click rate
Neuro-fuzzy systems ANFIS 1 4 5 6 7 12 19 7.71
Soap web-services 3 4 6 7 8 11 12 7.29
Supply chain management multi-agent 1 2 4 5 8 10 13 6.14
Digital library federated search 1 2 3 4 11 9 15 6.43
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7. A prototype system search engine called “WebFusion”. WebFusion combines
the results of nine well-known search engines on WWW.
To elicit data and provide a framework for testing the = These search engines are listed in Table 4. Selected search

proposed method, we have implemented a WWW meta-  engines are considered to be most familiar ones that accept
Master Agent
Master Agent . SE Agent
/ Categorize query (—List of adequate SEs—»| Send queryto  ——query—p| R e g
adequate SEs

Send search query

@ Reformatted query+ parameters

/\(

((ﬁ

Display results ranked list to the user

Master Agent Master Agent SE Agent
Rank results based on: click-through [#—Results list—— Store responses, [ Send query with
data+ SEs Expertness Remove duplicates suitable parameters
A
Master Agent

Update Expertness of SEs based
on user bahavior

Fig. 4. Working diagram of WebFusion.
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I~ LookSmart I~ WiseNut
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Copyright @ 2005 University of Tehren.
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Fig. 5. Advanced search page of WebFusion.
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automated querying mechanism which is developed for
WebFusion. Some other search engines like Google do
not allow sending automated queries [30].

The WebFusion is a meta-search engine based on J2EE
technology [31] with a multi-agent architecture. The work-
ing diagram of WebFusion is briefly described in Fig. 4.
Users send their queries through the interface of WebFu-
sion. These queries are forwarded to the underlying search
engines. The result pages that are returned by these search
engines can be controlled by parameters such as time-out,
results per search engine and etc. These returned rank lists
are processed and redundant results are eliminated. After-
ward, by using the proposed re-ranking method, the final
ranked list is generated and delivered back to the user inter-
face. Details of implementation and some previous results
of WebFusion are reported in [32,33]. The Figs. 5, 6 show
some snapshots of the implemented system.

WebFusion has a multi-layer/multi-agent architecture
which consists of two layers of different types of agents. At
the first layer, there are many agents; each is responsible for
communication with a specified search engine. These agents
are self-contained black boxes which handle all the represen-
tation, computation, reasoning, and execution that is neces-
sary for its particular search engine. By learning, these
agents gradually become specialist for communication with

the dedicated search engine. Learning is done by learning sig-
nal, which are send from the master agent. Master agent is
responsible of gathering search results from agents and train-
ing them. Fig. 7 shows the architecture of WebFusion.

Master Agent

Yahoo Altavista Lycos
Agent Agent Agent

Lycos

Yahoo! Altavista .

Fig. 7. Architecture of WebFusion.
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96 AOL 0, LookSman -0, Netseape :0, Abous :0, Lyeos :0, AltaVista - 4 MSN :0, Yahoo! :0, AUTheWeb :0, Teoma 0, WiseNus :0,
9 BBC News | HEALTH | 'Artifical boost' fo...
Wednesday, 29 December, 1999, 04:06 GMT *Artifical boost' for unmune system. Breakthrough could help body fight disease.
71 AOL 0, LookSman - 0, Netscape :0, About :0, Lycos : 5, Alta¥ista -0, MSN :0, Yshoo! :0, AUTheWeb -0, Teoma : 4 Wiseus -0,
10 detection system
.. system self nonself umverse false positwes false negatives ..
50 A0L:0, LookSmant 0, Netscepe :0, About: 0, Lycos : 0, AlaVista -0, MSN : 1, Yshoo! :0, AUTheWeb : 0, Teoma :0, WiseNut 0, :]

)

T N ocalironet

Fig. 6. Results page of WebFusion.
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Agents operate concurrently. Because of this distributed
operation, this system is able to react flexibly to changes in
the environment and make the corresponding adjustments.

8. Conclusion and further research

The optimum integration of decision lists of search
engines and awareness of the users’ preferences are the
most challenging problems in the area of meta-search
engines. In this paper, Optimistic OWA operator has been
used to combine the decisions of underlying search engines
which have different degrees of importance in a certain cat-
egory. In this regard, a multi-agent architecture has been
proposed for WebFusion which is easy to extend, maintain,
and distribute. The experimental results show that concern-
ing the user preferences as well as integration of decision
lists has significant effect on reducing users’ time and effort
for finding the required information.

There are still some open issues ahead: usually users are
not convenient with the explicit feedbacks which ask them
to vote for the quality of the returned results. Therefore,
using other implicit information, such as the spending time
or the depth of browsing in each returned page, is more
interesting. As it shown in this research, the fusion of deci-
sion lists has an important effect in users’ preferences satis-
faction. In this regard, developing customized information
fusion techniques in decision level for better re-ranking are
still promising.
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