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Abstract

Text clustering has been widely utilized with the aim of partitioning specific document collection into different subsets
using homogeneity/heterogeneity criteria. It has also become a very complicated area of research, including pattern
recognition, information retrieval, and text mining. Metaheuristics are typically used as efficient approaches for the text
clustering problem. The multi-verse optimizer algorithm (MVO) involves a stochastic population-based algorithm. It has
been recently proposed and successfully utilized to tackle many hard optimization problems. However, a recently applied
research trend involves hybridizing two or more algorithms with the aim of obtaining a superior solution regarding the
problems of optimization. In this paper, a new hybrid of MVO algorithm with the K-means clustering algorithm is
proposed, i.e., the H-MVO algorithm with the aims of enhancing the quality of initial candidate solutions, as well as the
best solution, which is produced by MVO at each iteration. This hybrid algorithm aims at improving the global (diver-
sification) ability of the search and finding a better cluster partition. The proposed H-MVO effectiveness was tested on five
standard datasets, which are used in the domain of data clustering, as well as six standard text datasets, which are utilized in
the domain of text document clustering, in addition to two scientific articles’ datasets. The experiments showed that
K-means hybridized MVO improves the results in terms of high convergence rate, accuracy, error rate, purity, entropy,
recall, precision, and F-measure criteria. In general, H-MVO has outperformed or at least proven to be highly competitive
compared to the original MVO algorithm and with well-known optimization algorithms like KHA, HS, PSO, GA, H-PSO,
and H-GA and the clustering techniques like K-mean, K-mean++, DBSCAN, agglomerative, and spectral clustering
techniques.
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1 Introduction

In the current modern era, text document clustering (TDC)
represents a significant research area that has been rapidly
increasing [1]. It can be implemented in many applications
of analysis with the aim of gathering a specific set of text
documents into coherent classes or clusters’ subsets [2].
Substantial efforts were exerted by many techniques so that
documents within a specific cluster possess high intra-
similarity, as well as low inter-similarity with other clusters
[3]. In other words, similar documents are allocated for a
similar cluster, whereas dissimilar documents are allocated
for varied clusters [4]. The similarities and dissimilarities
are evaluated based on the attribute values that describe the
documents.

TDC is the essential problem of unsupervised learning,
as it discusses the partition of the data in an unknown area.
This text mining field allows for large amounts of textual
data to be organized. It also forms the basis for any further
unsupervised learning [2]. The TDC methods are used to
classify the documents into related groups of some cate-
gories or specific topics. Nonetheless, these categories are
not considered a priori. Since examples from the related
groups of the documents are not given beforehand (e.g.,
politics), the focus of this paper on partition clustering
procedures as this clustering algorithm aims to partition a
cretin object of dataset into another subset consisting of
similar clusters based on minimization or maximization of
the objective function regardless of their hierarchical
structure.

The clustering techniques in machine learning are
applied in many application fields such as pattern recog-
nition [5], information retrieval [6], data mining [7], and
text mining [8]. The traditional clustering algorithms are
categorized into two key categories, including hierarchical
and partitional categories [1, 9, 10]. Hierarchical strategies
can be categorized as divisive (top-down) and agglomera-
tive (bottom-up) approaches. Firstly, divisive clustering
begins with all the dataset documents in the one cluster and
then tries to separate them into smaller clusters that are
heterogeneous. In comparison, agglomerative clustering
treats each document as an isolated cluster and then collect
the homogeneous clusters until no further fusion is feasible
[11]. Partitional clustering (i.e., flat partition) methods aim
to divide text documents into sets of different clusters.

The K-means algorithm is a prevalent and widespread
partitioning clustering algorithm due to the algorithm’s
superior feasibility, as well as efficiency to deal with
gigantic amounts of data [12]. The most shared clustering
objective in the K-means involves minimizing the number
of similarities among all the objects, as well as the
matching cluster centers. The K-means algorithm,
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however, performed inefficiently. In particular, it is vul-
nerable to outliers because, in addition to its sensitivity to
the initial centroids, it can fall in the local regions in the
search space [13].

Over a period of around two decades, the metaheuristic
algorithms have provided successful solutions to solve the
TDC problem [1]. These algorithms are categorized into
population-based and single-based algorithms based on the
solutions number that are provided in each iteration [14]
such as ray optimization algorithm (ROA) [15], harmony
search (HS) [16], grey wolf optimizer (GWO) [17], cuckoo
search (CS) [18], salp swarm algorithm (SSA) [19], fruit fly
optimization algorithm (FFOA) [20], dragonfly algorithm
(DA) [21], krill herd algorithm (KHA) [22], teaching-
learning-based optimization (TLBO) [23], dolphin
echolocation (DE), ant lion optimizer (ALO) [24, 25],
particle swarm optimization (PSO) [26], and ant colony
optimization (ACO) [27].

The multi-verse optimizer (MVO) method represents
that an evolutionary population-based algorithm is inspired
by the multi-verse theory [28]. The MVO algorithm is part
of an expanded swarm intelligence group developed by
Mirjalili et al. [29]. In the MVO algorithm, each of the
universes is modified in a search space based on receiving
good attributes from better universes. The MVO algorithm
has several advantages. During a specific search, it is
smoothly balancing exploration, as well as exploitation.
Besides, a few parameters are set in the initial stage
because there is no mathematical derivation required like
other algorithms. It is also flexible, adaptable, simple,
sound-and-complete, and scalable. MVO has been used to
address NP hard problems, e.g., clustering problems [30],
unmanned aerial vehicle path planning [31], neural net-
works [32], oil recovery [33], feature selection [34, 35],
and optimizing SVM parameters [35].

Many researchers, who investigated text clustering, have
applied the metaheuristic algorithms successfully to solve
the problem of TDC. However, a key drawback of such
methods manifests that these methods often start with the
creation of a random solutions’ group, and then, the initial
solutions are moved, evolved, or combined over the itera-
tions or generations during the execution. Until today,
random has been the standard method to create the initial
population [36]. Therefore, the obtained results of the
algorithm depend (among other factors) on the solutions’
quality in an initial population [2, 37]. Besides, other
problems can involve unsatisfactory results, e.g., inaccu-
rate clusters, as well as the behavior of the algorithms,
which were chosen unlike the problem of the text docu-
ment clustering. Besides, the best solution in MVO plays a
key role in the exploration and exploitation phases. In this
situation, improving the best solution at each iteration is
helpful to find better solutions. Two and more algorithms
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are hybridized with the aim of obtaining the best solution to
tackle the optimization problems [38].

In this paper, two versions of the hybrid strategy of the
MVO algorithm are proposed called hybrid multi-verse
optimizer algorithm (H-MVO) with the aim of enhancing
the initial candidate solutions’ quality, as well as the out-
comes that are produced by the basic MVO algorithm for
TDC. In the first version, the hybridization occurs in the
ordering of the initialization phase, where the initial pop-
ulation process is invoked. The k-means clustering algo-
rithm uses these solutions as input to improve each
solution. In the second version, the hybridization occurs for
the best solution, which is produced by MVO at each
iteration, and it is considered as the initial state of k-means,
including the first version. Based on the K-means and
MVO principle, these two approaches are merged with the
aim of proposing a novel hybrid MVO to solve the MVO
shortcomings so that the value of the optimal fitness
function is obtained. This proposed method is assessed on
the commonly used standard benchmark datasets that are
utilized in the data and text clustering domain. The results
are compared with the existing comparative techniques and
algorithms. The experimental results demonstrated that the
H-MVO performed more accurately and efficiently than
the well-known clustering techniques (i.e., K-mean,
K-mean++, DBSCAN, agglomerative, and spectral), and
the original, as well as the hybrid optimization algorithms
(i.e., KHA, GA, PSO, HS, MVO, H-PSO, and H-GA).

The rest of the paper is divided into six sections. The
second section discusses related works and previous stud-
ies. The third section introduces and discusses the TDC
problem in detail. The MVO algorithm is addressed by the
fourth section, while the fifth section explains the proposed
methodology. The sixth section includes the dataset used,
the experimental findings, and the proposed method’s sig-
nificance. The conclusion, along with guidelines for further
studies, is provided in the seventh section of the current

paper.

2 Related works

This section addresses that the related works of non-
metaheuristics and metaheuristics algorithms for TDC are
reviewed.

2.1 Non-metaheuristics for TDC problem

K-means [39], K-medoids [40], as well as fuzzy c-means
clustering [41] represent the conventionally traditional
partitional clustering algorithm’s examples. All the con-
ventional partitional clustering algorithms are scalable
easily to larger datasets. These algorithms, however, do not

target a global convergence because they extremely depend
on the cluster centers’ initial position, and they often
converge to the nearest local optimum solution in a search
space from a starting search position. Also, the algorithm’s
multiple runs cannot solve the problem to achieve the local
optimum solution.

The main objective of the K-means is to update the
clusters centroid characterized by the center of data points.
The process continues until the iterative calculation fulfills
a specific convergence criterion. Chen [42] used K-means
with other clustering algorithms after proposing a novel
scheme for the distance-based term weighting to encode
the term weights through considering distances among the
news terms and whether terms have occurred. The pro-
posed work presents the potential to improve clustering
performance.

Hussain and Haris [43] embed exploiting the statistical
information of the data into k-means algorithm instead of
utilizing them as an external distance measure and pre-
senting a specific integrated framework, namely the
k-means-based co-clustering (kCC) algorithm. Also, the
initialization step is modified to involve multiple points
with the aim of representing every cluster center like the
points within a specific cluster that are close altogether;
however, they are far from the points that represent other
clusters. Furthermore, the neighborhood walk statistics are
suggested as the semantic similarity approach for the
cluster assignment, as well as the center re-estimation in an
iterative process. The evaluation of the combined approach
was carried out on some standard datasets. The proposed
approach (i.e., kCC) outperformed the k-means,
k-means++, ICC k-means, hierarchical ensemble cluster-
ing, and SSID k-means traditional algorithms.

The K-medoids text clustering algorithm functions in a
similar way as the K-means text clustering. It begins by
selecting k documents randomly as initial medoids with the
aim of representing k clusters. Other documents that are
close to the medoid are involved in the cluster. Subse-
quently, a novel medoid is chosen, which better represents
the cluster. The documents are assigned to the clusters,
which have the closest medoid. The medoids modify their
location in each iteration. This method works on mini-
mizing the number of dissimilarities among documents and
their corresponding medoid. The cycle is repetitive until no
medoid modifies its placement. The process ends here, and
the final clusters along with the medoids are defined. The
formed K clusters are centroid on the medoids. All the
members of the documents are put in the most appropriate
cluster depending on the nearest medoid [44].

Balabantaray et al. [45] compare the K-means clustering
with the K-medoids clustering. K-means was carried out
using both Euclidean and Manhattan distance on WEKA
tool, and K-medoids was carried out through Java
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programming. Finally, it was observed that K-means yiel-
ded a better result than K-medoids. The use of the k-me-
doid clustering algorithm suffers from a couple of
disadvantages. First, it needs many repetitions so that
convergence is reached in addition to the slow implemen-
tation. It is because each of the iterations needs similarity
computation or distance measures. Second, the k-medoid
clustering algorithms cannot be compatible with the sparse
text collection. Also, in the large division, as well as the
documents’ non-uniform distribution, a text does not
include several words in common; the similarity value is
quite small among these document pairs [46].

2.2 Metaheuristics algorithms for TDC problem

Over two decades, some nature-inspired metaheuristics
were proposed to be applied in several real-life applica-
tions. Recently, to solve many unsupervised optimization
problems, metaheuristic algorithms have been successfully
implemented. In the current stage of any problem associ-
ated with unsupervised optimization, the user can select an
appropriate metaheuristic algorithm easily to solve it. The
obtained solution can ensure optimality as the population-
based algorithms discover all the search space of the pro-
gress in the generations [47]. The next subsections outline
the recently conducted works that investigated the parti-
tional clustering.

2.2.1 Particle swarm optimization algorithm

The particle swarm optimization (PSO) is a well-known
swarm-based algorithm [48]. This algorithm has been
inspired by the birds’ social behavior, which simulates the
birds’ collective intelligence [49].

The PSO’s key characteristic involves the simple way of
sharing information among the agents according to a few
equations. The agent is referred to as a particle, and a
swarm is formed by a group of these particles. The location
of the particles is in a multidimensional search space; they
change positions based on the best position accomplished
so far (i.e., self-experience), as well as positions of the
remaining swarm (i.e., collective experience). A fitness
function is usually utilized in evaluating the agents’ qual-
ity. The group of these steps permits a complex global
behavior’s emergence [50].

In the optimization problems, the positions of the par-
ticles signify the candidate solution to solve the given
problem. In clustering, however, it relies on codification
[51].
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2.2.2 Genetic algorithm

GA-based clustering signifies an evolutionary algorithm,
which is inspired by the natural selection process. The
method that is based on the GA can be applied to the TC
utilizing the ontology strategy, as well as the strategy of
thesaurus [52]. Also, two-hybrid methods are applied uti-
lizing different similarity measures. As a result, the GA,
which is associated with the suggested similarity measures,
has enhanced the TC method’s performance.

The novel TC technique is based on the partitioning of a
specific dataset into further subset groups and the appli-
cation of the GA separately to each of the clusters instead
of the whole dataset [53]. The separate application of the
GA to the partitions with the aim of avoiding the local
minima involves the key problem when the GA is used.
The introduced GA has achieved better performance in
comparison with previous approaches.

A novel approach has been recently enhanced to tackle
the text data structure, in other words, MEDLINE abstract
dataset, which relies on combining the GA with the VSM,
as well as the agglomerative algorithm [54]. The experi-
ments included a subset of MEDLINE dataset that is uti-
lized in real applications. Accordingly, this proposed
method is applicable to any of the text dataset to boost
information retrieval.

2.2.3 Artificial bee colony algorithm

The artificial bee colony algorithm (ABC) is enhanced by
Karaboga [55] and inspired by intelligent foraging of real
honey bees’ behavior with the aim of locating food sources.
Honey bees can be classified into three categories:
employed bees, onlooker bees, and scout bees. Moreover,
half of the bee colony is occupied by employed bees,
whereas the other half is occupied by onlooker bees. Inside
the colony, the employed bees work on searching and
exploiting the existing food sources around the hive, as
well as sharing information of the nectar quantity of the
sources of food with the onlooker bees.

The onlooker bees work on selecting and exploiting the
food sources based on the information, which is shared by
the employed bees. Also, the more nectar the food source
has, the higher the possibility that the onlooker bees select
1t.

In turn, the employed bees that have exhausted food
sources become the scout bees. The scout bees’ occurrence
is controlled via a parameter, namely (limit). The whole
search space is explored by the scout bees and, therefore,
new food sources are randomly generated instead of the
food source, which is exhausted. Each of the food sources
matches a specific solution to the given problem. The
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nectar quantity, which is related to the food source, mat-
ches the solution fitness.

Like the existing nature-inspired algorithms, the ABC
algorithm begins with initializing few parameters, as well
as arbitrarily generated solutions. This algorithm aims to
optimize a given objective function with the employed
bees’ repeated number of cycles, the onlooker bees, as well
as phases of the scout bees in a sequence [56].

2.2.4 Krill herd algorithm

The herding individual krill behaviors inspired the krill
herd algorithm (KHA). This algorithm is a new evolu-
tionary algorithm, which is based on swarm intelligence, as
well as the bacterial foraging algorithms. KHA was pre-
sented by Gandomi and Alavi [22]; it attracted the
researchers, and it was widely utilized to solve many
optimization problems due to the simple idea, as well as the
concept it presents, in addition to its easy implementation,
and its suitable behavior for the clustering techniques [22].

2.2.5 Harmony search algorithm (HS)

Another optimization algorithm, which is powerful in the
exploration search, is the harmony search (HS); however, it
can, sometimes, be trapped in the local optima [57] and,
therefore, conducting a global search efficiently is very
difficult. Based on the HS algorithm, the search mechanism
entirely depends on random and, thus, to reach fast con-
vergence is quite hard. Forsati et al. [16] have developed
HSCLUST to solve TDC problem. An efficient enhance-
ment is expected regarding the proposed HSCLUST as it
includes the K-means algorithm to devise three different
hybrid methods in order to find a near-optimal partition.

2.3 Hybrid metaheuristic methods for text
document clustering problem

A hybrid approach, which is based on the PSO algorithm,
as well as the K-harmonic mean algorithm is suggested for
the technique of data clustering. The proposed approach
completely utilizes the merits of the two algorithms. This
proposed hybridization algorithm helps the K-harmonic
mean clustering in escaping from the local optimum solu-
tion, and it wins over the limitations via tuning the PSO
algorithm’s convergence speed. The proposed hybridiza-
tion algorithm’s performance is examined when seven
datasets are used for the data clustering technique from the
UCI Machine Learning Repository. It is also compared
against the swarm optimization and the K-harmonic mean
clustering standalone. The experimental results showed
that this hybridization technique is superior [58].

Four hybridization versions of the ABC and the PSO are
utilized, including sequence and parallel, as well as the
sequence with an enlarged pheromone-particle table, in
addition to the global best exchange approaches, were
introduced with the aim of improving the technique of data
clustering. The hybrid versions have been examined via the
problem of data clustering. The experimental results
revealed that the proposed methods’ performance is superior
in comparison with the existing standalone algorithms. The
experiments were carried out utilizing standard datasets from
the UCI Machine Learning Repository. Thus, among the
hybridization versions, the sequence approach outperformed
all the existing approaches. This is because growth diversi-
fies throughout the new solutions’ generation and, therefore,
prevents from being stuck in local optimum [59].

The hybrid ABC algorithm is introduced to enhance the
technique of data clustering. The key goal of this hybrid
algorithm involves enhancing social learning among bees by
the addition of the genetic algorithm’s crossover operator to
the artificial bee colony. Consequently, ten benchmark
functions, as well as six datasets, were utilized to examine the
technique of the data clustering from the Machine Learning
Repository (UCI). In conclusion, the results showed that the
introduced algorithm performed in a better manner com-
pared to the existing algorithms. Also, better results were
obtained in the technique of the data clustering [59].

A novel hybrid algorithm called differential evolution
KH (DEKH) was introduced to solve the function opti-
mization with the aim of overcoming the KH algorithm’s
poor intensification [60]. Such an improvement was made
via appending the hybrid differential evolution (HDE) into
the KH to tackle complex optimization issues in a more
efficient way. The HDA works on inspiring intensification
and encouraging the krill so that the intensification search
within the defined region is performed. The experiments
were carried out on 26 optimization functions, and the
results showed that the suggested DEKH is suitable for
finding an accurate solution compared to the KH, as well as
the existing comparative methods. Furthermore, the DEKH
method’s robustness and the initial population volume’s
control over convergence, in addition to its effectiveness,
were tested by conducting a group of experiments.

A novel hybrid strategy called cuckoo search and krill
herd (CSKH) was introduced to make the KH works in a
more efficient way [61]. The CSKH involves krill updating
(KU), as well as abandoning (KA) operator, which is intro-
duced from CS throughout the process when the krill position
has been updating with the aim of enhancing its performance
significantly, as well as its reliability in dealing with prob-
lems of function optimization. The KU operator works on
encouraging the exploitation, as well as allowing krill indi-
viduals to carry out a careful search. However, the KA
operator can be applied to further enhance the CSKH’s
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exploration search instead of poor krill at the end of each
iteration. This strategy’s performance is evaluated via 14
standard optimization functions. The results revealed that the
suggested hybrid strategy of the CSKH algorithms can be
more powerful, as well as efficient compared to the basic KH
and existing comparative methods.

A new hybrid of the KH algorithm, associated with the
harmony search (HS) algorithm called H-KHA, was pro-
posed to enhance the ability of the global (diversification)
search. The improvement involves the addition of the
global search operator (a new solution is improvised) of HS
algorithm to KH algorithm to enhance the ability of the
exploration search via a new factor of probability called
distance factor, whereby krill individuals are moved toward
the best global solution. The H-KHA’s performance out-
performed or at least it was found to be highly competitive
compared to the original KH algorithm, the clustering
techniques that are well-known, as well as the existing
comparative optimization algorithms [10].

The obtained results, as well as the analysis of these
studies, were successful to some degree in improving the
clustering performance; they have overcome the local
methods such as K-Means and k-medoids. However, from
a practical point of view, there is no right balance between
exploitation and exploration during the optimization pro-
cess in metaheuristic algorithms. This means that moving
toward the global optimum solution is not guaranteed [29].
Besides, they usually start by creating a set of random
solutions; these initial solutions are then moved, evolved,
or combined over the iterations or generations during the
execution. Until today, random has been the standard
method to create the initial population. Therefore, the
obtained results of the algorithm depend (among other
factors) on the quality of the solutions in the initial popu-
lation [2]. To solve the TDC problem using metaheuristic
algorithms, therefore, needs further and in-depth investi-
gation to overcome the existing weaknesses.

3 Text document clustering problem

The TDC represents the NP-complete problem to find
clusters in the heterogeneous documents via minimizing
the objective (minf(x) equals the minimizing of the
Euclidean distance function in the present paper). The TDC
problem formulation, the text document preprocessing, the
clustering algorithm, similarity measures, and the objective
function are described in this section of the paper.

3.1 Problem formulation

The TDC problem is described at a high level as follows:
Given a set of d documents, in order to divide the (Docs)
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into a predetermined number (K) clusters, where (Docs)
represents a  vector of  documents (Docs =
(dy,da,....d;,...,dy)). Doc; means the number of docu-
ment i and Doc, signifies all the number of documents in
Docs. Each of the clusters possesses a cluster centroid
(Kcenr) that is defined as a vector of terms length weights
I Ckens = (kener s kenr2,s - - o kenf)), where ke is the
centroid of the kg cluster, k., signifies the value of
position 1 in the cluster centroid k, and k., signifies all the
exceptional centroid features‘ number (terms) [40, 62].

In order to determine a partition kg =
(kene1, kenea,y - - .y keny fulfilling the conditions:

1. ke # . each cluster must not be empty (i.e., each
centroid must attract at least one document).

2. keuDNkew =& if K#K, U kou =0
cluster must contain unique documents (i.e., Hard
clustering).

3. The objects that belong to a similar cluster bear a high
resemblance to each other, whereas the objects that
belong to varied clusters are not like each other.

wkengjy -

o kengjy -

each

3.2 Text document preprocessing

Before the clustering algorithm is applied, the steps of the
standard preprocessing are utilized with the aim of prepro-
cessing the text documents, which include tokenization, stop
words removal, stemming, and term weighting steps. The text
documents are converted into numerical format or matrix by the
steps of the preprocessing. A brief description of the standard
preprocessing steps is given in the following sections.

1. Tokenization
In such a process, the text data are split into basic
independent units sequence (i.e., words or terms) called
tokens.
2. Stop words removal
The process of the stop words removal works on
removing specific common words, which are most
frequently occurred. Examples of these words include
‘is, ‘are’, ‘am’, ‘that,” and ‘an’. A list of 571 words can
be obtained from (http://www.unine.ch/Info/clef/), that
contains 571 words.
3. Stemming
Stemming involves converting words into their roots
to achieve simplicity, i.e., ‘introduce’ and ‘introduc-
tion’ are treated like ‘introduce.” Also, words like,
‘computer,” ‘computes,” ‘computation,” and ‘comput-
ing’ are treated like ‘compute.’
4. Term weighting
Term weighting aims at converting text data into a
particular numerical format. There exist many schemes of
term weighting in the literature. For text document
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representation, term frequency-inverse document fre-
quency scheme (TF-IDF) is calculated in the vector space
model (VSM)[63]. In the VSM, each document is shown
with a vector, and the values of the cells are weighted as
follows:

di ={Fi\,Fi2,..,Fij,....,Fis},

where ¢ refers to the features number and F; refers to

the feature j weight in document i [64]. For calculating
the weighting of the feature, the following weighting
scheme is used:

Fij= TF — IDF(i,j) = TF(i,j) x (logD;l(],)) (1)

where TF(i, j) the feature j frequency in document i,
and DF(j) is all the documents containing feature j.
Matrix of size m x n is used to represent the VSM as

follows:
Fi Fio Fig-ny  Fu,
VSM =
Fin-1)1 o Funony
Fm,l Fm72 o Fm,t

3.2.1 Solution representation

The solution within the population means a independence
candidate solution that aims to solve the TDC problem as a
vector x = (x1,x2, . ..,%4), where d signifies the number of
documents and the values of the cells are assigned by any
cluster number k as represented in Fig. 1. Based on Fig. 1,
the solution X has twenty dimensions, documents are divided
into five clusters, for instance, document one is in cluster
five, and cluster four has four documents {13, 14,17, 18}.

3.2.2 Objective function

The distance/similarity is used in the clustering methods as
an objective function to assess the degree of closeness
between the cluster centroid and the documents. In this
paper, The Euclidian distance measure is used. This mea-
sure is commonly used as a standard measure for the same
purpose [65, 66].

For instance, given document d; = (Fyy,Fia,...,Fi;)

and kcm‘j = (kcnljl s kcntha “oey kcntj]'a caay kcm_‘f)7 the Euclidean
distance is as follows:
Fig. 1 Solution representation 1 2

. 12
distance(dy, kenj) = (Z |F1i — kcnlj,i|2> ) (2)

i=1

whereby F; signifies the weight of feature i in document
1, and k,;,; signifies the feature weight i in cluster centroid
Jj- It is worth noting that the distance value is within (0, 1),
where the most appropriate value is 0, and the worst value
is 1. For each cluster, the centroid is recalculated using
Eq. (3) as follows:
d
kenii = Ma (3)
Zj:l aij
where k,; signifies the centroid cluster of j, dj, signifies to
the 1, feature weight of document i, a;; signifies a binary
dimension matrix d x k as follows:

1
aij: 0

Eventually, for every x solution the f(x) must be formu-
lated of the proposed algorithm . As shown in Eq. 5, the
average distance of documents to the cluster centroid
(ADDC) is used.

Zf;l (di Zj.l;] distance(d;, kc,m)) 5)
k )

whereby f(x) signifies the cost function, and d; signifies the
documents number in cluster i.

cluster j contains the documenti,
otherwise

(4)

minf(x) =

4 Original multi-verse optimizer

This section discusses the inspiration of MVO in Sect. 4.1,
as well as the mathematical model in Sect. 4.2.

4.1 Inspiration

The inspiration might be from natural phenomena, animals,
or social activity behavior. The algorithm is based on
various potential mathematical models following the
inspiration. MVO was enthusiastic mainly by the multi-
verse theory in physics science [28].

The main components of the multi-verse theory include
the wormhole, the black, and the white holes. These are
mathematically designed for MVO. Based on this theory,
physicists believed that there exists more than a single big
bang and each bang has caused the birth of the universe.

10 11 12 13 14 15 16 17 18 19 20 4

3 4 5 6 7 8 9
211111 [2]2[3]3 3l s |+ [l I
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The theory of multi-verse conceptual models, as well as the
big bang theory, is illustrated in Fig. 2.

A multi-version approach is a contradictory approach to
the universe. This reveals that in addition to ours, there is
another universe where we live according to the multi-
verse principle. Three critical MVO-based principles are
used in MVO’s inspiration algorithm (i.e., wormhole,
black, and white holes). Physicists thought the big bang is
the white hole, which is a critical element of the universe’s
creation. The black holes behave differently from the white
holes. They have a compelling gravitational force and can
attract everything, even light beams. Based on the inspi-
ration process, every universe cab can expand space by
using the inflation rate. For white holes and stars as well as
asteroids and planets, the universe’s inflation rate is
essential. Besides black holes and laws, the exact inspira-
tion of MVO is illustrated in this scenario.

In terms of optimization, both the white holes and black
holes definitions are used for the exploration phase. In
multi-version theory, each universe corresponds to the
candidate solution and each object in the universe corre-
sponds to the decision variable. This means that the
wormhole concept ensures the exploitation phase.

4.2 Mathematical model and algorithm

To explore the search spaces, MVO uses the concepts of
the white holes and the black holes. In contrast, it uses
wormbholes to exploit search spaces. As any population-
based algorithm, the optimization process often begins with
the creation of a population of unique solutions and aims to
develop solutions over the number of iterations predefined.
On the basis of the MVO algorithm, individual improve-
ments can be achieved in each population based on one of
the theories of the potential existence of the multiple uni-
verses. By these ideas, each optimization solution is a
single universe, and each object in this universe is a
decision variable of a given problem. MVO thus accom-
panies such moves during the optimization process. In

Fig. 2 a Big bang theory
conceptual model [67]. b Multi-
verse theory conceptual model

[68]
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Fig. 3, the MVO flowchart is shown and the implementa-
tion of the MVO is provided in algorithm 1.

1. A higher inflation rate is the higher probability of white
hole.

2. A higher inflation rate is the lower probability of black
hole.

3. The objects in the universe transfer from a white hole
into a black hole.

4. Randomly in all universes, the objects travel toward
the best universe.

The universes that have a lower inflation rate (i.e., black
hole) receive the objects from the universe that have a
higher inflation rate (i.e., white hole). In this case, the
average inflation rates of the universe are improved via
iterations. The universes are arranged according to their
inflation rates in every iteration; the white hole is assigned
to the universe by the roulette wheel selection. This pro-
cedure has been formulated in a matrix (6).

xi xi - ﬁ

x2 x2 PR 2
1 2

xn xn PR ‘f;l

where U is n X d matrix of universes called population,
n signifies the number of universes, and d signifies the
number of dimensions. Usually, the decision variable (di-
mension) j in solution i is generated randomly as follows:

X = Ib; + rand()%((ub; — Ib;) + 1) ™)
Vie (1,2,....n)AYj e (1,2,...,d),

where [Ib;, ubj| signifies the limitation of decision variable
j (lower and upper bound) and rand() denotes a function to
generate a random number in the range (0, 1).

In each of the iterations, every decision variable j in the
solution i that has the black hole (i.e., xﬁ) changed a value
using two options. First, from the historical solutions value

like ¥, € (x},x?

IREER

.,xf:_l). Second, the value remains the

same. This is as described in Eq. (8).
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Fig. 3 Flowchart of MVO
algorithm

l

Calculate objective
function of universes

Update the object
based on wormholes

Sort universes

_—
Rand < WEP

Update best universe

Update the object

Initialize MVO parameters

Update WEP and TDR | |)55ed on white/black holes

Initialize the universes ' >

rand; < Norm(U;),
rand, > Norm(U;)’

%,
Al

1

x

whereby

shows the jth variable of ith universe, Uj;

normalized inflation rate of the ith universe, rand; denotes
a randomly chosen number in the range [0,1], and x{n is the
Jjth variable of mth universe, which is chosen by using the
roulette wheel. In order to increase the diversity of the

(3)

indicates the ith universe, Norm(U;) denotes the  solutions, the wormhole is utilized, assuming that the
Fig. 4 Selecting the best -
solution llSiIlg MVO 1) Initialization. 3) Sort the solutions from best to worst based on f(x).
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The solutions are generated. + *The solutions are sorted based on the objective function.
2) Calculate the objective function f(x) for all solutions. 4-a) Update each solution based on White/Black and Worm Holes.
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wormbhole exists in the solutions randomly. Such a process
is as follows:

¥ =

i

X r4+lb,) r3 <0.5,

Xj + TDR x ((Mb_,‘ — lbj)
{xj — TDR x ((ubj - lbj) X ry + lbj) r3>0.5 r, <WEP
x{‘. r, > WEP

©)

where x; shows jth the fittest universe variable that is
generated until now, [b; signifies the minimum limit of jth
parameter, ub; signifies the maximum limit of jth param-
eter, x; i is the jth parameter of ith universe, and 72, r3, r4
represent random numbers from [0, 1]. Therefore, it was
concluded, based on this formulation, that the wormhole
existence probability (WEP), as well as the traveling dis-
tance rate (TDR), represents the main coefficients and the
coefficients’ formula can be given by:

WEP — min + ci x (u) (10)
mi
cil/p

where min and max represent predefined constant values,
mi is the maximum number of iterations, ci denotes current
iteration, and p is the exploitation accuracy.

Figure 4 exemplifies the selection of the best solution

using MVO. An optimal solution is the final result of that

phase x = (x],x5, ...,

x};), which is the optimal solution of

TDC problem. The following are the MVO steps:

)

5.

Several TDC solutions are initialized (i.e., the number
of clusters, documents, etc.).
Calculate the Euclidian distance (i.e., objective func-
tion f(x)) for all solutions.
According to the objective function, sort all solutions
from the best to the worst.
Using the worm and black/white holes to update each
solution.

For the decision variable j of solution (x;):

e random value rl is generated in order to compare
against the (x;) objective function value and
exchange j by:

Case 1: The value is replaced from better
solutions.
Case 2: The value remains the same.

e Random value 72 is generated 72 in order to
compare against the WEP and exchange i by:

Casel: The value is replaced from the best
solution after adding TDR value.

Case2: The value is replaced from the best
solution after subtracting the TDR value.

Repeat step 4 and steps from 2 to 4 until the end
criterion is satisfied.

Best solution is produced.

Algorithm 1 Pseudocodes and general steps of MVO algorithm

1: Initialize MVO parameters (Min, Max, Best solution = 0O , LB, UB, Number of solutions, Number of dimensions

(Dim) , Number of iterations ).
. Create MVO population.
. while the end criterion is not satisfied do
: For all solutions evaluate the objective function.

The solutions are Sort_s=Sorted from the best to worst based on objective value .
Normalize=Normalize the objective function for all solutions.

Update the Best solution vector.

for each solutions indexed by i except the best solution do
Calculate WEP and TDR using Equations ( 10 and 11 ).

Black_hole_index=i.
for each object indexed by j do
rl = random([0, 1]).
if r1 < Normalize(S;) then

White_hole_index = Roulette_Wheel_Selection .

S(Black_hole_index,j)= Sort_s(White_hole_index,j).

end if

if r2 < Wormhole_existance_probability then

r3 = random([0, 1]).
r4 = random([0, 1]).
if 73 < 0.5 then

Update the Position of Solution using Equation 9 case one.

else

Update the Position of Solution using Equation 9 case two.

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16:

17: r2 = random([0, 1]).
18:

19

20

21

22

23

24

25 end if

26 end if

27:

28: end for
29: end for
30: end while

31: Produce the best Solution.
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5 Methodology

The details of the proposed method (i.e., H-MVO) is pre-
sented in this section. A proposed hybrid strategy of the
MVO algorithm comprises two key stages. The first stage
involves enhancing the quality of the initial candidate
solutions. The second stage involves enhancing the best
solution, which is produced by MVO at each iteration.
Figure 6 shows the proposed hybrid strategy steps. Each
phase is also described as follows.

5.1 K-means clustering algorithm

The K-means algorithm represents the most popular clus-
tering algorithm. K-means is a prominent technique of
partitional clustering. It was introduced over 50 years ago
[1]. The K-means algorithm has been commonly utilized
with the aim of dealing with huge databases due to its
simplicity. Also, it is easily implemented, and it enjoys low
computational complexity, as well as fast convergence
[69]. The process involves two main steps’ iterative. In this
process, the entire dataset is classified into clusters that are
heterogeneous. Over the years, many visions of improve-
ment have been developed with the aim of enhancing its
performance like the Kernel K-means [69], K-harmonic-
means [7], and K-Medoids [69, 70].

By using the K-means algorithm, the data are split into
K groups, which are characterized by their centroids (a
cluster centroid typically represents the points’ mean in the
cluster), which arbitrarily generated artificial data to sig-
nify the whole group [71]. The algorithms’ steps are
originated by calculating the distances between samples
and centroids. Every sample in the data is allocated to the
closest centroid; each of the points’ collection is allocated
to a centroid that forms a cluster. Then, each cluster’s
centroid is updated in accordance with the points allocated
to the cluster. The process is repeated until no point can
change the clusters. Figure 5 exemplifies the way this
method functions, in which the circles represent data and
crosses represent the centroids [71]. The steps of the
K-means algorithm are given in Algorithm 2.

5.2 Enhancing the quality of initial candidate
solutions using K-means (H-MVO1)

The MVO algorithm is too sensitive to the initial condition
solutions. Consequently, the algorithm’s starting point
significantly influences the quality of the final optimal
solution [72].

Two or more algorithms were hybridized in recent
studies with the aim of obtaining the best solutions to
tackle the optimization problems [73, 74]. The key
hybridization drivers involve avoiding the local optimiza-
tion and enhancing the initial solutions, which leads to
improving the global (diversification) search ability. This
becomes more prominent in multidimensional problems.
Based on such a perspective, the proposed hybrid algorithm
combines the main features of the local search algorithm to
enhance the initial solution, and then, the result can be
passed as an initial solution for the MVO.

After the preprocessing step, the H-MVO starts with
initializing a few parameters, and it randomly generates the
solutions. Each solution is linked to one universe, i.e., the
number of solutions and the number of universes are equal.
It is worth mentioning that the initialization phase of the
original MVO (Sect. 4 is adopted for clustering with some
modifications. These modifications are related to the nature
of the problem’s variables, given that the clustering prob-
lem is discrete, and the MVO algorithm has initially been
used for tackling continuous structural optimization prob-
lems [29]. The MVO is proposed to deal with discrete
values of the decision variables of each TDC solution by
using a rounding function to convert from continuous
values to discrete values. The modifications are presented
as follows:

1. The generation function of the initial solution Eq. 7 is
modified:
X = {rand()%(ubj — Ib;))Bigr]

(12)
Vie(1,2,...n) AV € (1,2,....d),

where n is the candidate number of solutions, d is the
number of documents, [b; = 1, ub; is the number of

Algorithm 2 K-means clustering algorithm

Input: number of clusters K and a collection of objects D.

Output: distribute objects D to clusters K.
Steps:

Stepl: select an initial objects as centroids clusters K .

Step2: while the end criterion is not achieved do

Compute new cluster centroid for each k cluster.

Assigning the objects to its closest cluster ( less distance between the object and clusters centroids).

end

@ Springer



Neural Computing and Applications

Initial cluster 1 centroid

Update cluster 1 centroid

Final cluster 1 centroid

The solution is generated.

Fig. 5 Illustrative example of K-means operations

clusters, Bigr signifies a function, which rounds the

value of x’l to the nearest integer, which is less than or

equal to x}, and rand() is a function to generate number
in the range (0, 1).
2. The equations of the wormhole Eq. 9 are changed:

W=

i

Lx,- 4+ TDR x ((ubj — Iby) x 14+ Iby)Bigr|  r;<05,

pj — TDR x ((ub; — Ibj) % r4 + Ib;)Bigr| ~ r3>0.5
X

i

ry > WEP

(13)

ry <WEP

Vi

Iteration (n)

t———————

The solution is improved reassign the documents in the same cluster.

enhancing each of the solutions and recalculating the
quality of the solution using Eq. 5. If the generated solution
quality outperforms the old solution quality, it memorizes
the generated solution; otherwise, it continues with the old
solution. The process will be repeated for all solutions in
the population (see, Algorithm 3).

Algorithm 3 Enhancing the quality of initial candidate solutions algorithm

Input: Population matrix U of size n solutions

Output: Improving Population matrix U of size n solutions by K-means

for Each solution x; in Population matrix U do

Step3: run Algorithm 2

if The solution x; improved then

end
else

end
end

Stepl: calculate the solution z; quality using Eq.5
Step2: make the solution x; instead of the first step in Algorithm 2.

|  Step5b: the solution z; remains unchanged.

Step4: calculate the solution z; quality using Eq.5

|  Step5a: replace the solution x; with the old solution.

where x; represents the ji;, index of the best solution, which
has been, so far, created, the rate of the traveling distance
(TDR), and the wormhole existence probability (WEP)
represent coefficient parameters, Ib; = 1, ub; signifies the
number of clusters, 2, r3, r4 signify random numbers
between (0, 1), and Bigr denotes a function that rounds the

value of xﬁ to the nearest integers that are less than or equal
to x.

A set of solutions is randomly generated in the initial-
ization phase utilizing Eq. 7, and the solutions fitness is
computed utilizing Eq. 5. The k-means clustering algo-
rithm considers the solutions, in this phase, as input for

@ Springer

5.3 Enhancing the best solution of MVO using
K-means (H-MVO02)

Like other metaheuristic algorithms, the MVO algorithm is
designed so that two phases are accomplished, including
the exploration phase and the exploitation phase, in which,
the algorithm should be armed with mechanisms for an
extensive search of the search space. In exploration phase,
the search space’s promising regions are identified. The
exploitation phase, on the other hand, emphasizes the local
search, as well as convergence toward the promising areas
that are obtained in the exploration phase. The key
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The solutions are generated.
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Fig. 6 Proposed methodology

solution, which is adequate in the two phases, represents
the best solution. The possibility of solutions to learn from
the best solution is very high in the exploration phase.
Besides, it only focuses on the best solution in the
exploitation phase. The liberal bias to improve the best
solution might be sharing good attributes in the path of
searching for global optima and leads the search to find
better solutions. At each iteration, the best solution, which
is produced by H-MVOI, is regarded as the k-means initial

state. This stage increases the existence probability of the
useful attributes in the best solution and, therefore, the best
solution sends these to other solutions and assists them to
improve their fitness value. The process of enhancing the
best solution is detailed in Algorithm 4). The proposed
method’s optimization framework is shown in Fig. 6 and
pseudocode in Algorithm 5.

Algorithm 4 Enhance the best solution of MVO

Input: The best solution best sy
Output: Improving solution bestg; by K-means

Step1: make the solution best g instead of the first step in Algorithm 2.

Step2: run Algorithm 2

Step3: calculate the solution best g quality using Eq.5

if The solution best st improved then

| Step4a: replace the solution best gy with the old solution.

end
else

| Step4b: the solution best g1 remains unchanged.

end
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Algorithm 5 Pseudocodes and general steps of H-MVO algorithm

1: Initialize MVO parameters (Min, Max, Best solution = O , LB, UB, Number of solutions, Number of dimensions

(Dim) , Number of iterations ).

2: Create MVO population.
3: run Algorithm 3
4: while the end criterion is not satisfied do
5: Evaluate the objective function for all solutions.
6: Sort_s=Sorted Solutions based on objective value from the best to worst.
7: Normalize=Normalize the objective function for all solutions.
8: run Algorithm 4
9: Update the Best solution vector.
10: for each solutions indexed by i except the best solution do
11: Calculate WEP and TDR using Equations ( 10 and 11 ).
12: Black_hole_index=i.
13: for each object indexed by j do
14: rl = random([0, 1]).
15: ifrl < Normalize(S;) then
16: White_hole_index = Roulette_Wheel_Selection .
17: S(Black_hole_index,j)= Sort_s(White_hole_index.j).
18: end if
19: r2 = random([0, 1]).
20: if r2 < Wormhole_existance_probability then
21: r3 = random([0, 1]).
22: r4 = random([0, 1]).
23: if r3 < 0.5 then
24 Update the Position of Solution using Equation 13 case one.
25: else
26: Update the Position of Solution using Equation 13 case two.
27: end if
28: end if
29:
30: end for
31: end for

32: end while
33: Produce the best Solution.

It is worth noting that the proposed method can be uti-
lized to solve other formulated optimization problems such
as differential equations [75, 76], global optimization [77],
time-fractional Schrodinger equations [78], second-order,
two-point fuzzy boundary value problems [79], and fuzzy
Fredholm—Volterra integrodifferential equations [75].

6 Results and discussion

The experimental design is given in this section, parameter
setting and experimental benchmark datasets, state-of-the-
art algorithms, as well as the evaluation measures of the
proposed method. Statistical analysis also provides, besides
the complexity of the HMVO, convergence rate and an
overview of the findings. The Linux environment is used to
perform the experiments. The program MATLAB was used
in this paper with various public datasets that are described
in the following section.

6.1 The experimental design
The evaluation, as well as the comparison of the proposed
H-MVO method, along with other state-of-the-art tech-

niques, is provided in this section. For providing better
insights, three types of artificial data are used to test the
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proposed algorithm output, including text clustering data-
sets (TCD), data clustering datasets (DCD), and scientific
articles datasets (SAD). Thirty times the non-metaheuristic
and metaheuristic algorithms were tested using the same
initial solutions with the entire datasets. The number of
runs was selected for all the competing algorithms based on
the literature to conduct a fair comparison. The non-
metaheuristic methods for the clustering technique run 100
iterations every run time, 100 iterations can be experi-
mentally suitable for the intensification search algorithm’s
convergence, and 1000 iterations are suitable for the
diversification search algorithm’s convergence for the
population-based algorithms. As conventionally per-
formed, seven external evaluation criteria are applied.
These measures include error rate, purity, entropy, recall,
precision, F-measure, and accuracy criteria, and the sum of
the intra-cluster distances represents an internal quality
measure. To conduct a comparative evaluation, the findings
obtained through the evaluation measures have been
compared against the results, which were obtained by using
twelve state-of-the-art algorithms: K-mean, K-mean++,
DBSCAN, Agglomerative, Spectral, KHA, HS, PSO, GA,
H-PSO, H-GA, and MVO.
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6.2 Experimental benchmark datasets
and parameter setting

To demonstrate the proposed H-MVO algorithm’s efficacy,
three types of artificial datasets were chosen to test the
problem of clustering. Five DCD, two SAD, and six TCD
were selected for the comparison from the literature as
testbeds. Such datasets reflect the clustering benchmark
datasets. They are commonly implemented to examine the
performance of the newly developed algorithms. The
Machine Learning Repository (UCI) of the University of
California provided the DCD, namely (CMC, Iris, Seeds,
Glass, and Wine).

The TCD can be downloaded from the Laboratory of
Computational Intelligence (LABIC) in a numerical form
after term extraction. The attributes of the TCD are dis-
cussed below:

CSTR '"The Centre for Speech Technology
Research (CSTR) is a research center
interdisciplinary, in which informatics,
linguistics, and the English language
are linked. The CSTR was established
in 1984. It is concerned with research
in several areas such as information
access and speech recognition. This
dataset contains 299 documents, which
belong to four classes: theory, artificial
intelligence, robotics, and systems.
*The 20Newsgroups dataset contains
19,997 articles belonging to 20 classes
that are collected from different
Usenet newsgroups. The first 100
documents are selected from the top
three classes in this dataset for our
experiment: comp_windows_xX,
talk_politics_misc, and rec_autos
classes.

3These datasets, including tr41,tr12,
and Wap from Karypis lab, contain
878, 313, and 1560 documents that
belong to 10, 8, and 20 classes,
respectively. They can be downloaded
from [5]

20Newsgroups

Trdl, Tri2, and
Wap

! http://archive.ics.uci.edu/ml/index.php/.
2 https://www.kaggle.com/ammarabbasi/20newsgroups-300-articles.
3 http://archive.ics.uci.edu/ml/index.php/.

“The Classic4 dataset contains 2000
documents, which belong to : (1) CISI,
(2) CACM, (3) MED, and (4) CRAN
(each classes has 500 documents)
classes. Previously, it contains more
than 7000 documents, which belong to
the same number of classes.

Classic4

The SAD involves scientific articles, which are pub-
lished in international conferences, namely (NIPS 2015 and
AAAI 2013). The features of the SAD are discussed as
follows:

NIPS
2015

The dataset has been taken from kaggle site.” It
contains 403 articles that were published in the
Neural Information Processing Systems (NIPS)
conference, which is an important core ranked
conference in the machine learning domain. It
has topics that range from deep learning,
computer vision to cognitive science, and
reinforcement learning. This dataset includes
paper id, the title of the paper, event type
(poster/oral/spotlight presentation), name of
the pdf file, abstract, and paper text, out of
which only, title, abstract, and paper text that
are used during our experimentation. Here,
most of the articles are related to machine
learning and natural language processing.

The dataset has been taken from UCI
repository® that comprises 150 articles, which
are accepted from a different core ranked
conference of Al domain, i.e., AAAI 2013.
Each paper has information, including the
paper title, the topics (author-selected low-
level keywords from the conference-provided
list), the keywords (author-generated
keywords), the abstract, and the high-level
keywords (author selected high-level keywords
from the conference-provided list). Many
articles are associated with artificial
intelligence such as the multi-agent system,
reasoning, and machine learning such as data
mining and knowledge discovery.

AAAI
2013

Table 1 illustrates related information, which is given in
each of the datasets. It includes the name and the number of
the dataset, the number of clusters, the documents or
objects number, and the features number. It is essentially
important to identify the parameter values of the introduced
H-MVO, as well as further comparative algorithms.

4 http://archive.ics.uci.edu/ml/index.php/.

5 https://www .kaggle.com/benhamner/exploring-the-nips-2015-
papers/data.

6 https://www.archive.ics.uci.edu/ml.
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Table 1 Description of the experimental datasets

Type ID Datasets Number of objects/documents Number of clusters (K) Number of features (t)
DCD
DS1 CMC 1473 3 9
DS2 Iris 150 3 4
DS3 Seeds 210 3 7
DS4 Glass 214 7 9
DS5 Wine 178 3 13
TCD
DS6 CSTR 299 4 1725
DS7 20Newsgroups 300 3 2275
DS8 trl2 313 8 5329
DS9 trd1 878 10 6743
DS10 Wap 1560 20 7512
DS11 Classic4 2000 4 6500
SAD
DS12 NIPS 2015 403 2 22,888
DS13 AAAI 2013 150 1897

Table 2 Parameter setting for comparing all algorithms

Algorithm Parameters Value

All optimization algorithms Population size 20

All optimization algorithms Maximum number of iteration 1000

All Optimization algorithms runs 30
proposed method (H-MVO) WEP Max 1.00
proposed method (H-MVO) WEP Min 0.20
proposed method (H-MVO) p 6.00
GA Crossover probability 0.80
GA Mutation probability 0.02
PSO Maximum inertia weight 0.90
PSO Minimum inertia weight 0.20
PSO Cl1 2.00
PSO C2 2.00
KHA Vf 0.02
KHA D max 0.002
KHA N Max 0.05
HS PAR Min 0.45
HS PAR Max 0.90
HS bw Min 0.10
HS bw Max 1.00
HS HMCR 0.90

Table 2 illustrates the comparison of the entire algorithms’
algorithmic parameters.

@ Springer

6.3 Evaluation measures

Seven different evaluation measures have been conven-
tionally used for evaluating the solutions of TDC. The
measures included (i) accuracy (ii) error rate,(iii) entropy,
(iv) recall, (v) precision, (vi) F-measure, (vii) purity, and
[80]. The calculation details of these measures are:

6.3.1 Error rate (ER)

The external quality measure is characterized as the ER.
The ER in TDC is used to measure the incorrect documents
percentage to overall number of documents as shown in
Eq. 14.

ER number of misplaced objects or text documents

size of test dataset
x 100,

(14)
6.3.2 Accuracy
This measure is used to compute the percentage of docu-

ments assigned to the right clusters [81, 82] as shown in
Eq. (15).

1k
Ac =~ i 15
¢ n;"; (15)
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where n signifies the all documents, n;; signifies the number
of assigned documents correctly in cluster j of class, and i,
k represents the number of clusters.

6.3.3 Precision

The ratio between the total documents in the cluster and
correct text documents is provided by the precision mea-
sure [83].

P(i,j) =2, (16)

n;

where n; ; signifies the correctly assigned number of objects
or the text documents of class i in cluster j and n; signifies
all cluster j documents.

6.3.4 Recall

The ratio between the total documents in the class and
correct text documents is provided by the recall measure.
The precision for class i in cluster j is calculated by
Eq. (17).
. . nj;
R(i,j) = —, (17)
n;
where 7, ; is the correctly assigned number of objects or the
text documents of class i in cluster j and »n; is all documents
in class i.

6.3.5 F-measure

The F-measure shows a harmonic combination between
precision and recall. The best F-measure value is close to 1
[84]. Equation (18) is utilized to calculate the F-measure.

2% P(ij) X R(i,j)
FUD) = =5 )+ R (18)

where P(i, j) is the precision of class i in cluster j and
R(i, j) is the recall of class i in cluster j. Calculating the
F-measure of all the clusters is presented in Eq. (19).

k
F:Z}:;’maxF(z,]), (19)

where max F(i,j) is the max value for one class over all
clusters.

6.3.6 Purity measure

It is used to compute each cluster’s percentage in the large
class by assigning each of the clusters to the most frequent
class [85]. It is the percent of the total number of docu-
ments that were classified correctly, in the unit range (0, 1).

The best purity value is close to 1, given that the large-size
class rate in each of the clusters is computed for concur-
rence with an estimated size of the cluster. Equation (20)
calculates this measure for all the clusters.

1 &
Lo 1 .. 20
purity n;max(l,]), (20)

where max(i,j) represents the large class i size in cluster j,
k signifies the number of clusters, and n signifies the entire
number of documents in the dataset.

6.3.7 Entropy measure

This measure analyzes the documents distributed in clus-
ters for a single class. The best entropy value is close to 0.
The entropy evaluates for each class the documents dis-
tributed to the correct clusters. The entropy of the cluster is
calculated by two steps: (1) The distribution of documents
for clusters is determined for each class, and (2) all
entropies by step (1) are utilized to measure cluster
entropy. Calculating the cluster j entropy is presented in
Eq. (21).

E(kj) = = p(i,j)logpli.j), (21)
i=1

where E(kj) signifies the entropy of cluster j and p(i, j)

represents the probability of the text documents or objects

in cluster i belonging to class j. For all clusters, entropy is

calculated via Eq. (22).

K
Entropy = — Z %E(kj)7 (22)

i=1
where K signifies the number of clusters, n; represents all
documents in cluster i, and n represents all the datasets
documents.

6.4 Analysis of the results

For the sake of measuring the clusters, which were
obtained by the proposed H-MVO algorithm and others,
seven evaluation measures, namely ER, accuracy, preci-
sion, recall, F-measure, purity, and entropy, were used.
Tables 3, 4, and 5 report the results of five DCD, two SAD,
and six TCD, respectively. As illustrated in the tables, the
hybridized versions of H-MVO1 and H-MVO?2 highly
competitive ER results were obtained. In addition, it out-
performed other algorithms for both metaheuristic and
hybrid metaheuristic methods. These improvements were
achieved because H-MVO enhanced the quality of the
initial candidate solutions of the MVO by enhancing the
start point of these solutions and improving the best solu-
tion of the population by utilizing the local search strategy

@ Springer
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to increase good attributes sharing between the best solu-
tion and others. Please note that the average of 30 runs are
recorded in this paper.

As for DS1, the H-MVO?2 obtained the best ER, accu-
racy, precision, purity, and entropy compared to other
existing algorithms. Regarding DS2, H-MVO?2 achieved
the best accuracy, precision, recall, purity, and entropy.
However, H-PSO and H-GA obtained the best ER and
F-measure, respectively. The DS3, H-MVO?2 achieved the
best values, while agglomerative achieved the best value
over statistic measure Recall. The DS4, H-MVO2 achieved
the best values. However, the best value over F-measure by
agglomerative clustering was achieved. Finally, the DSS5,
H-MVO?2 obtained the best values over statistic measures.
Therefore, the proposed method demonstrated the ability to
solve the clustering problem effectively compared to the
existing clustering techniques, as well as the existing
optimization algorithms. The obtained results are reported
in Table 3.

The H-MVO?2 performance based on the clusters quality
utilizing six benchmark standard text datasets is shown in
Table 4. H-MVO2 has efficiently performed and, therefore,
exceeded other popular algorithms. Moreover, it has scored
better performance according to the external measurements
in all the datasets (i.e., DS6, DS7, DS8, DS9, DS10, and
DS11) and the H-MVOI in five datasets (i.e., DS7, DS8,
DS9, DS10, and DS11). Then, the introduced H-MVO2
achieved a significant improvement compared to the basic
MVO. The performance measures was achieved by utiliz-
ing the introduced H-MVO?2 on all datasets. Also, a com-
parison was conducted against the performance measures
achieved by the comparative algorithms in all datasets.

Two scientific articles datasets (i.e., DS12 and DS13)
are reported in Table 5. The H-MVO?2 algorithm, which is
proposed in this study, performed better compared with the
existing algorithms. This proposed H-MVO2 algorithm is
the highest algorithm among the datasets, followed by
H-MVOI1, H-PSO, H-GA, MVO, PSO, HS, KHA, GA,
DBSCAN, K-mean, K-mean++, agglomerative, and
spectral.

The results of experiments show that the H-MVO2
algorithm in solving the TDC problem has been effective.
The evaluation was performed according to the perfor-
mance of algorithms; it was compared against the state-of-
the-art algorithms. The results over six TCD, Five DCD,
and two SAD, are provided depending on accuracy,
entropy, purity, ER, precision, recall, and F-measure as
illustrated in Tables 3, 4 and 5, respectively. The best
results are emphasized using a bold font. Based on text
clustering evaluation measures, improving the start point of
the initial solutions and the best solution at each iteration
compared to the basic MVO algorithm and comparative
algorithms, it was effective. It is also possible to observe

that the proposed method and other algorithms were sub-
stantially different.

The MVO algorithm complexity is based on the number
of iterations number, the number of universes, and the
universe arrangement mechanism of the roulette wheel
method. The universe sorting is carried out in each itera-
tion. Quicksort is used in the algorithm that possesses the
complexity of O(nlogn) and O(n?) in the best and worst
case scenario, respectively. The selection of the roulette
wheel can be run for every single variable in every single
universe over the iterations, and it is of O(n) or O(logn)
according to the implementation. Therefore, the total
complexity is as follows:

O(MVO) = O(I(O(Quicksort) +n x d
x (O(roulettewheel)))) (23)

O(MVO) = O(I(n* + n x d x logn)) (24)

The complexity of the hybrid strategy of the MVO algo-
rithm (H-MVO2) as defined below:

The K-means algorithm takes O(t X k x m X d) time
[86]. Here, ¢ is the number of iterations, k is the number of
clusters, m * d-dimensional points. If there are n solutions,
then for each solution, the obj objective functions should
be calculated. The total complexity for initializing the
population (including objective function calculation) is
O(n(t x k x n x d) + M)) to enhance the initial candidate
solutions and O(L(t x k x n x d) + M)) to enhance the
best solution over the course of iterations L (i.e., maximum
number of iterations). Therefore, the total run time com-
plexity is as follows:

O(HMVO2) = O((n(t x k x n x d) + M)
+ (I(n* 4+ n x d x logn)) (25)
+ (Lt xkxnxd)+M))

To investigate the statistical significance of the H-MVO2,
its average clustering accuracy, precision, recall, F-mea-
sure, purity, and entropy have been compared against the
average clustering accuracy, precision, recall, F-measure,
purity, and entropy of the competitive algorithms. At 5 %
(0.05) significance level, the statistical test nonparametric
Mann-Whitney-Wilcoxon test [87] was utilized to carry out
the analysis. A hypothesis can be assumed, in this case,
which stipulates that the entire tested algorithms share
equal accuracy, precision, recall, F-measure, purity, and
entropy. An alternative hypothesis stipulates that the entire
algorithms cannot share equal accuracy, entropy, purity,
ER, precision, recall, and F-measure. Tables 3, 4 and 5
illustrate the obtained p-values for DTC, TCD, and SAD.
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6.5 Convergence analysis

The behavior of convergence illustrates how effective the
various H-MVO versions (i.e., H-MVOI1 and H-MVO?2)
compared to the existing methods of the state of the art.
The clustering algorithms convergence rate signifies a
criterion of an evaluation with the aim of finding an opti-
mal solution. Figure 7 shows the average convergence
behaviors of HS, GA, PSO, KHA, MVO, H-PSO, H-GA,
H-MVOI, and H-MVO2 on DTC, TCD, and SAD. Thirty
runs were carried out for each of the datasets. The average
value was calculated depending on the behavior of con-
vergence of each of the algorithms. The average distance of
the documents to the cluster centroid (ADDC) values was
plotted compared to 1000 iterations on the thirteen data-
sets. The state-of-the-art methods of convergence were
faster compared with H-MVOI and H-MVO2. However,
The H-MVO?2 result was more effective than the original
MVO algorithm. A better quality of clustering was gener-
ated compared with the other algorithms.
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Although the basic MVO approached the local optima
slowly in comparison with the hybrid versions, that is, the
H-MVOI and the H-MVO?2, it converged to the optimal
solution more efficiently. The H-MVO2, on the other hand,
achieved the best solution in comparison with comparative
algorithms. It also achieved high-quality clusters compared
to various comparative algorithms. Based on examining the
proposed versions’ behavior of convergence, the intro-
duced H-MVO?2 achieved the best performance in addition
to achieving the optimal results quickly. Its convergence,
however, is quicker than that of the MVO algorithm’s
versions, as well as the familiar clustering algorithms. The
proposed method provides the minimum average distance
(i.e., intra-cluster) for all datasets.
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Fig. 7 Average convergence characteristics of optimization algorithms for DTC, TCD, and SAD
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7 Conclusion and future works

The problem of Text clustering is a significantly serious
problem and, therefore, it has attracted many researchers’
attention. The population-based MVO algorithm represents
a new optimization algorithm, which aims to solve many
serious problems of global optimization. The MVO algo-
rithm aims at simultaneously providing a good exploration
of various search space regions of for locating the optimal
solution at the exploitation cost. This work was conducted
with the aim of tackling two critically fundamental issues
that are related to MVO, including the objective function’s
initial value for candidate solutions, as well as the best
solution that can be produced by MVO at each iteration.

A novel hybrid algorithm was developed in this paper to
solve the problem of Text clustering according to a com-
bination of k-means clustering with the MVO algorithms
with the aim of solving critical issues. An improved version
of MVO was invented with the aim of enhancing the initial
candidate solutions, in addition to enhancing the best
solution. Using this hybridization, the H-MVO searched
more efficiently and effectively, and it quickly converged
to the optimal solutions.

For the evaluation of the new H-MVO, seven measures
of the evaluation were implemented, including accuracy,
entropy, purity, ER, precision, recall, and F-measure in
addition to the convergence behavior, as well as the sta-
tistical analysis. The implemented measures represent the
most popularly used evaluation criteria in the domain of
data and text mining with the aim of evaluating the new
clustering method. The best-recorded results can be pro-
duced by the new H-MVO for all the used benchmark
datasets compared to the existing versions with several
successfully implemented clustering methods, as well as
techniques based on the literature. The MVO algorithm
with k-means is, therefore, an effective approach for the
clustering techniques. Accordingly, many upcoming stories
of success are potentially expected in the data, as well as
text clustering domain. The results of the study revealed
that the introduced hybridization is active; it is an efficient
method to tackle the clustering problems. Also, the
experimental results were compared against the existing
comparative algorithms. Consequently, it was found that
the new MVO (H-MVO) hybridization appropriately
solved the problems of clustering in relation to the data, as
well as the text. Therefore, H-MVO appropriately con-
tributes to the clustering domain. In addition, various
clustering problems can be investigated in further studies to
confirm the proposed algorithm’s capability in the domain.
Also, an additional powerful local search can be, accord-
ingly, hybridized with the aim of achieving further
enhancements of the MVOQO’s capability of exploitation.

Finally, the proposed algorithm in this paper can be
investigated in future works on the benchmark function
datasets.
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