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Foreword

Predictive Control of Power Converters and Electrical Drives is an essential work on
modern methodology that has the potential to advance the performance of future energy
processing and control systems. The main features of modern power electronic converters
such as high efficiency, low size and weight, fast operation and high power densities
are achieved through the use of the so-called switch mode operation , in which power
semiconductor devices are controlled in ON/OFF fashion (operation in the active region
is eliminated). This leads to different types of pulse width modulation (PWM), which is
the basic energy processing technique used in power electronic systems. The PWM block
not only controls but also linearizes power converters, thus it can be considered as a linear
power amplifier (actuator). Therefore, power converter and drive systems classically are
controlled in cascaded multi-loop systems with PI regulators.

Model-based predictive control (MPC) offers quite a different approach to energy pro-
cessing, considering a power converter as a discontinuous and nonlinear actuator. In the
MPC system the control action is realized in a single controller by on-line selection from
all possible states, calculated in the discrete-time predictive model only as the one which
minimizes the cost function. Therefore, by appropriate cost function formulation it allows
larger flexibility and also achieves the optimization of several important parameters like
number of switchings, switching losses, reactive power control, motor torque ripple min-
imization, etc. Thus, the predictive controller takes over the functions of the PWM block
and cascaded multi-loop PI control of a classical system, and can offer to industry flexi-
bility, simplicity and software-based optimal solutions where several objectives must be
fulfilled at the same time. The price which is paid for the use of a predictive controller is
the large number of calculations required. However, it goes well with the fast development
of signal processor capacities and the evolution of industrial informatics.

In 13 chapters organized in four parts, the authors cover the basic principles of pre-
dictive control and introduce the reader in a very systematic way to the analysis and
design methodology of MPC systems for power converters and AC motor drives. The
book has the typical attributes of a monograph. It is well organized and easy to read.
Several topics are discussed and presented in a very original way as a result of the
wide research performed by the authors. The added simulation examples make the book
attractive to researchers, engineering professionals, undergraduate/graduate students of
electrical engineering and mechatronics faculties.



xii Foreword

Finally, I would like to congratulate the authors for their persistence in research work
on this class of control systems. I do hope that the presented work will not only perfectly
fill the gap in the book market, but also trigger further study and practical implementation
of predictive controllers in power electronics and AC drives.

Marian P. Kazmierkowski
Warsaw University of Technology, Poland



Preface

Although model predictive control (MPC) has been in development over some decades,
its application to power electronics and drives is rather recent, due to the fast processing
time required to control electrical variables.

The fast and powerful microprocessors available today have made it possible to perform
a very large number of calculations at low cost. Consequently, it is now possible to apply
MPC in power electronics and drives. MPC has a series of characteristics that make it
very attractive: it is simple, intuitive, easy to implement, and can include nonlinearities,
limitations. etc.

MPC has the potential to change dramatically how we control electrical energy using
power converters.

The book is organized in four parts, covering the basic principles of power convert-
ers, drives and control, the application of MPC to power converters, the application of
MPC to motor drives, and some general and practical issues on the implementation of
MPC. In addition, simulation files will be available for download in the book website
(http://www.wiley.com/go/rodriguez_control), allowing the reader to study and run the
simulations for the examples shown in the book.

After several years of working on this topic, and considering the increasing number
of journal and conference papers on it, we realized that it was becoming more and more
a relevant topic. Over these years we gathered a large amount of work that was then
organized as a series of lectures that were presented in several universities and later as
tutorials at several international conferences. From all this material we have selected the
most interesting examples and have developed some of the different chapters, trying to
keep a simple and easy-to-follow explanation.

This book is intended for engineers, researchers, and students in the field of power
electronics and drives who want to start exploring the use of MPC, and for people from
the control theory area who want to explore new applications of this control strategy. The
contents of this book can be also considered as part of graduate or undergraduate studies
on advanced control for power converters and drives.

We hope that with the help of this book, more and more people will become involved
in this interesting topic and new developments will appear in the forthcoming years.
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1
Introduction

In the last few decades, the use of power converters and high-performance adjustable
speed drives has gained an increased presence in a wide range of applications, mainly
due to improved performance and higher efficiency, which lead to increased production
rates. In this way, power converters and drives have become an enabling technology in
most industrial sectors, with many applications in a wide variety of systems. Conversion
and control of electrical energy using power electronics is a very important topic today,
considering the increasing energy demands and new requirements in terms of power qual-
ity and efficiency. In order to fulfill these demands new semiconductor devices, topologies,
and control schemes are being developed.

This chapter presents a basic introduction and useful references for readers who are not
familiar with power converters, motor drives, and their applications. The most common
applications that involve the use of power converters are presented, and a general scheme
for a drive system is explained. The power converter topologies found in industry are
introduced according to a simple classification. A brief introduction to control schemes
for power converters, the basic concepts behind them and the digital implementation
technologies used today, are discussed.

This chapter provides the necessary context, including a brief motivation for the use of
predictive control, to understand the contents of this book.

1.1 Applications of Power Converters and Drives

Power converters and drives are used in diverse sectors, ranging from industrial to resi-
dential applications [1, 2]. Several application examples for different sectors are shown
in Figure 1.1, where a diagram of the system configuration is shown as an example for
each group, marked with ∗.

From the drive applications used in industry, pumps and fans are those that account for
most of the energy consumption, with power ratings up to several megawatts. The use of
adjustable speed drives can bring important benefits to these kinds of systems in terms
of performance and efficiency. Many interesting applications of high-power drives can be
found in the mining industry, for example, in downhill belt conveyors. A block diagram
of one of these systems is shown in Figure 1.1, where three-level converters with active

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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Sector
Application
examples

Pumps
Fans
Conveyors*
Shovels
Rectifiers

Electric vehicles
Hybrid vehicles
Trains*
Ships
Aircraft

Wind energy
Photovoltaic energy*

Air conditioners
Home appliances*

Active filters*
Distributed generation
Energy storage
STATCOM

System diagram*

Grid
+

−

+

−

+

−

+

−

+

−

Grid

Grid

Non-
linear
load

Active filter

Grid Motor

PV
DC

DC

Industrial

Transportation

Renewable
energies

Power
systems

Residential

Figure 1.1 Power converter applications

front-end rectifiers are used for regenerative operation, that is, power flowing from the
motors to the grid [3, 4].

Common applications of drives can be found in transportation, where electric motors
are used for traction and propulsion. In electric trains, the power is transferred from the
overhead lines to the motors using a power converter like the one shown in the figure.
This converter generates the required voltages for controlling the torque and speed of the
electric motor. High-power drives can be found in ships, where diesel engines are used
as generators and the propulsion is generated by electric motors. Newer applications in
transportation can be found in electric and hybrid vehicles, and in aircraft.

The use of power converters in renewable energy conversion systems has been con-
stantly increasing in recent years, mainly due to growing energy demands and environmen-
tal concerns. Among the different renewable energy sources, photovoltaic (PV) generation
systems are a very interesting example of power converter applications because it is not
possible to deliver power from the PV panel to the grid without a converter. An example
of a power converter for a PV system is shown in Figure 1.1, composed of a DC–DC
converter for optimal operation of the panel and an inverter for injection of sinusoidal
currents to the grid. The use of power converters and drives in wind generation systems



Introduction 5

allows optimization of the amount of energy extracted from the wind and compliance with
the new grid regulations that impose restrictions on the power quality and performance
of the system [5].

The use of power converters can help to improve the quality and stability of the grid.
Some examples of power converters with applications in power systems are active filters,
converters for distributed generation, energy storage systems, static VAR compensators
(STATCOM), and others. A diagram of an active filter application is also shown in
Figure 1.1, where the power converter generates the required currents for compensating
the distorted currents generated by a nonlinear load. In this way, distortion of the grid
voltage is avoided.

Low-power drives and converters offer many possibilities in residential applications.
The use of adjustable speed drives can increase the efficiency of systems like air condi-
tioners and other home appliances [1, 6].

1.2 Types of Power Converters

There are many types of power converters and drive systems, and every application
requires different specifications that define the most appropriate topology and control
scheme to be used. A general scheme for a drive system and a simple classification of
the different types of power converters are presented next.

1.2.1 Generic Drive System

A block diagram and a picture of a real drive system are shown in Figure 1.2. The main
components of the system are the line-side transformer, the rectifier, the DC link, the
inverter, the electrical machine, and the control unit. Depending on the system require-
ments, the rectifier can be a diode rectifier or an active front-end rectifier. The DC link
is composed of capacitors or inductors, depending on the topology of the inverter and
rectifier, whose purpose is to store energy and decouple the operation of the inverter and
rectifier. The inverter modulates the DC link voltage (or current) and generates a voltage
whose fundamental component can be adjusted in amplitude, frequency, and phase, in
order to control the torque and speed of the machine. The control unit samples voltage
and current measurements of the most important variables and generates the gate drive
signals for the power semiconductor devices.

As can be observed in Figure 1.2, the drive system requires several additional elements
for proper operation, such as transformers, input and output passive filters, and a cooling
system for the switching devices.

1.2.2 Classification of Power Converters

Power converters are composed of power semiconductor switches and passive compo-
nents. They can be classified according to several criteria. A very simple and useful
classification considers the type of conversion from input to output that the system
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performs, in terms of alternating current (AC) and direct current (DC). This leads to four
main types of power converters:

AC–DC Conversion from AC to regulated or unregulated DC voltage or current.
DC–DC Conversion from a DC input voltage to a DC output voltage, providing regulation

of the output voltage and isolation (optional).
DC–AC Conversion from a DC voltage or current to an AC voltage or current with

controlled (variable) amplitude, frequency, and phase.
AC–AC Conversion from an AC voltage with fixed magnitude and frequency to an AC

voltage with controlled (variable) amplitude and frequency.

Each one of these types includes several subcategories, as depicted in Figure 1.3.
Some examples of different types of power converters will be described and analyzed in
this book.

1.3 Control of Power Converters and Drives

Control schemes for power converters and drives have been constantly evolving according
to the development of new semiconductor devices and the introduction of new control
platforms. While diode rectifiers operate without any control, analog control circuits were
introduced for regulating the firing angle of thyristors. With the introduction of power
transistors with faster switching frequencies, analog control circuits have been used from
the beginning and later were replaced by digital control platforms with the possibility of
implementing more advanced control schemes.

1.3.1 Power Converter Control in the Past

In thyristor-based rectifiers the average value of the output voltage can be adjusted by
regulating the angle of the firing pulses in relation to the grid voltage. The control circuit
for this power converter must detect the zero crossings of the grid voltage and generate the
firing pulses according to the desired angle. Figure 1.4 shows the operation of a single-
phase thyristor rectifier with a resistive–inductive load. It can be seen that the firing
angle α modifies the waveform of the output voltage and, consequently, the average
output voltage.

Thyristors switch at fundamental frequency, because their turn-off instant is line depen-
dent and cannot be controlled. However, with the introduction of power transistors like the
insulated-gate bipolar transistor (IGBT), hard switching or controlled turn-off is possible,
allowing higher switching frequencies. A simple example of a power converter with only
one switch is the buck converter. It generates an output voltage whose average value is
between zero and the input voltage. This desired voltage is obtained by adjusting the duty
cycle of the switch. A simple control for this converter consists of comparing the refer-
ence voltage to a triangular waveform. If the reference is higher that the triangular signal,
then the switch is turned on, otherwise the switch is turned off. The power circuit and
important waveforms are shown in Figure 1.5.
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Implementation of these kinds of control schemes was realized completely in the 1960s
using analog circuits composed of operational amplifiers and passive components. Later,
digital circuits were introduced and worked in combination with the analog circuits. In
recent decades, the use of microprocessors for the control of power electronic systems has
become a common solution for fully digital control implementations. Modern microcon-
trollers and digital signal processors (DSPs) with high computational capabilities allow
the implementation of more intelligent control schemes [7]. However, several concepts
that were developed for the analog control circuits are replicated today in a digital way.

One of the fundamental concepts in analog control circuits for power converters is to
control the time-average values of voltages or currents. These average values are calcu-
lated considering a base time that can be a fundamental cycle in the case of thyristor
rectifiers, or the period of the triangular waveform in the case of modulated power con-
verters. This idea allows the model of the converter to be approximated by a linear system
and is the basis of most conventional control schemes used today. However, the nonlinear
characteristics of the converter are neglected.

Another control scheme that has its origin in analog circuits is hysteresis control. More
details about this type of controller will be given in the next chapter.

1.3.2 Power Converter Control Today

Several control methods have been proposed for the control of inverters and drives, the
most commonly used ones being shown in Figure 1.6. Some of these are very well
established and simple, such as the nonlinear hysteresis control, while newer control
methods, which allow an improved behavior of the system, are generally more complex
or need much more calculation power from the control platform.

Hysteresis control takes advantage of the nonlinear nature of the power converters and
the switching states of the power semiconductors are determined by comparison of the
measured variable to its reference, considering a given hysteresis width for the error.

Converter control
methods

Hysteresis Linear control Sliding mode Predictive Artificial
intelligence

Current
control

PI-based
control

Current
control Deadbeat Fuzzy

DTC FOC Voltage
control MPC Neural

networks

DPC VOC GPC Neuro-
fuzzy

Figure 1.6 Different types of converter control schemes for power converters and drives (GPC =
Generalized Predictive Control)
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This control scheme can be used in simple applications such as current control, but also
for more complex schemes such as direct torque control (DTC) [8] and direct power
control (DPC) [9]. This control scheme has its origin in analog electronics, and in order
to implement this control scheme in a digital platform, a very high sampling frequency
is required. The hysteresis width and the nonlinearity of the system inherently introduce
variable switching frequency, which can lead to resonance problems in some applications
and generate a spread spectral content. This leads to the need for bulky and expensive
filters. Some modifications have been proposed to control the switching frequency.

Given a modulation stage for the converter, any linear controller can be used with the
power converters, the most common choice being the use of proportional–integral (PI)
controllers. A well-known control method for drives, based on linear controllers, is field-
oriented control (FOC) [10, 8]. Similar concepts can be also applied for grid-connected
converters with voltage-oriented control (VOC) for the current [11]. The linear control
scheme with a modulation stage often requires additional coordinate transformations. In
addition, the fact that a linear control is applied to a nonlinear system can lead to uneven
performance throughout the dynamic range. Moreover, today’s digital implementation
requires sampled data control schemes that are an approximation of the continuous-time
linear controller. All this, together with the additional modulation stage, introduces sev-
eral design steps and considerations for achieving a suitable control scheme, which can
be very challenging for some power converters such as matrix, multilevel converters,
etc. Furthermore, power converter systems are subject to several system constraints and
technical requirements (total harmonic distortion (THD), maximum current, maximum
switching frequency, etc.), which cannot be directly incorporated into linear controller
design. In summary, classical control theory has been adapted over and over in order to
use it in modern digitally controlled converters.

With the development of more powerful microprocessors, new control schemes have
been proposed. Some of the most important ones are fuzzy logic control, neural networks,
sliding mode control, and predictive control.

Among these new control schemes, predictive control appears to be a very interesting
alternative for the control of power converters and drives. Predictive control comprises a
very wide family of controllers with very different approaches. The common ideas behind
all predictive control are the use of a model of the system for calculating predictions of
the future behavior of the controlled variables, and the use of an optimization criterion
for selecting the proper actuation.

One of the best known predictive control schemes is deadbeat control, which uses a
model of the system to calculate the voltage that makes the error zero in one sample
time. Then the voltage is applied using a modulator. A different and very powerful
predictive control strategy that has been applied quite recently to power electronics is
model predictive control (MPC), which is the subject of this book.

1.3.3 Control Requirements and Challenges

Traditionally, control requirements were mainly associated with the dynamic performance
and stability of the system. Currently, industry requires more demanding technical speci-
fications and constraints, and in many cases it is subject to regulations and codes. Many
of these requirements enforce operating limits and conditions that cannot be dealt with
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by the hardware only, but also need to be addressed by the control system. This shift in
trend has driven the development of more advanced control methods.

The design of an industrial power electronic system can be seen as an optimiza-
tion problem where several objectives must be fulfilled at the same time. Among these
requirements, constraints, and control challenges, the following are especially important
in power electronics:

• Provide the smallest possible error in the controlled variables, with fast dynamics for
reference following and disturbance rejection.

• Operate the power switches in such a way that switching losses are minimized. This
requirement leads to increased efficiency and better utilization of the semiconductor
devices.

• Power converters are switched systems that inherently generate harmonic content.
Usually this harmonic content is measured as THD. Many power converter systems
have limitations and restrictions on the harmonic content introduced by the modulation
stage. These limits are usually specified in standards that can change from one country
to another.

• The electromagnetic compatibility (EMC) of the system must be considered, according
to defined standards and regulations.

• In many systems, common-mode voltages must be minimized due to the harmful effects
that they can produce. These voltages induce leakage currents that reduce the safety
and lifetime of some systems.

• Good performance for a wide range of operating conditions. Due to the nonlinear nature
of power converters, this is difficult to achieve when the controller has been adjusted
for a single operating point of the linearized system model.

• Some converter topologies have their own inherent restrictions and constraints such
as forbidden switching states, voltage balance issues, power unbalances, mitigation of
resonances, and many other specific requirements.

1.3.4 Digital Control Platforms

Control strategies for power converters and drives have been the subject of ongoing
research for several decades in power electronics. Classical linear controllers combined
with modulation schemes and nonlinear controllers based on hysteresis bounds have
become the most used schemes in industrial applications. Many of these concepts go
back to research on analog hardware, which limited complexity. Modern digital control
platforms like DSPs have become state of the art and have been widely accepted as
industrial standards. The main digital control platforms used in industrial electronics are
based on fixed-point processor, due to the high computational power and low cost. How-
ever, in the academic world, control platforms based on floating-point processor with
high programming flexibility are more usually used. Recently, hardware and software
solutions implemented in field programmable gate arrays (FPGAs) have received partic-
ular attention, mainly because of their ability to allow designers to build efficient and
dedicated hardware architectures by means of flexible software. The main stream control
platforms used in power electronics are summarized in Table 1.1. An example of the
continuously increasing computational power of digital hardware is shown Figure 1.7.
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Table 1.1 Examples of digital control platforms

DSP DSP dSPACE FPGA
TMS320F2812 TMS320C6713 DS1104–DS1103 XC3S400

150 MHZ 225 MHz 350 MHz–1 GHz 50 MHz
Fixed-point Floating-point Floating-point Fixed-point
150 MIPS 1800 MIPS 662–2500 MIPS –

1985
1

10

100

M
IP

S

1000

10000

1990 1995 2000

Year

2005 2010 2015

Figure 1.7 Evolution of the processing capabilities of digital hardware

This computational power is measured in terms of millions of instructions per second
(MIPS). The high computational power of today’s control platforms allows the imple-
mentation of new and generally more complex control techniques, for example, fuzzy,
adaptive, sliding mode, and predictive control techniques.

1.4 Why Predictive Control is Particularly Suited for Power
Electronics

Considering the increasing demands in performance and efficiency of power converters
and drives, the development of new control schemes must take into account the real nature
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of these kinds of systems. Power converters and drives are nonlinear systems of a hybrid
nature, including linear and nonlinear parts and a finite number of switching devices. The
input signals for power electronic devices are discrete signals that command the turn-on
and turn-off transitions of each device. Several constraints and restrictions need to be
considered by the control, some of which are inherent to the system, like the maximum
output voltage of the inverter, while others are imposed for security reasons, like current
limitations to protect the converter and its loads.

Nowadays, practically all control strategies are implemented in digital control platforms
running at discrete time steps. Design of any control system must take into account the
model of the plant for ajusting the controller parameters, which in the case of power con-
verters and drives is well known. As described in the previous section, control platforms
offer an increasing computational capability and more calculation-demanding control algo-
rithms are feasible today. This is the case for predictive control.

All these characteristics of the power converters and drives, as well as the characteristics
of the control platforms used to form the control, converge in a natural way to the
application of model predictive control, as summarized in Figure 1.8. The purpose of this
book is to highlight the characteristics that lead to simple control schemes that possess a
high potential for the control of power converters and drives.

Characteristics of power
converters and drives

Nonlinear
systems

Finite
number of
switching

states

Predictive
Control

Constraints

Characteristics of present
day control systems

Discrete-time
implementation

Known
models of

power converters
and drives

Fast
control

platforms

Figure 1.8 Characteristics of power converters and drives that make predictive control a natural
solution
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1.5 Contents of this Book

The book is organized in four parts. Basic information about power converters, drives,
and the classical control schemes appears in the first part. A brief introduction to the
basic theory behind model predictive control is also included in this first part. The second
part includes several examples of the application of predictive control to different power
converter topologies. The third part focuses on predictive control schemes for motor
drives, considering induction machines and permanent magnet synchronous motors. The
fourth part summarizes several design and implementation aspects that are not covered
in the previous parts.

The contents of the subsequent chapters can be summarized as follows:

• Chapter 2 presents some of the most established control methods for current control and
state-of-the-art control schemes for drives. These control schemes will be considered as
a reference point for comparison of the predictive control schemes presented throughout
the book.

• Chapter 3 contains the basic principles of model predictive control and the main con-
siderations that are taken into account for its application to power converters and
drives.

• Chapter 4 introduces the application of predictive control to power converters, consid-
ering one of the most common converters, the three-phase inverter.

• A three-level neutral-point clamped inverter is considered in Chapter 5. A predictive
current control scheme that takes into account the special requirements imposed by this
converter topology is presented.

• Different predictive control schemes for active front-end rectifiers are presented in
Chapter 6, including current control and power control.

• The application of predictive control to a matrix converter is covered in Chapter 7.
Control schemes for the input and output variables are presented.

• Predictive control schemes for induction machines are presented in Chapter 8. Current
control and torque control schemes are considered.

• Chapter 9 presents current control and speed control for permanent magnet synchronous
motors.

• Considerations on the formulation of an appropriate cost function are discussed in
Chapter 10.

• Some guidelines on how to adjust the weighting factors of the cost function are pre-
sented in Chapter 11.

• The high number of calculations required by predictive control introduces time delays
between the measurements and the actuation. A method to compensate this delay, and
related topics, are included in Chapter 12.

• An empirical approach to assess the effect of model parameter errors in the performance
of predictive control is presented in Chapter 13.

In the appendices to this book, information about how to implement MATLAB®
simulations of predictive control schemes is given, considering three different examples.
These examples will allow the reader to start implementing predictive control from proven
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simulations. In this way, it will be easier for the reader to understand the principles of
predictive control and then adapt these schemes to different applications.
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2
Classical Control Methods
for Power Converters and Drives

The use of power converters has become very popular in the last few decades for a
wide range of applications, including drives, energy conversion, traction, and distributed
generation. The control of power converters has been extensively studied and new control
schemes are presented every year.

Several control schemes have been proposed for the control of power converters and
drives. Some of them are shown in Figure 1.6 in the previous chapter. From these,
hysteresis control and linear control with pulse width modulation are the most established
in the literature [1–3]. However, with the development of faster and more powerful
microprocessors, implementation of new and more complex control schemes is possible.
Some of these new control schemes for power converters include fuzzy logic, sliding
mode control, and predictive control. Fuzzy logic is suitable for applications where the
controlled system or some of its parameters are unknown. Sliding mode control presents
robustness and takes into account the switching nature of the power converters. Other
control schemes found in the literature include neural networks, neuro-fuzzy, and other
advanced control techniques.

Predictive control presents several advantages that make it suitable for the control of
power converters: the concepts are intuitive and easy to understand; it can be applied to
a variety of systems; constraints and nonlinearities can be easily included; multivariable
cases can be considered; and the resulting controller is easy to implement. It requires a
high number of calculations, compared to a classical control scheme, but the fast micropro-
cessors available today make possible the implementation of predictive control. Generally,
the quality of the controller depends on the quality of the model.

2.1 Classical Current Control Methods

One of the most studied topics in power converters control is current control, for which
there are two classical control methods that have been extensively studied over the last
few decades: namely, hysteresis control and linear control using pulse width modulation
(PWM) [4, 1, 2].

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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2.1.1 Hysteresis Current Control

The basic idea of hysteresis current control is to keep the current inside the hysteresis
band by changing the switching state of the converter each time the current reaches the
boundary. Figure 2.1 shows the hysteresis control scheme for a single-phase inverter.
Here, the current error is used as the input of the comparator and if the current error is
higher than the upper limit δ/2, the power switches T1, T4 are turned on and T2, T3 are
turned off. The opposite switching states are generated if the error is lower than −δ/2. It
can be observed in Figure 2.1 that with this very simple strategy the load current iL follows
the waveform of the reference current i∗L very well, which in this case is sinusoidal.

For a three-phase inverter, measured load currents of each phase are compared to the
corresponding references using hysteresis comparators, as shown in Figure 2.2. Each
comparator determines the switching state of the respective inverter leg (Sa , Sb, and Sc)
such that the load currents are forced to remain within the hysteresis band. Due to the
interaction between the phases, the current error is not strictly limited to the value of the
hysteresis band. A simplified diagram of this control strategy is shown in Figure 2.3.

This method is conceptually simple and the implementation does not require com-
plex circuits or processors. The performance of the hysteresis controller is good, with a
fast dynamic response. The switching frequency changes according to variations in the
hysteresis width, load parameters, and operating conditions. This is one of the major
drawbacks of hysteresis control, since variable switching frequency can cause resonance
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Figure 2.1 Hysteresis current control for a single-phase inverter. (a) Control scheme. (b) Load
current
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Figure 2.2 Hysteresis current control for a three-phase inverter

problems. In addition, the switching losses restrict the application of hysteresis control to
lower power levels [4]. Several modifications have been proposed in order to control the
switching frequency of the hysteresis controller.

When implemented in a digital control platform, a very high sampling frequency
is required in order to keep the controlled variables within the hysteresis band all
the time.
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Figure 2.3 Three-phase hysteresis current control scheme

2.1.2 Linear Control with Pulse Width Modulation or Space Vector
Modulation

Considering a modulator stage for the generation of control signals for the power switches
of the converter allows one to linearize the nonlinear converter. In this way, any linear
controller can be used, the most common choice being the use of proportional–integral
(PI) controllers.

2.1.2.1 Pulse Width Modulation

In a pulse width modulator, the reference voltage is compared to a triangular carrier signal
and the output of the comparator is used to drive the inverter switches. The application of
a pulse width modulator in a single-phase inverter is shown in Figure 2.4. A sinusoidal
reference voltage is compared to the triangular carrier signal generating a pulsed voltage
waveform at the output of the inverter. The fundamental component of this voltage is
proportional to the reference voltage.

In a three-phase inverter, the reference voltage of each phase is compared to the trian-
gular waveform, generating the switching states for each corresponding inverter leg, as
shown in Figure 2.5. Output voltages for phases a and b, vaN and vbN , and line-to-line
voltage vab are also shown in this figure.

2.1.2.2 Linear Control with Space Vector Modulation

A variation of PWM is called space vector modulation (SVM), in which the application
times of the voltage vectors of the converter are calculated from the reference vector. It
is based on the vectorial representation of the three-phase voltages, defined as

v = 2

3
(vaN + avbN + a2vcN) (2.1)

where vaN , vbN , and vcN are the phase-to-neutral (N) voltages of the inverter and
a = ej2[π]/3. The output voltages of the inverter depend on the switching state of each
phase and the DC link voltage, vxN = SxVdc, with x = {a, b, c}. Then, taking into
account the combinations of the switching states of each phase, the three-phase inverter
generates the voltage vectors listed in Table 2.1 and depicted in Figure 2.6.

Considering the voltage vectors generated by the inverter, the α − β plane is divided
into six sectors, as shown in Figure 2.6. In this way, a given reference voltage vector
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Figure 2.4 Pulse width modulator for a single-phase inverter

v∗, located at a generic sector k, can be synthesized using the adjacent vectors Vk , Vk+1,
and V0, applied during tk , tk+1, and t0, respectively. This can be summarized with the
following equations:

v∗ = 1

T
(Vktk + Vk+1tk+1 + V0t0) (2.2)

T = tk + tk+1 + t0 (2.3)

where T is the carrier period and tk/T , tk+1/T , and t0/T are the duty cycles of their
respective vectors. Using trigonometric relations the application time for each vector can
be calculated, resulting in

tk = 3T |v∗|
2Vdc

(
cos(θ − θk) − sin(θ − θk)√

3

)
(2.4)

tk+1 = 3T |v∗|
Vdc

sin(θ − θk)√
3

(2.5)

t0 = T − tk − tk+1 (2.6)

where θ is the angle of the reference vector v∗ and θk is the angle of vector Vk .
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Table 2.1 Switching states and voltage vectors

Sa Sb Sc Voltage vector V

0 0 0 V0 = 0

1 0 0 V1 = 2
3 Vdc

1 1 0 V2 = 1
3 Vdc + j

√
3

3 Vdc

0 1 0 V3 = − 1
3 Vdc + j

√
3

3 Vdc

0 1 1 V4 = − 2
3 Vdc

0 0 1 V5 = − 1
3 Vdc − j

√
3

3 Vdc

1 0 1 V6 = 1
3 Vdc − j

√
3
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Figure 2.6 Principles of space vector modulation (SVM). (a) Voltage vectors and sector definition.
(b) Generation of the reference vector in a generic sector

A classical current control scheme using SVM is shown in Figure 2.7. Here, the error
between the reference and the measured load current is processed by a PI controller to
generate the reference load voltages.

With this method, constant switching frequency, fixed by the carrier, is obtained. The
performance of this control scheme depends on the design of the controller parameters
and on the frequency of the reference current. Although the PI controller assures zero
steady state error for continuous reference, it can present a noticeable error for sinu-
soidal references. This error increases with the frequency of the reference current and
may become unacceptable for certain applications [4]. To overcome the problem of the
PI controller with sinusoidal references, the standard solution is to modify the original
scheme considering a coordinate transformation to a rotating reference frame in which
the reference currents are constant values.
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Figure 2.8 Load current for a classical control scheme using SVM

Figure 2.8 shows the waveform of the load current in one phase of the inverter generated
using the control scheme of Figure 2.7.

2.2 Classical Electrical Drive Control Methods

In the control of electrical drives there are two main control schemes that have dominated
high-performance applications during the last few decades: field-oriented control (FOC)
[5–7] and direct torque control (DTC) [8]. These control strategies will be presented in
the next two sections and will be considered for comparison to the predictive control
schemes for electrical drives presented later in this book.

2.2.1 Field Oriented Control

The main idea behind FOC is the use of a proper coordinate system that allows decoupled
control over the electrical torque Te and the magnitude of the rotor flux |�r |. This can
be achieved by aligning the coordinate system with the rotor flux.

Figure 2.9 shows the relation between the stationary αβ and rotating reference frame
dq, which is aligned with the rotor flux vector �r .

Since the variables are expressed in a rotating coordinates frame, the electromagnetic
torque can be controlled via the imaginary component of the stator current isq and the
rotor flux magnitude is controlled by its real part isd . These relations are obtained from
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the machine model expressed in the rotating coordinates frame:

ψrd = Lm

τrs + 1
isd (2.7)

Te = 3

2

Lm

Lr

pψrdisq (2.8)

where τr is the time constant of the rotor [7].
A block diagram for FOC is shown in Figure 2.10 where the reference current i∗sq is

obtained from an outer speed control loop while i∗sd is obtained from the rotor flux control
loop. The stator current errors are controlled using PI controllers which generate the
stator reference voltages v∗

sd and v∗
sq . Then, these voltages are converted to the stationary

reference frame and applied to the inverter using a pulse width modulator.
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Figure 2.11 FOC results for a step in the reference speed and speed reversal

Results for a controlled starting from zero to rated speed and a speed reversal at time
1.5 s are shown in Figure 2.11.

2.2.2 Direct Torque Control

DTC is based on two basic principles. The first one is related to the stator equation

d�s

dt
= vs − Rs is (2.9)

where, by neglecting the stator resistance Rs , a relation between the stator flux change
and the stator voltage can be established as

	�s = �s(t + Ts) − �(t) ≈ vsTs (2.10)
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Figure 2.12 Principles of DTC. Stator and rotor flux vectors

Hence, the stator flux can be changed by the application of a given stator voltage vector
during a time Ts . This allows control of the stator flux vector, making it follow a given
trajectory.

The second assumption is that the rotor flux dynamics are slower than the dynamics of
the stator flux. It can be assumed that during one sample time interval the rotor flux vector
remains invariant. Besides, it has been demonstrated that the electromagnetic torque Te

depends on the angle θsr between the stator and rotor flux vectors [8]:

Te = 3

2
p

Lm

LsLr − L2
m

|�s ||�r | sin(θsr ) (2.11)

As shown in Figure 2.12, the angle θsr can be changed by the application of the proper
stator voltage vector vs .

Considering the voltage vectors generated by a two-level inverter, the complex plane
is divided into six sectors, as shown in Figure 2.13. Then for each sector the effect of
each voltage vector on the behavior of the torque and flux is evaluated. For example, if
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Figure 2.13 Definition of sectors for DTC
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Figure 2.14 Example for voltage vector selection in DTC

the stator flux vector �s is located in sector 2, as shown in Figure 2.14, applying vector
V3 will increase Te and |�s |, while applying V1 will decrease Te and increase |�s |. In
this way, a look-up table is compiled, considering the increase or decrease of Te and |�s |
for each sector.

The resulting look-up table for DTC is presented in Table 2.2. The inputs of the table
are the sector of the stator flux, defined in Figure 2.13, and the control signals h
 and hT ,
which define the required increase (“1”) or decrease (“−1”) of the stator flux magnitude
and the electrical torque, respectively.

A block diagram of DTC is depicted in Figure 2.15. An external speed control loop
generates the reference for the torque T ∗

e , while the reference for the magnitude of the
stator flux is constant. The machine model is used for estimating the torque and the
magnitude and angle of the stator flux vector. Torque and flux errors are controlled using
individual hysteresis comparators. The output of these comparators, hT and h
 , and the
stator flux angle θs are the inputs of the voltage vector selection look-up table. The selected
voltage vector is directly applied to the inverter and the machine responds to the control
action according to the DTC principle.

Results for a controlled starting from zero to rated speed and a speed reversal at time
1.5 s are shown in Figure 2.16.

Table 2.2 DTC voltage vector selection look-up table

(h
, hT )

Sector (1, 1) (1,−1) (−1, 1) (−1,−1)

1 v2 v6 v3 v5
2 v3 v1 v4 v6
3 v4 v2 v5 v1
4 v5 v3 v6 v2
5 v6 v4 v1 v3
6 v1 v5 v2 v4
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2.3 Summary

The classical current control schemes and drive control schemes are presented in this
chapter. These schemes will be considered as a reference for comparison to the predic-
tive control schemes presented later in this book. Conceptual comparisons as well as
performance comparisons will be considered.
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3
Model Predictive Control

3.1 Predictive Control Methods for Power Converters and Drives

Predictive control covers a very wide class of controllers that have found rather recent
application in power converters. A classification for different predictive control methods
is shown in Figure 3.1, as proposed in [1].

The main characteristic of predictive control is the use of a model of the system for
predicting the future behavior of the controlled variables. This information is used by the
controller to obtain the optimal actuation, according to a predefined optimization criterion.

The optimization criterion in hysteresis-based predictive control is to keep the controlled
variable within the boundaries of a hysteresis area [2], while in trajectory-based control the
variables are forced to follow a predefined trajectory [3]. In deadbeat control, the optimal
actuation is the one that makes the error equal to zero in the next sampling instant [4, 5].
A more flexible criterion is used in model predictive control (MPC), expressed as a cost
function to be minimized [6].

The difference between these groups of controllers is that deadbeat control and MPC
with continuous control set need a modulator in order to generate the required voltage. This
will result in having a fixed switching frequency. The other controllers directly generate
the switching signals for the converter, do not need a modulator, and will present a
variable switching frequency.

One advantage of predictive control is that concepts are very simple and intuitive.
Depending on the type of predictive control, implementation can also be simple, as with
deadbeat control and finite control set MPC (especially for a two-level converter with
horizon N = 1). However, some implementations of MPC can be more complex if the
continuous control set is considered. Variations of the basic deadbeat control, in order to
make it more robust, can also become very complex and difficult to understand.

Using predictive control it is possible to avoid the cascaded structure which is typically
used in a linear control scheme, obtaining very fast transient responses. An example of
this is speed control using trajectory-based predictive control.

Nonlinearities in the system can be included in the model, avoiding the need to linearize
the model for a given operating point, and improving the operation of the system for all

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
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Predictive Control
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- Simple concepts

Figure 3.1 Classification of predictive control methods used in power electronics (Cortes et al.,
2008 © IEEE)

conditions. It is also possible to include restrictions on some variables when designing the
controller. These advantages can be very easily implemented in some control schemes,
such as MPC, but are very difficult to obtain in schemes like deadbeat control.

This book will focus on the application of MPC to power converters and drives, con-
sidering a finite control set and finite prediction horizon. More details will be found in
the following chapters.

3.2 Basic Principles of Model Predictive Control

Among the advanced control techniques, that is, more advanced than standard PID control,
MPC is one that has been successfully used in industrial applications [7–9]. Although the
ideas of MPC were developed in the 1960s as an application of optimal control theory,
industrial interest in these ideas started in the late 1970s [10]. Since then, MPC has
been successfully applied in the chemical process industry, where time constants are long
enough to perform all the required calculations. Early applications of the ideas of MPC
in power electronics can be found from the 1980s considering high-power systems with
low switching frequency [2]. The use of higher switching frequencies was not possible at
that time due to the large calculation time required for the control algorithm. However,
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with the development of fast and powerful microprocessors, interest in the application of
MPC in power electronics has increased considerably over the last decade.

MPC describes a wide family of controllers, not a specific control strategy [7]. The
common elements of this kind of controller are that it uses a model of the system to
predict the future behavior of the variables until a predefined horizon in time, and selec-
tion of the optimal actuations by minimizing a cost function. This structure has several
important advantages:

• Concepts are very intuitive and easy to understand.
• It can be applied to a great variety of systems.
• The multivariable case can be easily considered.
• Dead times can be compensated.
• Easy inclusion of non linearities in the model.
• Simple treatment of constraints.
• The resulting controller is easy to implement.
• This methodology is suitable for the inclusion of modifications and extensions depend-

ing on specific applications.

However, some disadvantages have to be mentioned, like the larger number of calcula-
tions, compared to classic controllers. The quality of the model has a direct influence on
the quality of the resulting controller, and if the parameters of the system change in time,
some adaptation or estimation algorithm has to be considered.

The basic ideas present in MPC are:

• The use of a model to predict the future behavior of the variables until a horizon
in time.

• A cost function that represents the desired behavior of the system.
• The optimal actuation is obtained by minimizing the cost function.

The model used for prediction is a discrete-time model which can be expressed as a
state space model as follows:

x(k + 1) = Ax(k) + Bu(k) (3.1)

y(k) = Cx(k) + Du(k) (3.2)

A cost function that represents the desired behavior of the system needs to be defined.
This function considers the references, future states, and future actuations:

J = f (x(k), u(k), . . . , u(k + N)) (3.3)

MPC is an optimization problem that consist of minimizing the cost function J , for a
predefined horizon in time N , subject to the model of the system and the restrictions of
the system. The result is a sequence of N optimal actuations. The controller will apply
only the first element of the sequence

u(k) = [1 0 · · · 0]arg minuJ (3.4)
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Figure 3.2 Working principle of MPC

where the optimization problem is solved again each sampling instant, using the new
measured data and obtaining a new sequence of optimal actuations each time. This is
called a receding horizon strategy.

The working principle of MPC is summarized in Figure 3.2. The future values of the
states of the system are predicted until a predefined horizon in time k + N using the
system model and the available information (measurements) until time k. The sequence
of optimal actuations is calculated by minimizing the cost function and the first element
of this sequence is applied. This whole process is repeated again for each sampling instant
considering the new measured data.

3.3 Model Predictive Control for Power Electronics and Drives

Although the theory of MPC was developed in the 1970s, its application in power elec-
tronics and drives is more recent due to the fast sampling times that are required in these
systems. The fast microcontrollers available in the last decade have triggered research in
new control schemes, such as MPC, for power electronics and drives.

As mentioned previously, MPC includes a very wide family of controllers and several
different implementations have been proposed. An interesting alternative is the use of
generalized predictive control (GPC), which allows solution of the optimization problem
analytically, when the system is linear and there are no constraints, providing an explicit
control law that can be easily implemented [11, 12]. This control scheme has been used
in several power converter [13–15] and drive applications [16–18].

In order to make possible the implementation of MPC in a real system, considering
the little time available for calculations due to the fast sampling, it has been proposed to
move most of the optimization problem offline using a strategy called explicit MPC. The
optimization problem of MPC is solved offline considering the system model, constraints,
and objectives, resulting in a look-up table containing the optimal solution as a function
of the state of the system. Explicit MPC has been applied for the control of power
converters such as DC–DC converters and three-phase inverters [19, 20], and in the
control of permanent magnet synchronous motors [21].
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Most GPC and explicit MPC schemes approximate the model of the power converter
as a linear system by using a modulator. This approximation simplifies the optimization
and allows the calculation of an explicit control law, avoiding the need for online opti-
mization. However, this simplification does not take into account the discrete nature of
the power converters.

By including the discrete nature of power converters, it is possible to simplify the opti-
mization problem, allowing its online implementation. Considering the finite number of
switching states, and the fast microprocessors available today, calculation of the optimal
actuation by online evaluation of each switching state is a real possibility. This consider-
ation allows more flexibility and simplicity in the control scheme, as will be explained in
subsequent chapters of this book. As the switching states of the power converters allows
finite number of possible actuations, this last approach has been called, in some works,
finite control set MPC.

3.3.1 Controller Design

In the design stage of finite control set MPC for the control of a power converter, the
following steps are identified:

• Modeling of the power converter identifying all possible switching states and its relation
to the input or output voltages or currents.

• Defining a cost function that represents the desired behavior of the system.
• Obtaining discrete-time models that allow one to predict the future behavior of the

variables to be controlled.

When modeling a converter, the basic element is the power switch, which can be an
IGBT, a thyristor, a gate turn-off thyristor (GTO), or others. The simplest model of this
power switches considers an ideal switch with only two states: on and off. Therefore, the
total number of switching states of a power converter is equal to the number of different
combinations of the two switching states of each switch. However, some combinations
are not possible, for example, those combinations that short-circuit the DC link.

As a general rule, the number of possible switching states N is

N = xy (3.5)

where x is the number of possible states of each leg of the converter, and y is the
number of phases (or legs) of the converter. In this way a three-phase, two-level converter
has N = 23 = 8 possible switching states, a three-phase, three-level converter has N =
33 = 27 switching states, and a five-phase, two-level converter has N = 25 = 32 switching
states. In some multilevel topologies the number of switching states of the converter can
be very high, as in a three-phase, nine-level cascaded H-bridge inverter, where the number
of switching states is more than 16 million.

Another aspect of the model of the converter is the relation between the switching states
and the voltage levels, in the case of single-phase converters, or voltage vectors, in the
case of three-phase or multi-phase converters. For current source converters, the possible
switching states are related to current vectors instead of voltage vectors. It can be found
that, in several cases, two or more switching states generate the same voltage vector.
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For example, in a three-phase, two-level converter, the eight switching states generate
seven different voltage vectors, with two switching states generating the zero vector. In
a three-phase, three-level converter there is a major redundancy, with 27 switching states
generating 19 different voltage vectors. Figure 3.3 depicts the relation between switching
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states and voltage vectors for two different converter topologies. In some other topologies,
the method of calculating the possible switching states may be different.

Each different application imposes several control requirements on the systems such
as current control, torque control, power control, low switching frequency, etc. These
requirements can be expressed as a cost function to be minimized. The most basic cost
function to be defined is some measure of error between a reference and a predicted
variable, for example, load current error, power error, torque error, and others, as will
be shown in the following chapters of this book. However, one of the advantages of the
predictive control methods is the possibility to control different types of variables and
include restrictions on the cost function. In order to deal with the different units and
magnitudes of the controlled variables, each term in the cost function is multiplied by a
weighting factor that can be used to adjust the importance of each term.

When building the model for prediction, the controlled variables must be considered in
order to get discrete-time models that can be used for the prediction of these variables. It
is also important to define which variables are measured and which ones are not measured,
because in some cases variables that are required for the predictive model are not measured
and some kind of estimate will be needed.

To get a discrete-time model it is necessary to use some discretization methods. For
first-order systems it is useful, because it is simple, to approximate the derivatives using
the Euler forward method, that is, using

dx

dt
= x(k + 1) − x(k)

Ts

(3.6)

where Ts is the sampling time. However, when the order of the system is higher, the
discrete-time model obtained using the Euler method is not so good because the error
introduced by this method for higher order systems is significant. For these higher order
systems, an exact discretization must be used.

3.3.2 Implementation

When implemented, the controller must consider the following tasks:

• Predict the behavior of the controlled variables for all possible switching states.
• Evaluate the cost function for each prediction.
• Select the switching state that minimizes the cost function.

Implementation of predictive models and a predictive control strategy may encounter
different difficulties depending on the type of platform used. When implemented using
a fixed-point processor, special attention must be paid to programming in order to get
the best accuracy in the fixed-point representation of the variables. On the other hand,
when implemented using a floating-point processor, almost the same programming used
for simulations can be used in the laboratory.

Depending on the complexity of the controlled system, the number of calculations can
be significant and will limit the minimum sampling time. In the simplest case, predictive
current control, the calculation time is small, but in other schemes such as torque and flux
control, the calculation time is the parameter which determines the allowed sampling time.
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Figure 3.4 General MPC scheme for power converters

To select the switching state which minimizes the cost function, all possible states are
evaluated and the optimal value is stored to be applied next. The number of calculations is
directly related to the number of possible switching states. In the case of the three-phase,
two-level inverter, to calculate predictions for the eight possible switching states is not a
problem, but in the case of multi level and multi-phase systems, a different optimization
method must be considered in order to reduce the number of calculations.

3.3.3 General Control Scheme

A general control scheme for MPC applied to power converters and drives is presented
in Figure 3.4. The power converter can be from any topology and number of phases,
while the generic load shown in the figure can represent an electrical machine, the grid,
or any other active or passive load. In this scheme measured variables x(k) are used
in the model to calculate predictions x(k + 1) of the controlled variables for each one
of the n possible actuations, that is, switching states, voltages, or currents. Then these
predictions are evaluated using a cost function which considers the reference values x∗(k)

and restrictions, and the optimal actuation S is selected and applied in the converter.

3.4 Summary

This chapter presents an overview of different predictive control methods. The basic
principles of MPC and its application for power converters and drives are presented. A
general control scheme has been introduced in this chapter and will be considered in all
applications included in this book.
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4
Predictive Control of a
Three-Phase Inverter

4.1 Introduction

Current control is one of the most studied problems in power electronics [1–3], so it is
very important to study as a first step the application of MPC in a current control scheme.
In addition, the three-phase, two-level inverter is a very well-known topology that can be
found in most drive applications.

This chapter presents a MPC scheme for current control in a three-phase inverter,
which is based on the control scheme reported in [4]. The control scheme and working
principle will be explained in more detail than other applications in this book because the
same ideas and explanations can be extended for all examples presented in the following
chapters.

4.2 Predictive Current Control

The proposed predictive control strategy is based on the fact that only a finite number of
possible switching states can be generated by a static power converter and that models of
the system can be used to predict the behavior of the variables for each switching state.
For the selection of the appropriate switching state to be applied, a selection criterion
must be defined. This criterion consists of a cost function that will be evaluated for the
predicted values of the variables to be controlled. Prediction of the future value of these
variables is calculated for each possible switching state and then the state that minimizes
the cost function is selected.

This control strategy can be summarized in the following steps:

• Define a cost function g.
• Build a model of the converter and its possible switching states.
• Build a model of the load for prediction.

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
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A discrete-time model of the load is needed to predict the behavior of the variables
evaluated by the cost function, that is, the load currents.

4.3 Cost Function

The objective of the current control scheme is to minimize the error between the measured
currents and the reference values. This requirement can be written in the form of a cost
function. The cost function is expressed in orthogonal coordinates and measures the error
between the references and the predicted currents:

g = |i∗α(k + 1) − ip
α(k + 1)| + |i∗β(k + 1) − i

p
β(k + 1)| (4.1)

where i
p
α(k + 1) and i

p
β(k + 1) are the real and imaginary parts of the predicted load

current vector ip(k + 1), for a given voltage vector. This prediction is obtained using
the load model, which will be explained in detail in the sections below. The reference
currents i∗α(k + 1) and i∗β(k + 1) are the real and imaginary parts of the reference current
vector i∗(k + 1). For simplicity, we will assume that this reference current does not
change sufficiently in one sampling interval, so we will consider i∗(k + 1) = i∗(k). This
assumption may introduce a one sample delay in the reference tracking, which is not
a problem if a high sampling frequency is considered. In other cases it is possible to
extrapolate the future reference value, as will be explained in Chapter 12. This reference
is generated from an external control loop, for example, field-oriented control of an
induction machine.

A block diagram of the predictive control strategy applied to the current control for
a three-phase inverter is shown in Figure 4.1. The current control is performed in four
steps, as described in Table 4.1.

4.4 Converter Model

The power circuit of the three-phase inverter converts electrical power from DC to AC
form using the electrical scheme shown in Figure 4.2. Considering that the two switches
in each inverter phase operate in a complementary mode in order to avoid short-circuiting

i(k)

Predictive
model

Minimization
of cost
function

g

Sa

Sb

Sc

Inverter

3

ip(k +1)

7

i*(k)

3φ
M

Figure 4.1 Predictive current control block diagram (Rodriguez et al., 2007 © IEEE)
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Table 4.1 Predictive current control algorithm

1. The value of the reference current i∗(k) is obtained (from an
outer control loop), and the load current i(k) is measured.

2. The model of the system is used to predict the value of the
load current in the next sampling interval i(k + 1) for
each of the different voltage vectors.

3. The cost function g evaluates the error between the
reference and predicted currents in the next sampling
interval for each voltage vector.

4. The voltage that minimizes the current error is selected and
the corresponding switching state signals are generated.

P

n

N

S1

a

νdc

νaN

νcN

νnN

νan

L R
ia

ea

νbN

b

c

S2 S3

S4 S5 S6

Figure 4.2 Voltage source inverter power circuit

the DC source, the switching state of the power switches Sx , with x = 1, . . . , 6, can be
represented by the switching signals Sa , Sb, and Sc defined as follows:

Sa =
{

1 if S1 on and S4 off
0 if S1 off and S4 on

(4.2)

Sb =
{

1 if S2 on and S5 off
0 if S2 off and S5 on

(4.3)

Sc =
{

1 if S3 on and S6 off
0 if S3 off and S6 on

(4.4)

These switching signals define the value of the output voltages

vaN = SaVdc (4.5)

vbN = SbVdc (4.6)

vcN = ScVdc (4.7)

where Vdc is the DC source voltage.
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Considering the unitary vector a = ej2π/3 = − 1
2 + j

√
3/2, which represents the 120◦

phase displacement between the phases, the output voltage vector can be defined as

v = 2

3
(vaN + avbN + a2vcN) (4.8)

where vaN , vbN , and vcN are the phase-to-neutral (N) voltages of the inverter.

(a) (b)

(c) (d)
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Figure 4.3 Equivalent load configurations for different switching states. (a) Switching
state (0, 0, 0) (voltage vector V0). (b) Switching state (1, 0, 0) (voltage vector V1). (c) Switch-
ing state (1, 1, 0) (voltage vector V2). (d) Switching state (1, 1, 1) (voltage vector V7)
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In this way, switching state (Sa, Sb, Sc) = (0, 0, 0) generates voltage vector V0
defined as

V0 = 2

3
(0 + a0 + a20) = 0 (4.9)

and corresponds to the circuit shown in Figure 4.3a.
Switching state (1, 0, 0) generates voltage vector V1 defined as

V1 = 2

3
(Vdc + a0 + a20) = 2

3
Vdc (4.10)

Voltage vector V2 is generated by switching state (1, 1, 0) and is defined as

V2 = 2

3
(Vdc + aVdc + a20)

= 2

3

(
Vdc +

(
−1

2
+ j

√
3

2

)
Vdc

)
= Vdc

3
+ j

√
3

3
Vdc (4.11)

and corresponds to the circuit shown in Figure 4.3b.
Switching state (1, 1, 1) generates voltage vector V7 that is calculated as

V7 = 2

3
(Vdc + aVdc + a2Vdc) = 2

3
Vdc(1 + a + a2) = 0 (4.12)

Different switching states will generate different configurations of the three-phase load
connected to the DC source, as shown in Figure 4.3.

Considering all the possible combinations of the gating signals Sa , Sb, and Sc, eight
switching states and consequently eight voltage vectors are obtained, as shown in
Table 4.2. In Figure 4.4 note that V0 = V7, resulting in a finite set of only seven different
voltage vectors in the complex plane.

Taking into account modulation techniques, like PWM, the inverter can be approximated
as a linear system. Nevertheless, throughout this chapter the inverter will be considered
as a non linear discrete system with only seven different states as possible outputs.

Table 4.2 Switching states and voltage
vectors

Sa Sb Sc Voltage vector V

0 0 0 V0 = 0

1 0 0 V1 = 2
3 Vdc

1 1 0 V2 = 1
3 Vdc + j

√
3

3 Vdc

0 1 0 V3 = − 1
3 Vdc + j

√
3

3 Vdc

0 1 1 V4 = − 2
3 Vdc

0 0 1 V5 = − 1
3 Vdc − j

√
3

3 Vdc

1 0 1 V6 = 1
3 Vdc − j

√
3

3 Vdc

1 1 1 V7 = 0
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V7 (1,1,1)

V0 (0,0,0)

V6 (1,0,1)V5 (0,0,1)

V2 (1,1,0)
Im

Re

V3 (0,1,0)

V4 (0,1,1) V1 (1,0,0)

Figure 4.4 Voltage vectors in the complex plane

We should note that a more complex model of the converter model could be used
for higher switching frequencies. It might include modeling dead time, IGBT saturation
voltage, and diode forward voltage drop, for example. However, in this book, emphasis
has been put on simplicity, so a simple model of the inverter will be used.

4.5 Load Model

Taking into account the definitions of variables from the circuit shown in Figure 4.2, the
equations for load current dynamics for each phase can be written as

vaN = L
dia

dt
+ Ria + ea + vnN (4.13)

vbN = L
dib

dt
+ Rib + eb + vnN (4.14)

vcN = L
dic

dt
+ Ric + ec + vnN (4.15)

where R is the load resistance and L the load inductance.
By substituting (4.13)–(4.15) into (4.8) a vector equation for the load current dynamics

can be obtained:

v = L
d

dt

(
2

3
(ia + aib + a2ic)

)
+ R

(
2

3
(ia + aib + a2ic)

)

+ 2

3
(ea + aeb + a2ec) + 2

3
(vnN + avnN + a2vnN) (4.16)

Considering the space vector definition for the inverter voltage given by (4.8), and the
following definitions for load current and back-emf space vectors

i = 2

3
(ia + aib + a2ic) (4.17)

e = 2

3
(ea + aeb + a2ec) (4.18)
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and assuming the last term of (4.16) equal to zero

2

3
(vnN + avnN + a2vnN) = vnN

2

3
(1 + a + a2) = 0 (4.19)

then the load current dynamics can be described by the vector differential equation

v = Ri + L
di
dt

+ e (4.20)

where v is the voltage vector generated by the inverter, i is the load current vector, and
e the load back-emf vector.

Note that for simulation and experimental results, the load back-emf is assumed to be
sinusoidal with constant amplitude and constant frequency.

4.6 Discrete-Time Model for Prediction

This section describes the discretization process of the load current equation (4.20) for
a sampling time Ts . The discrete-time model will be used to predict the future value of
load current from voltages and measured currents at the kth sampling instant. Several
discretization methods can be used in order to obtain a discrete-time model suitable
for the calculation of predictions. Considering that the load can be modeled as a first-
order system, the discrete-time model can be obtained by a simple approximation of the
derivative. However, for more complex systems this approximation may introduce errors
into the model and a more accurate discretization method is required.

The load current derivative di/dt is replaced by a forward Euler approximation. That
is, the derivative is approximated as follows:

di
dt

≈ i(k + 1) − i(k)

Ts

(4.21)

which is substituted in (4.20) to obtain an expression that allows prediction of the future
load current at time k + 1, for each one of the seven values of voltage vector v(k)

generated by the inverter. This expression is

ip(k + 1) =
(

1 − RTs

L

)
i(k) + Ts

L

(
v(k) − ê(k)

)
(4.22)

where ê(k) denotes the estimated back-emf. The superscript p denotes the pre-
dicted variables.

The back-emf can be calculated from (4.20) considering measurements of the load
voltage and current with the following expression;

ê(k − 1) = v(k − 1) − L

Ts

i(k) −
(

R − L

Ts

)
i(k − 1) (4.23)

where ê(k − 1) is the estimated value of e(k − 1). The present back-emf e(k), needed
in (12.2), can be estimated using an extrapolation of the past values of the estimated
back-emf. Alternatively, as the frequency of the back-emf is much less than the sampling
frequency, we will suppose that it does not change considerably in one sampling interval
and, thus, assume ê(k) = ê(k − 1).
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4.7 Working Principle

In order to illustrate how the predictive control strategy works, a detailed example is shown
in Figure 4.5 and Figure 4.6. Here, load currents iα , iβ , and their references are shown for
a complete period of the reference. Using the measurement i(k) and all switching states
of the voltage vector v(k), the future currents i(k + 1) are estimated, ip(k + 1).

In the vectorial plot, shown in Figure 4.5, it can be observed that vector V2 takes the
predicted current vector closest to the reference vector.

As shown in Figure 4.6, current i
p
α(V0,7) corresponds to the predicted current if the

voltage vector V0 or V7 is applied at time k. It can be seen in this figure that vectors V2
and V6 are the ones that minimize the error in the iα current, and vectors V2 and V3 are
the ones that minimize the error in the iβ current, so the voltage vector that minimizes
the cost function g is V2.

These figures illustrate the meaning of the cost function as a measure of error or distance
between reference and predicted vectors. It is easy to view these errors and distances for
the case of current control, but these plots become difficult or impossible to build for
more complex cost functions.

From a numerical point of view, the selection of the optimum voltage vector is per-
formed as presented in Figure 4.7. Each voltage vector generates a predicted current that
gives a value of the cost function, as listed in the table. It can be observed that, for this
example, vector V2 produces the lowest value of the cost function g. Then, voltage vector
V2 is selected and applied in the inverter.

4.8 Implementation of the Predictive Control Strategy

A flow diagram of the different tasks performed by the predictive controller is shown
in Figure 4.8. Here, the outer loop is executed every sampling time, and the inner loop
is executed for each possible state, obtaining the optimal switching state to be applied
during the next sampling period.

ip(v1)

ip(v6)

ip(v4)

ip(v3) ip(v2)

i*

i

ip(v5)

iβ

ip(v0,7)

ia

ip

i*(k)

i*(k+1)

Figure 4.5 Working principle: vectorial plot of the reference and predicted currents
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Figure 4.6 Working principle: reference and predicted currents

The timing of the different tasks is shown in Figure 4.9, and, as illustrated here, the
most time-consuming task is the prediction and selection of the optimal switching state.
This is due to the calculation of the load model and cost function, which is executed
seven times, once for each different voltage vector.

The predictive current control strategy is implemented for simulation in MATLAB as
a S-Function, containing the following code:
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ek = v(xop_1) - L/Ts*ik - (R-L/Ts)*ik_1;
g_opt = inf;
for i=1:7

ik1 = (1-R*Ts/L)*ik + Ts/L*(v(i)-ek);
g = abs(real(ik_ref-ik1)) + abs(imag(ik_ref-ik1));
if (g<g_opt)

g_opt = g;
x_opt = i;

end
end
xop_1=xop;
xop=x_opt;

where ik= i(k), ik1= i(k + 1), ik_1= i(k − 1), and ek= e(k). The optimal voltage
vector that minimize the error is v(xop).

When the predictive control is implemented experimentally, the same code is rewritten
in C language with alpha and beta currents calculated separately.

Results using the control algorithm implemented in MATLAB/Simulink are shown
next, considering (4.22) for load current prediction and (4.23) for back-emf estimation.
The system parameters Vdc = 520 V, L = 10 mH, R = 10 �, and e = 100 Vpeak have been
considered for simulations.

Current and voltage in one phase of the load are shown in Figure 4.10 for a sampling
time Ts = 100 μs. There is no steady state error in the current but there is a noticeable

V3 V2

V4 V1

V0,V7

V5

g3 g2

 g1g4

 g0,7 

 Im

Re

 g5  g6V6

Voltage vector Cost function
V0,V7 g0,7 = 0.60

V1 g1 = 0.82

V2 g2 = 0.24 ←optimum

V3 g3 = 0.42

V4 g4 = 0.96

V5 g5 = 1.24

V6 g6 = 1.19

Figure 4.7 Working principle: values of the cost function for each voltage vector
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Figure 4.8 Flow diagram of the predictive current control (Rodriguez et al., 2007 © IEEE)
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Figure 4.9 Timing of the different tasks (Rodriguez et al., 2007 © IEEE)
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Figure 4.10 Steady state load current and voltage for a sampling time Ts = 100 μs
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Figure 4.11 Steady state load current and voltage for a sampling time Ts = 25 μs
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Figure 4.12 Real and estimated back-emf

ripple. This ripple is reduced considerably when a smaller sampling time is used, as shown
in Figure 4.11 for a sampling time Ts = 25 μs. However, by reducing the sampling time,
the switching frequency is increased as can be seen by comparing the load voltages in
Figure 4.10 and Figure 4.11.

Real and estimated back-emf are shown in Figure 4.12. Back-emf is estimated using
(4.23) with a sampling time Ts = 25 μs.

The response of the system to a step in the amplitude of the reference current vector i∗

is shown in Figure 4.13. It can be observed that the load currents follow their references
with fast dynamics. It is also shown in this figure how the load voltage changes during
the reference current step.

The predictive current control strategy was implemented with the experimental setup
described in Figure 4.14. A Danfoss VLT5008 5.5 kW three-phase inverter with an RL
load is used. The DC link is fed by a three-phase diode bridge rectifier. The inverter is
controlled externally through an interface and protection card (IPC). A TMS320C6713
floating-point DSP was used for the control. The gate drive signals for each inverter leg
are sent from the DSP to the IPC through fiber optic cables. Current measurements of two
phases are sent back from the inverter to the DSP through coaxial cables. A FPGA-based
daughter card handles the analog to digital conversion, digital to analog conversion, and
the digital outputs for the DSP. The execution time for the implemented current control
algorithm was about 7 μs. The parameters of the experimental setup are Vdc = 520 V,
L = 10 mH, R = 10 �, e = 0 Vpeak , and Ts = 25 μs.

The behavior of the load currents and the voltage in one phase at steady state operation
is shown in Figure 4.15. The amplitude of the reference current was set to 10 A with a
frequency of 50 Hz. Currents are sinusoidal with low harmonic distortion.
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Figure 4.13 Load currents for a step in the amplitude of the reference current vector i∗, with
sampling time Ts = 25 μs

Results for a step change in the amplitude of the reference i∗α from 5 to 10 A are
shown in Figure 4.16. The amplitude of the reference current i∗β is kept at 10 A. It can
be observed that the load current iα reaches its reference with very fast dynamics while
iβ is not affected by this step change. This result shows that the currents are decoupled
in the predictive current control scheme. The load voltage van for the same test is shown
in Figure 4.17. It can be seen that during the step change of current iα the load voltage
is kept at its maximum value until the reference current is achieved.

The behavior of the load currents and load voltage for a step in the amplitude of the
reference current vector is shown in Figure 4.18. The amplitude of the reference current
changes from 10 to 5 A and later from 5 to 10 A for all phases. The reference current i∗a
is also shown in the figure. It can be seen that the amplitude of the load currents changes
very quickly following the change of the reference. It is also shown in the figure how the
load voltage van changes during this test.
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Figure 4.14 Overview of experimental system setup
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Figure 4.16 Experimental results for a step in the amplitude of i∗α . Load currents

−15

−10

−5

0

5

10

15

−500

0

500

Time [s]

n
an

 [V
]

iα

iα

*

i α
, i

α 
[A

]
*

0.02 0.022 0.024 0.026 0.028 0.03 0.032 0.034 0.036 0.038 0.04

0.02 0.022 0.024 0.026 0.028 0.03 0.032 0.034 0.036 0.038 0.04

Figure 4.17 Experimental results for a step in the amplitude of i∗α . Load current and voltage



Predictive Control of a Three-Phase Inverter 59

0.02 0.025 0.03 0.035 0.04 0.045 0.05
−15

−10

−5

0

5

10

15

i a
, i

b,
 i

c 
[A

]

0.02 0.025 0.03 0.035 0.04 0.045 0.05
−500

0

500

n
an

 [V
]

Time [s]

Figure 4.18 Experimental results for a step in the amplitude of the load current reference. Load
currents and voltage in one phase

4.9 Comparison to a Classical Control Scheme

A comparison of the predictive current control to classical control with PWM is presented
in Figure 4.19a and Figure 4.19b. Here the amplitude of reference current i∗α is reduced
from 13 to 5.2 A at instant t = 0.015 s while keeping the amplitude of current i∗β fixed.
This is done to assess the decoupling capability of the current control loop. The load
currents obtained using PI controllers with PWM, shown in Figure 4.19a, present notice-
able coupling between iα and iβ and a slower response due to the dynamics of the closed
current loops. The response of the predictive current control, for the same test, is shown
in Figure 4.19b. Its dynamic response is fast with an inherent decoupling between both
current components.

In addition to the reference tracking capabilities of any current control method, another
important performance measure is the output voltage spectra generated by the inverter.
The voltage spectra for the two control methods are compared in Figure 4.20.

The frequency spectrum of Figure 4.20a shows that the harmonic content, generated
when using classical current control, is concentrated around the carrier frequency due to
the PWM. Finally, Figure 4.20b presents the frequency spectrum obtained with predictive
current control. The voltage spectrum of the predictive control method is characterized by
discrete spectral lines similar to those of classical current control, although these spectral
lines are more spread over the frequency range. Although the switching frequency for
predictive control is variable, it is limited. In fact, the switching state of the inverter can
be changed only once during each sampling instant, thus switching frequency is limited
to half the sampling frequency (fs). However, switching states do not change in every
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Figure 4.20 Load voltage spectrum

sampling instant, therefore the average switching frequency is always less than fs/2.
Results show that the average switching frequency is concentrated between fs/5 and
fs/4. Additionally, the switching frequency can be controlled by modification of the cost
function as will be shown in the next application example.

An assessment of the operating principles between a classical current control scheme
and a predictive current control scheme is presented in Table 4.3. Although the predictive
control scheme is based on more advanced control theory, the resulting control strategy
is no more complex than a classical scheme based on PI controllers and SVM. Both
control schemes need a model of the inverter and the voltage vectors that it generates.
In the classical scheme, knowledge of the voltage vectors is used for implementation of
the modulator. For predictive control, these voltage vectors are the finite set of possible
actuations. In order to adjust the PI controllers, a linear model of the load is needed. The
predictive controller will calculate predictions for each voltage vector using a discrete-time
model of the load, which does not need to be linear. The performance of the PI controllers
depends on the appropriate adjustment of their parameters kp and ki . In the predictive
control scheme there are no parameters to adjust, but a cost function must be defined,
which in the case of current control is very simple. The space vector modulator must
be implemented by considering the calculation of the application times of the selected
voltage vectors as explained in Section 2.1.2. This stage is not needed in the predictive
control scheme as the switching states are generated directly by the controller.
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4.10 Summary

This chapter presents one of the simplest predictive control schemes: current control in
a three-phase inverter. This example allows us to introduce this control method in the
field of power electronics. A simple model of the converter and the load is presented.
Then the predictive current control method is explained in detail. Results are presented
and compared to a classical current control scheme.
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5
Predictive Control of a
Three-Phase Neutral-Point
Clamped Inverter

5.1 Introduction

Three-level neutral-point clamped (NPC) inverters are widely used in industry for high-
power, medium-voltage power conversion and drives [1, 2]. Topics related to power losses
due to commutation and quality of the output current are relevant issues in this power
range [3–5]. The neutral-point balancing problem in this topology is another subject that
has been studied in recent years [6–8]. Among the most common control methods for
this converter, the literature states, are non linear techniques, like hysteresis control, and
linear methods, like the use of PI controllers in conjunction with pulse width modulation
(PWM) [9–12].

The general predictive control scheme presented in Chapter 3 is applied here to the
NPC inverter. The behavior of the system is predicted for each possible switching state
of this kind of inverter. The switching state that minimizes a given cost function is
selected to be applied during the next sampling interval following the same strategy
presented in Chapters 3 and 4. The NPC inverter presents a high number of switching
states, compared to the two-level inverter used in the previous chapter. The larger set
of possible actuations allows for additional degrees of freedom and several compositions
of the cost function can be considered. Considering the control requirements that are
characteristic of this topology and its applications, several variations of the algorithm
are studied and compared to classical linear control with PWM, including features like
load current reference tracking, balance in the DC link capacitor voltages, and reduction
of the switching frequency [13].

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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5.2 System Model

The power circuit of the NPC inverter is shown in Figure 5.1. Each phase of the inverter
is composed of four switches and two diodes where the two center switches and the
diodes allow the output terminal to be connected to the neutral point of the DC link. This
configuration allows the generation of three voltage levels at the output terminal of phase
x, with respect to the neutral point 0, considering the switching combinations given in
Table 5.1.

Switching state variable Sx represents the switching state of phase x, with x = {a, b, c},
and it has three possible values denoted by +, 0, and − that represent the switch-
ing combinations that generate Vdc/2, 0, and −Vdc/2, respectively, at the output of the
inverter phase.

For the three phases of the inverter, 27 switching states are generated, which produce
19 different voltage vectors, as shown in Figure 5.2. Note that some switching states are
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Figure 5.1 Circuit of a three-phase NPC inverter connected to a resistive–inductive–active load
(Vargas et al., 2007 © IEEE)

Table 5.1 Switching states for one phase of the inverter

Sx Sx1 Sx2 Sx3 Sx4 vx0

+ 1 1 0 0 Vdc/2

0 0 1 1 0 0

− 0 0 1 1 −Vdc/2



Predictive Control of a Three-Phase NPC Inverter 67

Re

Im

V3 V2

V1V4 V7

V8

V9

(0,+,0)
(−,0,−)

(0,+,+)
(−,0,0)

(0,0,+)
(−,−,0)

V5

(+,0,+)
(0,−,0)

V6

V10

V0

(−,+,−)

(−,+,0)

V11

V12

(−,+,+)

V13

(−,0,+)

V14

(−,−,+)

V15

(0,−,+)

V16

(+,−,+)

V17

(+,−,0)

V18

(+,−,−)

(0,+,−)

(+,+,0)
(0,0,−)

(−,−,−)
(0,0,0)
(+,+,+)

(+,0,0)
(0,−,−)

(+,0,−)

(+,+,−)

Figure 5.2 Possible voltage vectors and switching states generated by a three-level inverter (Vargas
et al., 2007 © IEEE)
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Figure 5.3 Different switching states that generate the zero vector V0. (a) (+, +,+). (b) (0, 0, 0).
(c) (−,−,−)

redundant, generating the same voltage vector. For example, vector V0 can be generated
by three different switching states: (+, +, +), (0, 0, 0), and (−, −,−), which generate the
load configurations shown in Figure 5.3. Considering the space vector definition for the
output voltage

v = 2

3

(
va0 + avb0 + a2vc0

)
(5.1)
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these three switching states generate the following voltage vectors:

V0 = 2

3

(
Vdc

2
+ a

Vdc

2
+ a2 Vdc

2

)
= 0 (5.2)

V0 = 2

3

(
0 + a0 + a20

) = 0 (5.3)

V0 = 2

3

(
−Vdc

2
− a

Vdc

2
− a2 Vdc

2

)
= 0 (5.4)

Voltage vectors V1 to V6 can be generated by two different switching states, that is,
they present redundant switching states. The switching states that generate V1 are shown
in Figure 5.4. Switching state (+, 0, 0) results in

V1 = 2

3

(
Vdc

2
+ a0 + a20

)
= Vdc

3
(5.5)

and switching state (0, −,−) generates the same vector

V1 = 2

3

(
0 − a

Vdc

2
− a2 Vdc

2

)
= Vdc

3
(5.6)

It can also be observed in Figure 5.4 that although both switching states generate the
same voltage vector, they have a different effect on the charge or discharge of the DC
link capacitors.

Outer vectors present no redundancies. Figure 5.5 shows switching state (+, 0, −) that
generates vector V8, calculated as

V8 = 2

3

(
Vdc

2
+ a0 − a2 Vdc

2

)
= Vdc

3
(1 − a2) = Vdc√

3
ejπ/6 (5.7)

The rest of the voltage vectors are calculated following the same procedure.
The dynamics of the DC link capacitor voltages are described by the capacitor differ-

ential equations
dvc1

dt
= 1

C
ic1 (5.8)

dvc2

dt
= 1

C
ic2 (5.9)

where C is the capacitor value.
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c

Figure 5.4 Different switching states that generate vector V1. (a) (+, 0, 0). (b) (0,−, −)
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Figure 5.5 Generation of voltage vector vector V8. (a) Switching configuration (+, 0, −). (b) Vec-
tor V8 in the complex plane

The same approximation of the derivative considered in the previous chapter can be
used for the capacitor voltages for a sampling time Ts ,

dvcx

dt
≈ vcx(k + 1) − vcx(k)

Ts

(5.10)

giving the following discrete-time equations:

v
p
c1(k + 1) = vc1(k) + 1

C
ic1(k)Ts (5.11)

v
p
c2(k + 1) = vc2(k) + 1

C
ic2(k)Ts (5.12)

where currents ic1(k) and ic2(k) depend on the switching state of the inverter and the
value of the output currents, and can be calculated using the following expressions:

ic1(k) = idc(k) − H1aia(k) − H1bib(k) − H1cic(k) (5.13)

ic2(k) = idc(k) + H2aia(k) + H2bib(k) + H2cic(k) (5.14)

where idc is the current supplied by the voltage source Vdc. Variables H1x and H2x depend
on the switching states and are defined as

H1x =
{

1 if Sx = “ + ”
0 otherwise

(5.15)

H2x =
{

1 if Sx = “ − ”
0 otherwise

(5.16)

with x = a, b, c.
Hence, (5.11)–(5.14) allow us to predict the effect of selecting a given switching state

on the variation of the capacitor voltages.
The same three-phase resistive–inductive–active load considered in the previous

chapter is used with the NPC inverter. The discrete-time model for the load current
vector is expressed as

ip(k + 1) =
(

1 − RTs

L

)
i(k) + Ts

L

(
v(k) − ê(k)

)
(5.17)
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where v(k) is the voltage vector under evaluation, which belongs to the set of 19 voltage
vectors shown in Figure 5.2.

The same equations and assumptions for the estimation of the load back-emf are
considered in this chapter

ê(k − 1) = v(k − 1) − L

Ts

i(k) −
(

R − L

Ts

)
i(k − 1) (5.18)

5.3 Linear Current Control Method with Pulse Width Modulation

Before presenting the predictive control method, a short review of classical current control
applied to a three-phase NPC inverter is given to obtain suitable comparisons. The selected
method involves linear controllers and a modulation strategy known as level shifted phase
disposition pulse width modulation (LS-PD-PWM). This alternative was selected, among
other PWM strategies, because it is widely used on this kind of inverter and provides the
best harmonic profile [1].

The classical control scheme using PWM is shown in Figure 5.6. The load current
is measured and compared to its reference value. Next, a PI controller generates the
reference load voltages that enter a modulator. In this stage, each reference voltage is
compared to two triangular carrier signals, superior and inferior, arranged in identical
phase disposition. The switching state applied to the inverter is selected according to the
results of the comparisons. For more details, see [2, 9–11].

5.4 Predictive Current Control Method

The predictive control scheme for the NPC inverter is shown in Figure 5.7. The future
values of the load currents and voltages in the capacitors are predicted for the 27 switching
states generated by the inverter, by means of (5.17), (5.11), and (5.12). For this purpose,
it is necessary to measure the present load currents and voltages in the capacitors. After
obtaining the predictions, a cost function g is evaluated for each switching state. The
switching state that minimizes the cost function is selected and applied during the next
sampling period.

i*(k)
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+−

V* α a Pulse
Width

Modulation

3 M
3φ

Sa

Sb
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b
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β

Figure 5.6 Classical current control method for the NPC inverter (Vargas et al., 2007 © IEEE)
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Figure 5.7 Predictive current control method for the NPC inverter (Vargas et al., 2007 © IEEE)

The control requirements for the NPC inverter are:

• Load current reference tracking
• DC link capacitor voltages balance
• Reduction of the switching frequency.

These requirements can be formulated in the form of a cost function to be minimized.
The cost function for the NPC inverter has the following composition:

g = |i∗α − ip
α | + |i∗β − i

p
β | + λdc|vp

c1 − v
p
c2| + λnnc (5.19)

The first two terms are the load current errors in orthogonal coordinates, where i
p
α and

i
p
β are the real and imaginary components of the predicted current vector ip, respectively,

and i∗α and i∗β are the real and imaginary components of the reference current vector i∗,
as defined in the previous chapter.

The third term in the cost function measures the difference in the predicted values of
the DC link capacitor voltages. These predicted voltages are calculated using (5.11) and
(5.12). Then, by minimization of this term, the capacitor voltages will tend to be equal.

The last term is the number of commutations required to switch from the present
switching state to the switching state under evaluation. A switching state that implies
fewer commutations of the power semiconductors will be preferred. In this manner, the
use of this term will have a direct effect on the switching frequency of the converter.

Weighting factors λdc and λn handle the relation between terms dedicated to reference
tracking, voltage balance, and reduction of switching frequency within the cost function
g. A large value of certain λ implies greater priority to that objective.

The basic predictive current control strategy, applying cost function (5.19) with λdc =
λn = 0, requires no parameter adjustment, only knowledge of the load. Nevertheless,
to take advantage of the possibilities offered by this control method, it is necessary to
adjust parameters λdc and λn. No design procedure has been established thus far for this
purpose. However, some general guidelines on weighting factor selection can be found
in Chapter 11. First, the designer should consider the different units and magnitudes of
the variables involved in the cost function g. This will give some idea about the order of
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magnitude of the weighting factors for equal importance of all terms. If the designer wants
to maintain voltage balance in the DC link only by selecting the appropriate switching
state from the redundant states that generate a given voltage vector, then a small value
of λdc should be used. The smallest value allowed by the implementation platform will
work for that purpose. The same criteria can be applied to λn. With a small value, the
method will choose the switching state that implies fewer commutations within a voltage
vector. When increasing λn, the method could choose switching states that are not within
the optimal voltage vector in terms of reference tracking, but imply fewer commutations.

To measure the effect of the control strategy on the switching frequency and reference
tracking performance, it is important to define some performance variables. In the first
place, the average switching frequency per semiconductor fs will be defined as the average
value of the switching frequencies of the 12 controlled power semiconductors in the
converter circuit. Accordingly,

fs =
4∑

i=1

fsai
+ fsbi

+ fsci

12
(5.20)

where fski
is the average switching frequency, during a time interval, of power semi-

conductor number i of phase k, with i ∈ {1, 2, 3, 4} and k ∈ {a, b, c}. A reduction in the
switching frequency of the inverter will imply a reduction in fs . As the reader can observe,
fs was defined as an average between switching frequencies. Not all 12 power semicon-
ductors will present the same switching frequency. Moreover, transitions will occur in
general with different current values, so fs will not be directly proportional to the power
losses in the converter. However, it will allow us to measure or get some indication of
the switching frequency of the inverter and the power losses due to commutations.

The mean absolute reference tracking error e will be defined as the mean value of the
absolute differences between the reference current and the measured load current, within
a given time interval of m samples:

e = 1

m

m∑
k=0

|i∗(k) − i(k)| (5.21)

As a difference between currents it will be measured in amperes and will also be
expressed as a percentage of the amplitude of the reference current.

5.5 Implementation

The control strategy was implemented based on a dSPACE DS1104 rapid prototyping
system and MATLAB® and Simulink® installed on a host PC. The sampling period
used with the predictive strategy was Ts = 100 μs, or a 10 kHz sampling frequency. The
predictive algorithm implemented with the control platform based on the dSPACE DS1104
is explained in a flow diagram presented in Figure 5.8. The control loop begins sampling
the required signals. Then, the algorithm estimates the active component of the load by
means of (5.18) and initializes the value of gop, a variable that will contain the value of
the lower cost function evaluated by the algorithm so far. Then the strategy enters a loop
where, for each possible switching state, the cost function (5.19) is evaluated considering
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Figure 5.8 Flow diagram of the implemented control algorithm

current and voltage predictions obtained from (5.17), (5.11), and (5.12), respectively. If,
for a given switching state, the evaluated cost function g happens to be lower than gop,
that lower value is stored as gop and the switching state number is stored as jop. The loop
ends when all 27 switching states have been evaluated. The state that produces the optimal
value of g (minimal) is identified by variable jop and will be applied to the converter
during the next sampling interval, starting the control algorithm again.
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5.5.1 Reduction of the Switching Frequency

The performance of the predictive control strategy is analyzed next and compared to the
classical current control. The predictive algorithm was implemented using the following
cost function:

g = |i∗α − ip
α | + |i∗β − i

p
β | + λnnc (5.22)

which corresponds to cost function (5.19) with λdc = 0. This cost function can be con-
sidered for systems in which the balance of the DC link capacitor voltages is provided
by the rectifier.

The PWM method was implemented with carrier frequencies of 1440 Hz and 400 Hz.
The total DC link voltage was maintained at 533 V by a DC source that also main-
tained voltage balance during these tests. A passive load was connected to the inverter,
with parameter values R = 10 � and L = 50 mH. A sinusoidal reference current of 10 A
amplitude and 50 Hz frequency was applied.

The predictive strategy was tested using the cost function presented in (5.22) with
λn = 0.001. Balancing of the DC link capacitor voltages is forced by the rectifier.
The PWM method was implemented with a carrier signal of frequency fc = 1440 Hz.
Both implementations presented an average switching frequency per semiconductor of
fs = 720 Hz. Results can be observed in Figure 5.9 for load current on phase a, and
Figure 5.10 for load voltage. A mean absolute error of e = 0.184 A was measured for
the PWM strategy. The predictive control method presented a mean absolute error of
e = 0.165 A.

The second step is to increase the weighing factor of λn to 0.16, to reduce the switching
frequency. The predictive control method presented a switching frequency of fs = 200 Hz.
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Figure 5.9 Results with fs = 720 Hz, load current ia A. (a) PWM. (b) Predictive (Vargas et al.,
2007 © IEEE)
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The PWM method was adjusted to match the switching frequency, with a carrier signal
of frequency fc = 400 Hz. Results on the load current for both methods can be observed
in Figure 5.11. The load voltage signals for the PWM and predictive methods can be
observed in Figure 5.12. Comparing Figures 5.11 and 5.12 to Figures 5.9 and 5.10, it is
possible to verify the reduction in the switching frequency, as well as an increase in the
reference tracking error for both methods. Analysis of the mean absolute error, however,
reveals a significant difference in the performance of both methods. The PWM strategy
presented a mean absolute error of e = 0.406 A, while the predictive method achieved a
value of e = 0.283 A, both working at fs = 200 Hz.

Table 5.2 presents a review summarizing the most relevant characteristics and results
for both methods, including average switching frequency per IGBT fs , mean absolute
tracking error e, and sampling frequency required to apply the method. The theoretical
maximum switching frequency that each method can reach will depend basically on the
sampling frequency. For the PWM method, the theoretical maximum fs is equal to the
sampling frequency used, whereas for the predictive strategy the theoretical maximum fs

is equal to half the sampling frequency. These values limit the switching frequency.
To reveal the possibilities of the predictive control method, a graph showing the relation

between the design parameter λn and the average switching frequency per semiconductor
fs and mean absolute reference tracking error e is presented in Figure 5.13. From that
figure, built on several simulations for each value of λn, it is possible to confirm the
relation mentioned. Increasing λn implies a reduction in the switching frequency and
increases the reference tracking error. The designer should select λn and λdc to fit the
requirements in terms of switching frequency and reference tracking.
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Figure 5.10 Results with fs = 720 Hz, load voltage van V. (a) PWM. (b) Predictive control (Vargas
et al., 2007 © IEEE)
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Figure 5.11 Results with fs = 200 Hz, load current ia A. (a) PWM. (b) Predictive (Vargas et al.,
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Table 5.2 Comparative performance of PWM and predictive methods (Vargas
et al., 2007 © IEEE)

Control Switching Absolute Sampling
method frequency [Hz] error [A] frequency [kHz]

PWM fc = 1440 [hz] 720 0.184 1.44
Predictive λn = 0.001 720 0.165 10
PWM fc = 400 [hz] 200 0.406 0.4
Predictive λn = 0.16 200 0.283 10
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Figure 5.13 Design parameter λn. (a) Relation with the switching frequency [Hz] (switching
frequency vs. λn). (b) Relation with the absolute error [A] (absolute error vs. λn) (Vargas et al.,
2007 © IEEE)

5.5.2 Capacitor Voltage Balance

One of the most interesting aspects of the predictive control method is the simplicity for
implementing voltage balance in the DC link. This feature was tested by disconnecting the
middle point of the DC link from the source and applying the predictive control method
with the following cost function:

g = |i∗α − ip
α | + |i∗β − i

p
β | + λdc

∣∣vp
c1 − v

p
c2

∣∣ (5.23)

The λdc weighing factor was set at λdc = 0.1. The method succeeded in maintaining
voltage balance, using the same reference signal and parameters as in the previous exper-
imental implementations. To show the capabilities of the method, the voltage balance
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Figure 5.14 Test regarding voltage balance in the DC link capacitors applying the predictive
strategy (Vargas et al., 2007 © IEEE)

section of the cost function was disabled, setting λdc = 0 at time t = 0.67 s, as presented
in Figure 5.14. The method then will not consider the voltage unbalance within g. As
expected, both voltages in the DC link quickly began to separate, until the circuit protec-
tion stopped the system when the unbalance reached 40 V.

Summarizing, the predictive current control method was implemented, confirming the
observations made in simulations. The strategy succeeded in maintaining voltage balance
in the DC link and reducing the switching frequency. Working at the same switching
frequency, the presented method achieved better reference tracking than the carrier-based
method. However, the proposed method requires a greater sampling frequency or data
acquisition frequency. The previous fact should not be a problem, considering the new
technologies available for DSPs. It is important to mention that the sampling instant is
always located at a fixed position within the sampling period, making easy the acquisi-
tion of measurement data, and avoiding problems with switching the power devices. The
dSPACE system used to obtain the results had no problem running the algorithm at the
sampling time selected, Ts = 100 μs. In fact, it took only 52 μs to execute the entire algo-
rithm, including voltage balance and reduction of the switching frequency. The algorithm
was also implemented on a DSP from Texas Instruments, TMS320F2812, using the same
sampling frequency and achieving similar results in terms of processing times.

One of the aspects that must be mentioned is the simplicity of implementing the voltage
balance strategy with the presented method. There is no need to consider long look-up
tables or additional control blocks.

5.6 Summary

The predictive current control method presented does not require any kind of linear con-
troller or modulation technique. It effectively controls the load current and compares well
to established control methods like PWM, achieves a comparable dynamic response and
reference tracking, and works at lower switching frequencies. If both methods are com-
pared at the same switching frequency, as presented in Table 5.2, the predictive strategy
reveals a lower tracking error. In addition, the proposed method shows no interaction
between both components of the load current.

One of the remarkable aspects of the method is the use of costs assigned to each objec-
tive to achieve reference tracking, balance in the DC link, and a reduction in the switching
frequency. The simplicity of the theory makes it easy to understand and implement. The



Predictive Control of a Three-Phase NPC Inverter 79

strategy allows the designer to adjust the λ parameters to fit the requirements in terms
of switching frequency, voltage balance, and reference tracking. A systematic way to
determine the weighting factors is a challenge for future work. Some guidelines on the
adjustment of these parameters are given in Chapter 11.

The method can be easily implemented by taking advantage of the present technologies
available for DSPs. The higher sampling frequencies required should not be a problem
nowadays. This control strategy uses, in a very convenient way, the discrete nature of
power converters and microprocessors used in their control.
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6
Control of an Active Front-End
Rectifier

6.1 Introduction

Rectifiers are by far the most widely used converters in power electronics. The transfor-
mation from alternating current to direct current performed by rectifiers is used in a large
variety of applications and from small power up to several megawatts.

The diode rectifier shown in Figure 6.1a is the simplest topology, which produces a
fixed DC voltage, while the diodes are commutated by the AC voltages. This circuit is
also known as a line-commutated rectifier and the power semiconductors operate at very
low switching frequency. The main advantages of the diode rectifier are its simplicity
and extremely low cost. The disadvantages and limitations of the three-phase diode
rectifier are:

1. It does not offer the possibility of control of the power flow.
2. It generates high harmonics at the input current, especially when it supplies a capacitive

load, as shown in Figure 6.1a. This capacitor is usually used to filter the output voltage.
3. It does not allow regeneration of power.

The second topology of importance is the thyristor rectifier, presented in Figure 6.1b,
which introduces the possibility of control of power flow by changing the angle of the
gate pulses (α) for the thyristors. Through this angle α it is possible to change the
mean value of the load voltage, originating the control of power delivered to the load [1].
Thyristor rectifiers have in general the same advantages and limitations as diode rectifiers.
An additional negative feature is that an increase in the value of α increases the phase
displacement of the input current with respect to the source AC voltage, increasing the
amount of fundamental reactive power. An advantage of thyristor rectifiers is that, in
operating with α > 90◦, they can regenerate power from the DC load to the power supply.

The third important rectifier topology is presented in Figure 6.1c, which includes power
transistors with antiparallel diodes as the main power switches. This rectifier operates

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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Figure 6.1 Three-phase rectifier. (a) Diode rectifier. (b) Thyristor rectifier. (c) AFE rectifier

with high switching frequency and is also known as an active front-end (AFE) rectifier. It
overcomes all the problems and limitations of diode and thyristor rectifiers [2]. Its main
features are:

1. Controlled DC voltage.
2. Controlled input currents with sinusoidal waveform (reduced harmonics).
3. Operation with very high power factor.
4. Full regenerative operation.
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The most important disadvantage of this topology is the higher cost, in comparison to
diode or thyristor rectifiers.

AFE rectifier control methods can be classified, as presented in [3], as voltage-oriented
control (VOC) and direct power control (DPC). In VOC, input active power and reactive
power are regulated indirectly by controlling the input currents, which are oriented with
respect to the line voltage vector [4]. A VOC scheme considering current control in
rotating coordinates is depicted in Figure 6.2. In this scheme, the angle of the grid voltage
vectors is calculated for orientation of the rotating dq reference frame. In this way, the
d-axis current id is proportional to the active power and the q-axis current iq is
proportional to the reactive power. In order to obtain unity power factor, current
reference i∗q is set to zero. The DC link voltage is regulated by a PI controller which
generates the reference for the current related to the active power i∗d . This method
achieves good dynamic and static behavior; however, its performance depends on the
quality of the current control strategies.

With DPC, active power and reactive power are estimated, using current measurements,
and controlled directly with hysteresis controllers and a switching table similar to the one
used in direct torque control (DTC) [5, 6].

In this chapter, the application of predictive control is presented for the control of an
AFE considering the ideas of both the VOC and DPC schemes. The application of pre-
dictive power control for a regenerative drive is also presented in the chapter.
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6.2 Rectifier Model

6.2.1 Space Vector Model

The AFE rectifier is modeled as shown in Figure 6.3. The rectifier is a fully controlled
bridge with power transistors, connected to the three-phase supply voltages vs using the
filter inductances Ls and resistances Rs .

Considering the circuit shown in Figure 6.3, the equations for each phase can be
written as

vsa = Ls

disa

dt
+ Rsisa + vaN − vnN (6.1)

vsb = Ls

disb

dt
+ Rsisb + vbN − vnN (6.2)

vsc = Ls

disc

dt
+ Rsisc + vcN − vnN (6.3)

Then, considering the space vector definition for the grid voltage

vs = 2

3
(vsa + avsb + a2vsc) (6.4)

where a = ej2π/3, and by substituting (6.1)–(6.3) into (6.4), the vector equation for the
grid current dynamics can be obtained as

vs = Ls

d

dt

(
2

3
(isa + aisb + a2isc)

)
+ Rs

2

3
(isa + aisb + a2isc)

+ 2

3
(vaN + avbN + a2vcN) − 2

3
(vnN + avnN + a2vnN) (6.5)

Note that the last term of this equation is equal to zero

2

3
(vnN + avnN + a2vnN) = vnN

2

3
(1 + a + a2) = 0 (6.6)
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Figure 6.3 AFE rectifier
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The input current dynamics equation (6.5) can be simplified by considering the follow-
ing definitions for the grid current vector and the voltage vector generated by the AFE:

is = 2

3
(isa + aisb + a2isc) (6.7)

vafe = 2

3
(vaN + avbN + a2vcN) (6.8)

Voltage vafe is determined by the switching state of the converter and the DC link voltage,
and can be expressed by the equation

vafe = SafeVdc (6.9)

where Vdc is the DC link voltage and Safe is the switching state vector of the rectifier,
defined as

Safe = 2

3
(S1 + aS2 + a2S3) (6.10)

where S1, S2, and S3 are the switching states of each rectifier leg, as shown in Figure 6.3,
and take the value of 0 if Sx is off, or 1 if Sx is on (x = 1, 2, 3).

The input current dynamics equation (6.5) can be rewritten in the stationary αβ frame
as the following vector equation:

Ls

dis
dt

= vs − vafe − Rs is (6.11)

where is is the input current vector, vs is the supply line voltage, and vafe is the voltage
generated by the converter.

6.2.2 Discrete-Time Model

The predicted current is calculated using the discrete-time equation

is(k + 1) =
(

1 − RsTs

Ls

)
is(k) + Ts

Ls

[vs(k) − vafe(k)] (6.12)

obtained from discretizing (6.11) for a sampling time Ts . The discretization is done by
approximating the derivative as the difference over one sampling period as considered in
the previous chapters and explained in Chapter 4.

Considering the input voltage and current vectors in orthogonal coordinates, the pre-
dicted instantaneous input active and reactive power can be expressed by the following
equations:

Pin(k + 1) = Re{vs(k + 1)īs(k + 1)} = vsαisα + vsβisβ (6.13)

Qin(k + 1) = Im{vs(k + 1)īs(k + 1)} = vsβisα − vsαisβ (6.14)

where īs(k + 1) is the complex conjugate of the predicted input current vector is(k + 1),
for a given voltage vector generated by the rectifier vafe.
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For a small sampling time, with respect to the grid fundamental frequency, it can be
assumed that vs(k + 1) ≈ vs(k). However, if the sampling time is not small enough to
consider the grid voltage as constant between two sampling intervals, the future grid
voltage vs(k + 1) can be calculated by compensating the angle of the voltage vector for
one sampling time:

vs(k + 1) = vs(k)ej�θ (6.15)

where �θ = ωTs is the angle advance of the grid voltage vector in one sampling interval
and ω is the angular frequency of the grid voltage.

6.3 Predictive Current Control in an Active Front-End

The control scheme for the VOC of an AFE using predictive control for the current control
loop is shown in Figure 6.4. A PI controller is used for DC link voltage regulation and
generates the amplitude of the input current reference. The reference current is calculated
by multiplying the output of the PI controller by the grid voltage waveform.

6.3.1 Cost Function

The predictive current controller must achieve the smallest current error with fast dynam-
ics. An appropriate cost function is a measure of the predicted input current error. The
following cost function considers the absolute error between the reference current and the
predicted current, expressed in orthogonal coordinates:

g = |i∗sα − ipsα| + |i∗sβ − i
p

sβ | (6.16)
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Figure 6.4 VOC of an AFE using predictive current control
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Table 6.1 System parameters

Parameter Value

V ∗
dc 500 V

Ls 10 mH
Rs 0.1 �

vs 150 Vpeak

Ts 50 μs

where is(k + 1) = i
p
sα + ji

p

sβ is the input current prediction at time k + 1 for a given
converter voltage vafe(k), and the current i∗s (k) = i∗sα + ji∗sβ corresponds to the reference
current at time k.

Results for the system shown in Figure 6.4 were obtained using the parameters shown
in Table 6.1. Results at steady state and the behavior of the system during transients are
presented here.

The input current and voltage, and the converter voltage at steady state operation, are
shown in Figure 6.5. Here, the input current is sinusoidal and in phase with the supply
voltage. It can be observed that the predictive controller generates a modulated voltage
without using a modulator.

The behavior of the predictive current control of an AFE for a load step, from half to
full load, is presented in Figure 6.6. Here, the fast dynamic response of the input current
control allows for fast compensation of the load step. The input current is in phase with
the supply voltage even during the transient, as shown in Figure 6.7.
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Figure 6.8 Supply voltage, input current, and DC link voltage for a load step changing from
rectifying to regenerative operation

A change from rectifying to regenerative operation was performed. The supply voltage,
input current, and DC link voltage during this test are shown in Figure 6.8. A step
change in the direction of the DC load current is performed at time 0.1 s, and produces a
momentary rise in the DC link voltage. This change in the DC link voltage is compensated
by the voltage controller resulting in a change in the sign of the reference currents. It can
be observed that, at time 0.1 s, the input current is shifted by 180◦ with respect to the
supply voltage and the unity power factor is maintained.

6.4 Predictive Power Control

By using the rectifier model and considering the instantaneous power theory [7], it is
possible to predict the behavior of the input active power and reactive power at the input
of the converter. Then, by defining an appropriate cost function it is possible to directly
control the power flow between the converter and the grid [8].

The switching state of the converter is changed at equidistant time instants and is
constant during a whole sampling interval. On each sampling interval, the control strategy
selects the switching state that will be applied by minimization of a cost function.

Predictive power control has no internal control loops and does not need external
modulators. The currents are forced by directly controlling the active and reactive power.

6.4.1 Cost Function and Control Scheme

The block diagram of the control strategy is shown in Figure 6.9. The input currents is(k)

are measured and the future current is(k + 1) is calculated using the applied converter
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voltage vafe(k). Predictions of the future current is(k + 1) are generated for each one of
the seven possible voltage vectors vafe generated by the AFE. These predictions are used
to calculate the future input active and reactive power, Pin(k + 1) and Qin(k + 1), using
(6.13) and (6.14). Each prediction of Pin(k + 1) and Qin(k + 1) is evaluated by the cost
function gafe.

The cost function gafe summarizes the desired behavior of the rectifier: minimize the
reactive power error, and control the active power Pin to be equal to a reference value P ∗

in:

gafe = |Q∗
in − Qin(k + 1)| + |P ∗

in − Pin(k + 1)| (6.17)

A PI controller is used for DC link voltage regulation. The output of the PI corresponds
to the power needed to compensate the error in the DC link voltage. This variable has
been designated as the active power reference P ∗

in.
The reference value for the reactive power Q∗

in is usually set to zero, as shown in
Figure 6.9. However, in some applications it can have other values different than zero.

Each possible voltage vector vafe(k) will generate a different value of the cost function
gafe. The voltage vector that minimizes the gafe function, that is, the error in the input
power, will be selected and applied during the next sampling interval.

The behavior of the predictive power control scheme is shown next, simulated for a
5 kW converter and a sampling time Ts = 50 μs for the control. The parameters of the sys-
tem used for the simulation are: vs = 150 Vpeak , Ls = 10 mH, Rs = 100 m�, C = 470 μF.

The performance of the power control for the rectifier was tested by applying a step
in the active power reference P ∗

in. The external PI controller used for voltage control is
disconnected during this test. As shown in Figure 6.10a, the power tracking is very fast
and there is no coupling between active and reactive power. The input currents, shown
in Figure 6.10b, are sinusoidal and in phase with the line voltages.

Results for the predictive direct power control inside a voltage control loop are shown
in Figure 6.11 for a step in the DC load. The active power reference, generated by
the voltage controller, is followed with fast dynamics and without affecting the reactive
power. The input currents for this test are also shown.
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The operation at different supply displacement power factors is shown in Figure 6.12.
The reactive power reference presents a step from Q∗

in = −1000 to Q∗
in = 1000 VAR,

while the active power reference is constant at P ∗
in = 1500 W. The phase shift between

the voltage and current is also shown for this change in the reactive power.

6.5 Predictive Control of an AC–DC–AC Converter

This section presents a control scheme for a regenerative AC–DC–AC converter using
model predictive control. The power circuit of the converter is shown in Figure 6.13.
The control strategy minimizes cost functions, which represent the desired behavior of
the converter. At the inverter side, the load current error is minimized, while at the input
side, the active power and reactive power are directly controlled.

In an AC–DC–AC converter it is possible to consider the inverter variables in the
rectifier control scheme to improve the input–output power matching and reduce the
fluctuations of the DC link voltage. This idea has been studied using output power feed-
forward in [4], a feedback linearization method in [9], and a master–slave method in [10].
The use of predictive control for this converter was proposed in [11].

6.5.1 Control of the Inverter Side

The control of the inverter side is similar to the scheme presented in Chapter 4. The
effect of each possible voltage vector generated by the inverter on the behavior of the
load current is predicted using the load model. Then, each prediction is evaluated using a
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cost function ginv. The voltage vector that minimizes this function is selected and applied
during the next sampling period. The cost function to be minimized for the inverter is
the error between the reference and predicted current, which is expressed in orthogonal
coordinates as

ginv = |i∗lα − i
p

lα| + |i∗lβ − i
p

lβ | (6.18)

where i∗lα and i∗lβ are the real and imaginary parts of the reference load current vector i∗l .
Variables i

p

lα and i
p

lβ are the real and imaginary parts of the predicted load current vector
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ip
l (k + 1), which is obtained for each voltage vector vinv and sampling time Ts by the

discrete-time equation

ip
l (k + 1) =

(
1 − RlTs

Ll

)
il(k) + Ts

L

(
vinv(k) − e(k)

)
(6.19)

where the load back-emf e can be estimated using the load model equations

ê(k − 1) = vinv(k − 1) − Ll

Ts

i(k) −
(

Rl − Ll

Ts

)
i(k − 1) (6.20)

and for small sampling time Ts it can be assumed that e(k) ≈ ê(k − 1).

6.5.2 Control of the Rectifier Side

The purpose of the rectifier control is to regulate the DC link voltage while the sinusoidal
input currents are in phase with their respective supply line voltages. This is done using
a proper cost function gafe that must be minimized. This cost function is expressed as
a function of active and reactive power errors in order to implement predictive power
control as presented earlier in this chapter:

gafe = |Q∗
in − Qin| + |P ∗

in − Pin| (6.21)

where Q∗
in and P ∗

in are the required active and reactive input power, and Qin and Pin are
the predicted active and reactive input power, which depend on the switching state of
the rectifier.

As sinusoidal input currents in phase with the supply line voltages are required, the
reactive input power reference Q∗

in must be zero.
The DC link voltage is regulated by adjusting the input power reference P ∗

in, which can
be separated into two terms:

P ∗
in = P ∗

load + P ∗
dc (6.22)

where P ∗
load is the instantaneous active power required by the load, and P ∗

dc is the active
power required by the DC link capacitor in order to reach the voltage reference V ∗

dc. At
steady state, P ∗

load is the most important term, while P ∗
dc is more relevant in transients

and for compensation of unmodeled losses.

6.5.3 Control Scheme

The block diagram of the control strategy is shown in Figure 6.14. The input current
is(k) is measured and predictions of the future current is(k + 1) are generated for each
one of the seven possible voltage vectors vafe generated by the AFE. These currents are
calculated using the discrete-time equation (6.12).

These predictions are used to calculate the future input active and reactive power,
Pin(k + 1) and Qin(k + 1). These values are calculated using (6.13) and (6.14).

In order to calculate the active power reference P ∗
in, an estimate of the load active

power is needed. This value can be obtained using the load current reference and the
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estimated value of the back-emf through the following expression:

P ∗
load = Rli

∗
l ī

∗
l + Re{eī

∗
l } (6.23)

A PI controller is used for regulating the DC link voltage. The output of the PI corre-
sponds to the power needed to compensate the error in the DC link voltage. This variable
is designated as P ∗

dc.
The behavior of this control scheme for a step in the amplitude of the load current

reference is shown in Figure 6.15. The amplitude of the load current is changed from 35
to 70 A at time 0.06 s. The inverter currents respond with fast dynamics to this change
causing a drop in the DC link voltage, which is compensated by the DC link controller
by adjusting the active power reference. The input currents also present a fast dynamic
behavior while the currents are kept sinusoidal and in phase with the supply voltages,
even during the transient.

The behavior of the input active and reactive power for the same test is shown in
Figure 6.16. The active power responds with fast dynamics to the reference change while
the reactive power is not affected by the transient. The load power Pload and the output
of the PI controller Pdc are also shown in this figure.
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6.6 Summary

Two predictive control schemes are presented in this chapter. First a voltage-oriented
control scheme is considered, using a predictive control strategy for the grid currents.
The second control scheme is based on the idea of direct power control, using the active
and reactive power error in the cost function.

Both control schemes consist of an inner control loop, for currents or power, and an
outer voltage control loop for the DC link. A future challenge is to include the control of
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the DC link voltage inside the predictive control scheme, avoiding the use of a cascaded
structure.

The use of predictive power control in a regenerative drive application is also described
in this chapter. This application considers a predictive current controller for the inverter
side and a feedforward loop for rectifier control.
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7
Control of a Matrix Converter

7.1 Introduction

The matrix converter (MC) is a single-stage power converter, capable of feeding directly
a m-phase load from a n-phase source (n × m MC) without energy storage devices [1].

The most relevant features of a MC are:

1. The power circuit is compact.
2. It delivers voltages and currents to the load with high quality and without restriction

on the frequency.
3. It can generate sinusoidal input current and operate with unity power factor.
4. It allows power to flow from the source to the load and in the opposite direction. This

means it is very suitable for regenerative loads.

These are the characteristics of an ideal converter and this is the reason for the great
interest in this topology, which has been intensively studied for approximately three
decades, starting with the pioneering work of Venturini and Alesina [2, 3]. This chapter
will explain the working principle of the MC and will introduce the application of
predictive control to control the waveform of the load and input currents.

7.2 System Model

7.2.1 Matrix Converter Model

The power circuit of the MC is presented in Figure 7.1. It uses a set of bidirectional
switches to directly connect the three-phase power supply to a three-phase load. This is a
3 × 3 MC. As shown in Figure 7.1, each bidirectional switch is composed of two power
transistors with their parallel diodes in anti-series connection.

The MC is connected to the three-phase source through the input filter Lf , Rf , Cf .
This filter has two main purposes:

1. To avoid the generation of overvoltages, produced by the short-circuit impedance of
the power supply (not shown in the figure), due to the fast commutation of currents
ieu, iev, and iew.

2. To eliminate high-frequency harmonics in the input currents iu, iv, iw.

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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Figure 7.1 Power circuit of the MC

In Figure 7.1 each bidirectional switch is associated with a variable defined as Sxy with
x ∈ {u, v,w} and y ∈ {a, b, c}. The conduction state of each bidirectional switch is deter-
mined exclusively by the value of its control signal. Sxy is also known as the switching
function for switch xy. Sxy = 1 implies that switch xy is on, closed, or conducting, while
Sxy = 0 means that the switch is off, open, or in blocking state.

It must be mentioned that the load current must not be interrupted abruptly, because the
inductive nature of the load will generate an important overvoltage that can destroy the
components. In addition, operation of the switches cannot short-circuit two input lines,
because this switching state will originate short-circuit currents. These restrictions can be
expressed in mathematical form by the following equation:

Suy + Svy + Swy = 1 ∀ y ∈ {a, b, c} (7.1)

Referenced to the neutral point N , the relation between the load and input voltages of
the MC is expressed as⎡

⎣ va(t)

vb(t)

vc(t)

⎤
⎦ =

⎡
⎣ Sua Sva Swa

Sub Svb Swb

Suc Svc Swc

⎤
⎦

︸ ︷︷ ︸
·
⎡
⎣ veu(t)

vev(t)

vew(t)

⎤
⎦ (7.2)

T

where T is the instantaneous transfer matrix.
The input and load voltages can be expressed as vectors as follows:

vo =
⎡
⎣ va(t)

vb(t)

vc(t)

⎤
⎦ vi =

⎡
⎣ veu(t)

vev(t)

vew(t)

⎤
⎦ (7.3)
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Using the definitions of (7.3), the relation of the voltages is given by

vo = T · vi (7.4)

Applying Kirchhoff’s current law to the switches, the following equation can be
obtained: ⎡

⎣ ieu(t)

iev(t)

iew(t)

⎤
⎦ =

⎡
⎣ Sua Sub Suc

Sva Svb Svc

Swa Swb Swc

⎤
⎦

︸ ︷︷ ︸
·
⎡
⎣ ia(t)

ib(t)

ic(t)

⎤
⎦ (7.5)

T T

Considering the current vectors

ii =
⎡
⎣ ieu(t)

iev(t)

iew(t)

⎤
⎦ io =

⎡
⎣ ia(t)

ib(t)

ic(t)

⎤
⎦ (7.6)

the equation for the current is

ii = T T · io (7.7)

where T T is the transpose of matrix T .

7.2.2 Working Principle of the Matrix Converter

The bidirectional switches open and close, operating with a high switching frequency,
to generate a low-frequency voltage with variable amplitude and frequency. This goal
is achieved by generating switching patterns as shown in Figure 7.2. The low-frequency
component of the load voltage is synthesized by sampling the input voltages closing and
opening the bidirectional switches.

If we define tij as the time during which switch Sij is closed (on) and T is the sampling
interval, we can express the low-frequency component of the load voltage as

v̄jN (t) = tuj · veu(t) + tvj · vev(t) + twj · vew(t)

T
j ∈ {a, b, c} (7.8)

Output
phase a

Output
phase b

Output
phase c

RepeatsT (sequence time)

Sua =1 Sva =1 Swa =1

Sub =1 Svb =1 Swb =1

Suc =1 Svc =1 Swc =1

tua tva twa

tub tvb twb

tuc tvc twc

Figure 7.2 Switching patterns for the MC
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where v̄jN (t) is the low-frequency component (mean value calculated over one sampling
interval T ) of output phase j .

From Figure 7.2 it can observed, for example, that the voltage of phase a is generated
by delivering load voltage veu during time tua , voltage vev during time tva , and voltage
vwe during time twa .

The conduction times must comply with the restriction

T = tuj + tvj + twj ∀j ∈ {a, b, c} (7.9)

By defining the duty cycles as

muj (t) = tuj

T
,mvj (t) = tvj

T
,mwj (t) = twj

T
(7.10)

and expanding (7.8) for each phase, the following equations can be obtained:⎡
⎢⎣

v̄aN (t)

v̄bN(t)

v̄cN(t)

⎤
⎥⎦ =

⎡
⎢⎣

mua(t) mva(t) mwa(t)

mub(t) mvb(t) mwb(t)

muc(t) mvc(t) mwc(t)

⎤
⎥⎦

︸ ︷︷ ︸
M(t)

·
⎡
⎣ veu

vev

vew

⎤
⎦ (7.11)

v̄o =

⎡
⎢⎣

v̄aN

v̄bN

v̄cN

⎤
⎥⎦ (7.12)

v̄o(t) = M(t) · vi (t) (7.13)

where v̄o(t) is the low-frequency output voltage vector, v̄i (t) is the instantaneous input
voltage vector, and M(t) is the low-frequency transfer matrix of the MC.

By considering an analogous procedure for the input currents, it can be demon-
strated that

īi (t) = MT (t) · io(t) (7.14)

where īi (t) is the low-frequency component of the input current vector and MT (t) is the
transpose of matrix M(t).

7.2.3 Commutation of the Switches

The commutation of the current from one bidirectional switch to another is not an easy
task, because it is not possible to get exactly the same dynamic behavior when semicon-
ductors are turned on and off. If one switch is turned on too rapidly, it can cause a short
circuit at the input of the converter. On the other hand, if the switch is turned on too
slowly, the current in the load can be interrupted, generating overvoltages.

This problem has been solved by the introduction of highly intelligent commutation
strategies based on current and/or voltage detection, which allow for very safe commuta-
tion. These methods will not be described in this book but can be found in [1].
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7.3 Classical Control: The Venturini Method

The sinusoidal voltages of the three-phase power supply can be expressed as

vi (t) =
⎡
⎣ vu

vv

vw

⎤
⎦ =

⎡
⎣ Vi · cos(wit)

Vi · cos(wit + 2π/3)

Vi · cos(wit + 4π/3)

⎤
⎦ (7.15)

The desired voltages generated at the load, which are the low-frequency components,
can be expressed as

v̄o(t) =
⎡
⎣ v̄aN (t)

v̄bN(t)

v̄cN(t)

⎤
⎦ =

⎡
⎣ Vo · cos(wot)

Vo · cos(wot + 2π/3)

Vo · cos(wot + 4π/3)

⎤
⎦ (7.16)

Neglecting the presence of the input filter, the relation between the amplitude of the
input voltage and the amplitude of the output voltage is

Vo = q · Vi (7.17)

where q is the voltage gain.
Considering that the typical load of a MC will have low-pass characteristics, the output

current is

io(t) =
⎡
⎣ ia(t)

ib(t)

ic(t)

⎤
⎦ =

⎡
⎣ Io · cos(wot + φ)

Io · cos(wot + 2π/3 + φ)

Io · cos(wot + 4π/3 + φ)

⎤
⎦ (7.18)

To operate with unity power factor, the switches must be controlled to generate the
following input currents (the fundamental components):

īi (t) =
⎡
⎣ īu

īv
īw

⎤
⎦ =

⎡
⎣ Ii · cos(wit)

Ii · cos(wit + 2π/3)

Ii · cos(wit + 4π/3)

⎤
⎦ (7.19)

The MC does not store energy and, for this reason, the active power at the input (Pi)

and at the output (Po) must be equal at all times, as expressed by the equation

Pi = 3ViIi

2
= 3qViIo · cos(φ)

2
= Po (7.20)

With all these fundamental definitions, the task of the modulator is to find a low-
frequency transfer matrix M(t) such that (7.13) and (7.7) are satisfied, considering the
restrictions given by (7.15)–(7.20).

The solution for the matrix M(t) can be obtained from [1] and [3] and can be reduced
to a very compact expression given by

mij = [
1 + 2viN(t) · v̄jN (t)/Vi

2
]

(7.21)

where i ∈ {u, v,w} and j ∈ {a, b, c}.
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Figure 7.3 Output voltage vaN and output current ia generated by the Venturini method

The procedure for modulation of the MC can be resumed in the following steps:

1. Measure the grid voltages viN and the desired reference voltages vjref = v̄jN .
2. Using (7.21), construct the low-frequency transfer matrix M(t).
3. Calculate the conduction times for the nine switches tij using (7.10).
4. Generate the gate drive pulses for the bidirectional switches.

Figure 7.3 shows the operation of the MC controlled by the Venturini method. It can be
observed that voltage vaN is synthesized using all three phases of the grid. The load current
ia is very sinusoidal, with a small ripple that can be reduced even more by increasing the
switching frequency.

Figure 7.4 presents the input voltage vu and the input currents. It can be observed that
the input current ieu has strong commutation and that these abrupt changes are completely
eliminated from iu as a result of the filter action.

Space vector modulation can also be applied in MC. This technique will not be included
in this book but more information about it can be found in [1] and [4].

7.4 Predictive Current Control of the Matrix Converter

7.4.1 Model of the Matrix Converter for Predictive Control

7.4.1.1 Matrix Converter Model

For predictive control the model of the MC is extremely simple: it considers only (7.2)
and (7.5), which relate the instantaneous values of input and output currents and voltages.
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Figure 7.4 Input voltage and currents generated by the Venturini method

Based on the restriction presented by (7.1), the MC has 27 different switching states to
be considered for prediction of the variables.

7.4.1.2 Load Model

In this case the objective is to obtain an equation to predict the value of the load current
in the next sampling interval, for each of the 27 different switching states of the MC. The
equation for the resistive–inductive–active load presented in Figure 7.1 is

L
dio(t)

dt
= vo(t) − Rio(t) − e(t) (7.22)

where L and R are the inductance and resistance of the load and e is the electromo-
tive force (emf). This load model is quite general, because it covers a wide variety of
applications such as passive inductive load, motors, and grid-connected converters.

Considering the approximation for the derivative of the output current

dio
dt

≈ io(k + 1) − io(k)

Ts

(7.23)

where Ts is the sampling period, the equation for predicting the load current is obtained
from substituting (7.22) into (7.23), which gives

io(k + 1) =
(

1 − RTs

L

)
io(k) + Ts

L

(
vo(k) − ê(k)

)
(7.24)
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where io(k + 1) is the predicted value of the current for sampling interval k + 1, for
different values of vo(k). The corresponding load voltage vector vo(k) is calculated for
all the 27 switching states of the converter.

The present value of load back-emf e(t) can be estimated using a second-order extrap-
olation from present and past values, or considering e(k − 1) ≈ e(k), depending on the
sampling time. For sufficiently small sampling time, no extrapolation is needed.

7.4.1.3 Input Filter Model

The input filter model, based on the circuit shown in Figure 7.1, can be described by the
following continuous-time equations:

vs(t) = Rf is(t) + Lf

dis(t)
dt

+ vi (t) (7.25)

is(t) = ii + Cf

dvi (t)

dt
(7.26)

where Lf and Rf are the joint inductance and resistance of the line and filter and Cf is
the filter’s capacitance and:

vs(t) = 2/3(vu + avv + a2vw)

is(t) = 2/3(iu + aiv + a2iw)

This continuous-time system can be rewritten as

ẋ(t) =
[

0 1/Cf

−1/Lf −Rf /Lf

]
︸ ︷︷ ︸

x(t) +
[

0 −1/Cf

1/Lf 0

]
︸ ︷︷ ︸

u(t) (7.27)

Ac Bc

with

x(t) =
[

vi (t)

is(t)

]
and u(t) =

[
vs(t)

ii (t)

]
(7.28)

A discrete state space model can be derived when a zero-order hold input is applied
to a continuous-time system described in state space form as in (7.27). Considering a
sampling period Ts , the discrete-time system derived from (7.27) is

x(k + 1) = Aqx(k) + Bqu(k) (7.29)
with

Aq = eAcTs and Bq =
∫ Ts

0
eAc(Ts−τ)Bc d τ (7.30)

For more details on sampled-data systems and the theory employed in this analysis, see
[5]. The discrete-time variables will match the continuous-time variables at sampling inter-
vals. A convenient way of obtaining the discrete model is through MATLAB® function
c2d():conversion of continuous-time models to discrete time. To predict the mains current,
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it is necessary simply to solve is(k + 1) from (7.29):

is(k + 1) = Aq(2, 1)ve(k) + Aq(2, 2)is(k)

+ Bq(2, 1)vs(k) + Bq(2, 2)ie(k) (7.31)

At this point, the method can use this model to predict the value of is depending on ii .
Then (7.5) must be used to calculate ii for each switching state.

7.4.1.4 The Instantaneous Reactive Power

The behavior of the MC can be improved by considering the instantaneous reactive power
Q in the three-phase grid.

This reactive power is calculated by the following equation [6]:

Q = Im{vs(t) · īs(t)} (7.32)

where Im{} corresponds to the imaginary part of the product of the vectors and īs(t) is
the complex conjugate of is(t).

The instantaneous reactive power can be predicted by using

Q(k + 1) = Im{vs(k + 1) · īs(k + 1)}
= vsβ(k + 1)isα(k + 1) − vsα(k + 1)isβ(k + 1) (7.33)

where the subscripts α and β represent the real and imaginary components of the asso-
ciated vector. The predicted value for the input current is(k + 1) is obtained from (7.31).
Line voltages are low-frequency signals and it can be considered that vs(k + 1) ≈ vs(k).

7.4.2 Output Current Control

A block diagram of the predictive current control scheme for the MC is shown in
Figure 7.5 considering an induction machine (IM) as the load. The load model and the
filter model are used for calculating predictions of the future values of the output current
for the 27 switching states of the MC. Based on these predictions, a cost function is used
for selection of the optimal switching state to be applied in the converter.

The cost function g represents the evaluation criterion by which the control method
determines the optimum switching state to be applied during the next sampling time. The
optimization process is performed by evaluating g for each valid switching state. But
prior to determining the equation that will represent the cost function, it is necessary to
define the objectives that the converter must achieve. The MC must feed the load with
currents close to the reference value and, at the same time, allow control of the input
current in order to get low harmonic distortion and regulated power factor (PF). Several
other objectives can be included in the cost function due to the versatility of the presented
approach, opening up a wide range of possibilities for further research.

One of the objectives reflected in the cost function is the tracking of the reference
current to the load. Switching states that generate closer values of the output current to
the reference should be preferred. That goal is achieved by assigning cost or penalizing
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Figure 7.5 Block diagram of the predictive current control strategy

differences from the reference value, as expressed in the following cost function:

g1 = |i∗oα(k + 1) − ip
oα(k + 1)| + |i∗oβ(k + 1) − i

p
oβ(k + 1)| (7.34)

where currents i∗oα and i∗oβ are the real and imaginary parts of the reference current vector
i∗. Currents i

p
oα and i

p

oβ are the real and imaginary parts of the predicted current vector
ip(k + 1) calculated using (7.24) for a given switching state.

The behavior of the predictive control scheme for the MC is shown next for an 11 kW
induction machine fed by an 18 kVA MC.

The predictive control scheme implemented without control of reactive power presents
good reference tracking for the output currents, as shown in Figure 7.6. However, the
input currents are very distorted and the input power factor is not controlled.

One of the advantages of the MC topology is the capacity for regeneration, that is, power
flowing from the load to the grid. The operation of the MC in regeneration conditions is
shown in Figure 7.7 for current control without regulation of the input power factor. It
can be observed that the output current control maintains its good performance while the
input currents are distorted.

7.4.3 Output Current Control with Minimization of the Input
Reactive Power

The MC can control, in addition to the output currents, the phase of the input current
from the mains. The amplitude is determined by the active power flow, since the MC does
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Figure 7.7 Steady state in regeneration without control of the input reactive power (Vargas
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not store energy. Most modulation methods reach the objective of working with unity
power factor by means of relatively complex strategies [7, 8]. In order to work with
inductive or capacitive power factor, the complexity increases considerably [9–11]. With
the predictive control approach, the objective of controlling the reactive power Q can
be easily achieved simply by penalizing switching states that produce predictions of Q
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distant from the reference value [12, 13]. That is

g2 = |Q∗ − Qp(k + 1)| (7.35)

The value of the predicted reactive power Qp is obtained for each valid switching state
from (7.33). Its reference value Q∗ is given externally, as shown in Figure 7.5, to work
with capacitive, inductive, or unity power factor (PF). Most applications require unity
PF, hence Q∗ = 0 and g2 = |Qp|, but this method offers the alternative to control that
variable with a very simple approach compared to other modulation strategies [9–11].

The resulting cost function that reflects both objectives, output current and reactive
input power control, is obtained simply by adding g1 and g2, thus

g = |i∗oα − ip
oα| + |i∗oβ − i

p
oβ | + A|Q∗ − Qp| (7.36)

where the weighing factor A handles the relevance of each objective. In order to deal
with the different units of the terms present in g, A must have V−1 as unit.

A block diagram for the predictive control of the MC considering the input reac-
tive power minimization is shown in Figure 7.8. Compared to the control scheme from
Figure 7.5, the model of the input filter has been added and the cost function is the one
presented in (7.36).

A higher value of A implies a higher relevance for controlling the PF or reactive input
power over the output current reference tracking. The criteria for selecting the value of
A are briefly treated next.
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Figure 7.8 Block diagram of the predictive current control strategy with minimization of the input
reactive power
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7.4.3.1 Selection of Weighting Factor A

Weighting factor A is the only parameter from the predictive current controller to be
adjusted. The adjustment of this kind of parameter is still an open topic for research. It is
possible to find optimal values in cases where the system presents no constraints and under
specific structures of the cost function [14]. For systems with a finite number of control
actions, finite input sets, or state alphabet [15], one method to adjust the parameter is to
simply evaluate the performance of specific system variables by simulations to determine
the best value.

For the presented MC-based system, key variables for evaluating the behavior of the
predictive current control method are the total harmonic distortion (THD) of the output
and input or mains current. In order to perform the evaluation, an exhaustive search was
carried out based on 400 simulations, each with an equidistant value of A within the range
0–0.007 V−1. As mentioned, the variables to observe and evaluate in order to select the
weighing factor are the input and output current THD. The result of this procedure is
shown in Figure 7.9.

As expected, the input current’s THD drastically decreases as A increases, reaching
a value close to 5% near A = 0.002 V−1. No further reduction is significant after that
value of A. On the other hand, as a trade-off, the output current’s THD increases as
more importance is placed on the reactive power in the cost function as A increases.
Although the output current’s THD is still low within the evaluated range–values from
0.09% to 0.14% are not considered to be high distortion–the ideal situation is to achieve
low distortion on both currents. For that reason, the weighing factor A was set at
A = 0.0045 V−1, to select a value far from the region where the input current’s THD
drastically increases (under A = 0.002 V−1) and not higher, in order to ensure low THD
on the output current, according to the results shown in Figure 7.9.
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Figure 7.9 Exhaustive search to evaluate and select parameter A (Vargas et al., 2008 © IEEE)
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In order to obtain unity PF a reactive power reference Q∗ = 0 is set. Results for these
conditions are shown in Figure 7.10. It can be observed that the good quality of the output
current control is maintained, compared to the results of Figure 7.6, while the waveform
of the input currents is greatly improved. The input currents are sinusoidal with low
distortion and in phase with the grid voltages. Control of the input PF is achieved even
during regenerative operation of the converter, as shown in Figure 7.11.
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Figure 7.10 Steady state operation of the load current control with minimization of the input
reactive power (A = 0.0045) (Vargas et al., 2008 © IEEE)
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et al., 2008 © IEEE)

7.4.4 Input Reactive Power Control

The capability of this control method to regulate the input PF is shown in Figure 7.12 for
a reactive power reference of Q∗ = 900 VAR. The parameter A is set to 0.0045.

Results for Q∗ = 0 VAR (unity PF) can be seen in Figure 7.10. No difference is
observed in terms of the output behavior of the converter. The main difference, as
expected, is in the behavior of the input current, presenting a capacitive PF of 0.81.
Consequently, it is possible to control the input PF by changing the value of Q∗.

7.5 Summary

This chapter presents a predictive control scheme for a matrix converter that effectively
controls the output currents and the reactive input power. The strategy presented allows the
input power factor to be regulated by means of a simple and straightforward technique,
controlling the phase of the input current in such a way that the converter can work
with capacitive, unity, or inductive power factor, according to the requirements of the
application.

This method can be easily implemented by taking advantage of the present technologies
available in digital signal processors. The high sampling frequency required should not
be a problem nowadays and even less in years to come. This control strategy uses, in a
convenient way, the discrete nature of power converters and the microprocessors used in
their control.

The predictive control scheme is simpler than the classical control scheme for the matrix
converter.
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8
Predictive Control
of Induction Machines

8.1 Introduction

Over recent decades, control of electrical drives has been widely studied. Linear methods
like PI controllers using PWM and non linear methods such as hysteresis control have been
fully documented in the literature and dominate high-performance industrial applications
[1, 2]. The most widely used linear strategy in high performance electrical drives is field-
oriented control (FOC) [3–6], in which a decoupled torque and flux control is performed
by considering an appropriate coordinate frame. A non linear hysteresis-based strategy
such as direct torque control (DTC) [7] appears to be a solution for high performance
applications.

At the end of the 1970s, model predictive control (MPC) was developed in the petro-
chemical industry [8–10]. The term MPC does not imply a specific control strategy, but
covers an ample variety of control techniques that make explicit use of a mathematical
model of the process and minimization of an objective function [11] to obtain the optimal
control signals. The slow dynamics of chemical processes allow long sample periods,
providing enough time to solve the online optimization problem.

Due to the rapid development of microprocessors, the idea of having only a cen-
tralized controller, without a cascade control structure, was considered to improve the
dynamic behavior. Furthermore, the increasing number of drive applications, in which
fast dynamic response, low parameter sensitivity, and algorithm simplicity are required,
has motivated the development of new control strategies capable of improving the per-
formance. The first ideas on MPC applied to power converters and drives originated in
the 1980s [12, 13].

The concept of MPC is based on the calculation of the future behavior of the system,
in order to use this information to calculate optimal values for the actuating variables.
Execution of the predictive algorithm can be divided into three main steps: estimation of
the variables that cannot be measured, prediction of the future behavior of the system,
and optimization of outputs, according to a previously designed control law.

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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For motor drive applications, the measured variables is , ω, and a mathematical model of
the machine are used to estimate the variables that cannot be measured, such as the rotor
and stator flux ψ r , ψ s . Then, the same model is used to predict the future behavior of the
variables for every control action. Finally, the voltage vector that produces the optimum
reference tracking is selected as the switching state for the next sampling step. The model
of the machine is the most important part of the controller, because both estimations and
predictions depend on it.

Predictive control has many advantages that make it a real option if high dynamic
control of electrical drives is required. The concept is easy to understand and imple-
ment, constraints and nonlinearities can be included, and multivariable cases can be
considered. This control scheme requires lots of calculations compared to traditional
strategies. Fortunately, the performance of current processors is sufficiently powerful to
make this approach possible. The main difference between predictive control and tra-
ditional strategies is the precalculation of the system behavior, and its consideration
in the control algorithm before the difference between the reference and the measured
value occurs. The feed back PI- control loop corrects the control difference when it has
already appeared.

This chapter presents two different approaches for the use of predictive control for
induction machines. The first one is based on FOC and considers a predictive current
control loop. The second approach is called predictive torque control (PTC) and uses
a model of the system and an appropriate cost function to directly control torque and
flux [14, 15]. In order to illustrate the flexibility of the predictive control schemes both
approaches, FOC and PTC, are presented for a simple three-phase inverter and a more
complex matrix converter.

8.2 Dynamic Model of an Induction Machine

A three-phase current system can be represented by a three-axis coordinate system, as
shown in Figure 8.1a. Unfortunately, the three axes are linearly dependent, a fact that
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Figure 8.1 Coordinate transformation. (a) Currents expressed in a three-phase reference frame
(a, b, c). (b) Currents expressed in a complex reference frame αβ
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makes the mathematical description of a three-phase machine difficult. However, the
linear dependence means that only two variables are necessary to describe three physical
quantities. Hence, a complex, linearly independent coordinate system can be selected.
Figure 8.1b shows the equivalent representation.

A three-phase stator currents system, with angular frequency ω0, can be defined in a
fixed three-phase coordinate frame:

ia = I · sin(ω0t) (8.1)

ib = I · sin

(
ω0t + 2π

3

)
(8.2)

ic = I · sin

(
ω0t + 4π

3

)
(8.3)

For the stator currents, the transformation from a three- to a two-phase system is
described by

is = 2

3
(ia + aib + a2ic) (8.4)

a = ej2π/3 = −1

2
+ j

√
3

2
(8.5)

a2 = ej4π/3 = −1

2
− j

√
3

2
(8.6)

The same coordinate transformation shown above is used for the electromagnetic vari-
ables. Thus, the equations of an induction machine [16] can be represented in any arbitrary
reference frame rotating at an angular frequency ωk . The variable ω denotes the rotor
angular speed:

vs = Rs is + dψ s

dt
+ jωkψ s (8.7)

0 = Rr ir + dψ r

dt
+ j

(
ωk − ω

)
ψ r (8.8)

ψ s = Ls is + Lmir (8.9)

ψ r = Lmis + Lr ir (8.10)

T = 3

2
pRe{ψ̄ s is} = −3

2
pRe{ψ̄ r ir} (8.11)

where:

• Ls , Lr , and Lm are the stator, rotor, and magnetizing inductances, respectively.
• Rs and Rr are the stator and rotor resistances.
• vs and is are the stator voltage and current vectors.
• ir is the rotor current vector.
• ψ s and ψ r are the stator and rotor flux vectors.
• T and p are electromagnetic torque and number of pole pairs, respectively.
• ψ̄ is the complex conjugate value of ψ .
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In (8.8), the rotor vector voltage vr is equal to zero because a squirrel-cage motor is
considered. Hence, the rotor winding is short-circuited.

If the mechanical equation of the rotor is considered in (8.12), it is possible to see that
the torque affects the ratio of change in the mechanical rotor speed ωm:

J
dωm

dt
= T − Tl (8.12)

The coefficient J in (8.12) denotes the moment of inertia of the mechanical shaft, and
Tl is the load torque connected to the machine; it corresponds to an external disturbance,
which must be compensated by the control system. ωm is the mechanical rotor speed,
which is related to the electric rotor speed ω by the number of pole pairs p:

ω = pωm (8.13)

In order to develop an appropriate control strategy, it is convenient to write the equations
of the machine in terms of state variables. The stator current is and the rotor flux ψ r

vectors are selected as state variables. The stator current is especially selected because
it is a variable that can be measured, and also undesired stator dynamics, like effects on
the stator resistance, stator inductance, and back-emf, are avoided. Thus, according to
[17] and [18], the equivalent equations of the stator and rotor dynamics of a squirrel-cage
induction machine are obtained:

is + τσ

dis
dt

= −jωkτσ is + kr

Rσ

(
1

τr

− jω

)
ψ r + vs

Rσ

(8.14)

ψ r + τr

dψ r

dt
= −j

(
ωk − ω

)
τrψ r + Lmis (8.15)

where

τs = Ls

Rs

τr = Lr

Rr

σ = 1 − L2
m

LsLr

kr = Lm

Lr

ks = Lm

Ls

Rσ = Rs + Rrk
2
r

τσ = σLs

Rσ

These equations will be used for estimating the stator and rotor flux, and for calculating
predictions for the stator currents, stator flux, and electrical torque using the appropriate
discrete-time version of the equations.
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8.3 Field Oriented Control of an Induction Machine Fed by a
Matrix Converter Using Predictive Current Control

When the induction machine is fed by a matrix converter, the same predictive control
strategy presented in Chapter 7 for this converter can be used as part of a FOC scheme.
However, specific requirements for the matrix converter can be included in the cost
function.

8.3.1 Control Scheme

The control strategy for the matrix converter counts with an inner control loop that
performs predictive current control, and an outer loop that handles speed, flux, and torque
control by means of FOC [19], which generates reference currents for the predictive
current control. A block diagram of the entire control strategy is presented in Figure 8.2.

A PI controller receives the speed error and generates the reference torque. The ref-
erence amplitude of the stator flux and reference torque are used, by means of FOC, to
generate the output reference current to the predictive current control segment of the con-
trol strategy, as shown in Figure 8.2. The predictive current control strategy replaces, in
this approach, linear current controllers and the modulation techniques of classic methods
[20, 21]. The predictive algorithm handles the objectives of controlling the output current
according to the reference signal received from the previous stage and regulating the
input power factor to maintain the reactive input current close to its reference. Typically,
most applications require unity power factor, but the presented approach also allows for
capacitive and inductive power factors.
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Figure 8.2 FOC of an induction machine fed by a matrix converter using predictive current
control
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On a matrix converter, there are 27 valid switching combinations [22]. The predictive
current control method consists of choosing, at fixed sampling intervals, the best possible
switching state of the converter, based on an evaluation criterion and predictions of
the behavior of the system. For that purpose, the algorithm performs a cost function
minimization by means of predictions of variables obtained from a model of the system.
The nonlinear optimization problem is solved in real time by means of an exhaustive
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Figure 8.3 Speed reversal for the FOC strategy using a matrix converter without control of the
input reactive power (Vargas et al., 2008 © IEEE)



Predictive Control of Induction Machines 123

search process, that is, simply evaluating the cost function for each of the 27 valid
switching states. The cost function is the evaluation criterion for the predictions and
represents the desired behavior of the system.

For output current control and minimization of the input reactive power in the matrix
converter, the cost function is defined as

g = |i∗oα − ip
oα| + |i∗oβ − i

p
oβ | + A|Q∗ − Qp| (8.16)

As expressed in this cost function, the matrix converter requires control of the input
side. Results for this predictive control strategy for an induction machine are shown in
Figure 8.3 for speed reversal. A weighting factor value of A = 0 is considered for these
results, that is, without control of the input side of the matrix converter. It can be observed
that the performance of the output current control is very good, yielding a good operation
of the drive. However, the input currents of the matrix converter are distorted.

The same test is performed for control of the input reactive power by setting the
weighting factor to A = 0.0045. This value has been adjusted according to the criterion
presented in Chapter 7. The behavior of the input currents is much improved, achieving
near unity power factor, as shown in Figure 8.4.

8.4 Predictive Torque Control of an Induction Machine Fed by a
Voltage Source Inverter

For an induction machine, it can be demonstrated that both the stator flux ψ s and elec-
tromagnetic torque T can be modified by selecting a proper voltage vector sequence that
modifies the magnitude of the stator flux and at the same time increases or decreases the
angle between the rotor and stator flux. These ideas correspond to the basics of direct
torque control.

In predictive torque control (PTC), the same principle is used, but in this scheme
predictions for the future values of the stator flux and torque are calculated. Hence,
the reference condition, which is implemented by a cost function, considers the future
behavior of these variables. Predictions are calculated for every actuating possibility and
the cost function selects the voltage vector that optimizes the reference tracking. A block
diagram of PTC is shown in Figure 8.5.

The block concerning estimation is used to calculate the current values of the variables
that cannot be measured, such as the rotor flux ψ r and the stator flux ψ s . Then, the
predictive model computes the future values of controlled variables at the instant k + 1,
in this case the stator flux ψ s(k + 1) and the electromagnetic torque T (k + 1). These
predictions are calculated for every actuating possibility given by the inverter topology.
If a two-level inverter is considered, eight switching states and seven different voltage
vectors can be generated. Finally, the block concerning minimization chooses the optimum
switching state which minimizes the corresponding cost function. This function contains
the control law in order to achieve an appropriate torque and flux regulation.

In PTC, estimations of the stator flux ψ s and the rotor flux ψ r , at the present sampling
step, are required.

The stator flux estimation is based on the stator voltage equation:

vs = Rs is + dψ s

dt
(8.17)
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Figure 8.4 Speed reversal for the FOC strategy using a matrix converter with control of the input
reactive power (Vargas et al., 2008 © IEEE)

Using the Euler formula to discretize (8.17), the stator flux estimation is obtained:

ψ̂ s(k) = ψ̂ s(k − 1) + Tsvs(k) − RsTs is(k) (8.18)

The rotor flux estimation ψ̂ r (k) is obtained from the flux linkage equations, by replacing
the rotor current ir obtained from (8.19) in (8.20):

ψ r = isLm + irLr (8.19)
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ψ s = isLs + irLm (8.20)

ψ̂ r = Lr

Lm

ψ̂ s + is

(
Lm − LrLs

Lm

)
(8.21)

Thus, by discretizing (8.21) and replacing the current estimation for the stator flux
ψ̂ s(k), the rotor flux estimation ψ̂ r (k) is obtained:

ψ̂ r (k) = Lr

Lm

ψ̂ s(k) + is(k)

(
Lm − LrLs

Lm

)
(8.22)

After the rotor and stator flux estimations have been obtained, it is necessary to com-
pute the predictions for the controlled variables. In the case of PTC, the electromagnetic
torque T and the stator flux ψ s are predicted for the next sampling instant k + 1.

For the stator flux prediction ψp
s (k + 1), the same stator voltage equation used for its

estimation is considered. By approximating the stator flux derivative, the prediction for
the stator flux is obtained:

ψp
s (k + 1) = ψ̂ s(k) + Tsvs(k) − RsTs is(k) (8.23)

The torque prediction depends directly on the stator flux and current according to

T = 3

2
pIm{ψ̄ s is} (8.24)

Thus, by considering the predicted values of the stator flux and stator current, the torque
prediction is obtained:

T p(k + 1) = 3

2
pIm{ψ̄p

s (k + 1)ips (k + 1)} (8.25)
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As observed in (8.25), a prediction of the stator current ips (k + 1) is needed to compute
a prediction for the electromagnetic torque.

Discretizing (8.14), and replacing the derivatives by the Euler-based approximation, it
is possible to obtain a prediction for the stator current is at the time k + 1:

ips (k + 1) =
(

1 + Ts

τσ

)
is(k) + Ts

τσ + Ts

{
1

Rσ

[(
kr

τr

− krjω

)
ψ̂ r (k) + vs(k)

]}
(8.26)

Once the predictions of the stator flux and stator current have been obtained, it is
possible to calculate the prediction of the electromagnetic torque.

Both the torque and stator flux predictions are written in terms of the inverter volt-
age vs(k). This implies that seven different predictions for the torque and the flux
(T p(k + 1), ψp

s (k + 1))h, h ∈ [0, 1, . . . , 6], are obtained according to the number of volt-
age vectors generated by a two-level inverter.

Finally, the switching state selection is made by means of a cost function which contains
the control law. Basically, it corresponds to a comparison between the torque and flux
references to their predicted values. The cost function is evaluated for every prediction
and the one that produces the lowest value is selected. Thus, the firing pulses of the
inverter are generated.

The cost function has the following structure:

gh = |T ∗ − T p(k + 1)h| + λψ |ψ∗
s − ψp

s (k + 1)h| (8.27)

The term λψ denotes the weighting factor, which increases or decreases the relative
importance of the torque versus the flux control. This is the only parameter to be adjusted
in PTC. If the same weight were assigned for both control variables, these factors would
correspond to the ratio between the magnitudes of the nominal torque Tn and stator
flux |ψ sn

|:

λψ = Tn

|ψ sn
| (8.28)

A dynamic result can be seen in Figure 8.6. The maneuver corresponds to controlled
starting, a speed reversal, and a load torque response. It is possible to see that PTC
achieves an excellent dynamic performance with low distortion of the stator currents
and torque.

A torque step response is shown in Figure 8.7a. It is important to point out the fast
dynamic behavior of the strategy. This can be explained by the fact that PTC is a direct
strategy that does not require an inner PI control loop for the stator currents and modu-
lators. Hence, there is no bandwidth limitation for the electromagnetic torque dynamics.

The behavior of the stator currents at steady state operation is presented in Figure 8.7b.
In this condition the machine is operating at the rated speed (2860 RPM) at an equivalent
load of 50% of the nominal torque. Note that low harmonic distortion can be achieved.
The resulting THD is equal to 4%.
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8.5 Predictive Torque Control of an Induction Machine Fed by a
Matrix Converter

The same PTC scheme presented in the previous section can be applied if the machine
is fed by another type of converter. This section presents the application of PTC for a
matrix converter-fed induction machine. The control scheme remains the same, using the
same machine equations for predictions and the same cost function. The main difference
is the number of possible actuations that in the case of a matrix converter is 27 switching
states, instead of the 8 switching states available in a three-phase inverter. By considering
the specific requirements of the matrix converter, the control of the input reactive power
can be included in the control scheme.

8.5.1 Torque and Flux Control

The PTC scheme for the matrix converter is shown in Figure 8.8. An external speed
control loop generates the torque reference for the predictive controller. The model of
the machine is used for estimating the stator and rotor flux based on current and speed
measurements. The model is also used for calculating predictions of the torque and stator
flux for the 27 switching states available in the matrix converter. The switching state that
minimizes the cost function is selected and applied in the matrix converter.

The cost function considers the torque and flux errors, and is same as the one used for
a three-phase inverter:

g = |T ∗ − T p(k + 1)| + λψ |ψ∗
s − ψp

s (k + 1)| (8.29)

where the weighting factor λψ is adjusted as explained in the previous section.
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Figure 8.8 PTC for a matrix converter
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This control scheme allows fast control of the torque and flux of the induction machine,
as shown in Figure 8.9 for a speed reversal. As the input reactive power is not controlled,
it presents values different from zero, which is reflected in distorted input currents. This
problem can be solved by including the reactive power minimization in the cost function
as will be explained next.

8.5.2 Torque and Flux Control with Minimization of the Input
Reactive Power

When PTC is implemented for a matrix converter, an additional requirement must be
considered: the minimization of the input reactive power. This requirement can be easily
considered in the control scheme by including an additional term in the cost function,
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resulting in

g = |T ∗ − T p(k + 1)| + λψ |ψ∗
s − ψp

s (k + 1)| + λQ|Qp(k + 1)| (8.30)

where Qp(k + 1) is the predicted value of the input reactive power, calculated using the
input filter model as explained in Chapter 7. The weighting factor λQ handles the relation
of this term to the other terms in the cost function.

The control scheme for this strategy is shown in Figure 8.10. The machine model is
used for estimating and predicting the electrical torque and stator flux for the 27 possible
switching states. The filter model is used for calculating predictions for the input reactive
power, for the 27 switching states. Then, the cost function is used for evaluation of the
predictions, and the switching state that minimizes this function is selected and applied
in the converter. The torque reference is generated by an external speed control loop.

The performance of the torque control is not affected by the modification of the cost
function, as can be observed in Figure 8.11. However, the input currents are sinusoidal
and in phase with the grid voltage, improving the behavior of the system with respect to
the results shown in the previous section.

8.6 Summary

The application of MPC for the control of induction machines is presented in this chapter.
Two types of control schemes are presented, based on the ideas of field-oriented control
and direct torque control.

Field-oriented control is implemented by replacing the current controllers and modulator
with a predictive current controller. This strategy is presented for a three-phase inverter
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Figure 8.11 Speed reversal for the PTC with minimization of the input reactive power of the
matrix converter (Vargas et al., 2008 © IEEE)

and for a matrix converter. Good performance of the system is obtained due to the fast
dynamic response of the predictive current control.

Predictive torque control achieves high-performance results which are totally compa-
rable to the traditional approaches. This control strategy is presented for a three-phase
inverter and for a matrix converter. As can be seen in this chapter, the control scheme
remains the same and few changes are needed in order to implement it in a complex
converter like the matrix converter.
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9
Predictive Control of Permanent
Magnet Synchronous Motors

9.1 Introduction

Permanent magnet synchronous motors (PMSMs) present several characteristics that make
them very attractive for drive applications, such as high torque, high power density and
efficiency, and excellent dynamic response. Because of these characteristics, PMSMs are
suitable for a wide variety of applications including general purpose industrial drives,
high-performance servo drives, and several specific applications where size and weight
are restricted, as in automotive and aerospace applications.

PMSMs are composed, in general, of three-phase stator windings and an iron rotor
with permanent magnets attached to it. The permanent magnets can be mounted on the
rotor surface or inside the rotor core. In this way, the magnetic field is fixed to the rotor
position. Due to its construction, the rotor’s speed is rigidly related to the stator frequency
and for variable speed operation a voltage source inverter is required.

Several control schemes have been proposed for the PMSM. Well-established methods
are field-oriented control (FOC) [1] and direct torque control (DTC) [2, 3]. The quality
of the FOC scheme depends on the performance of the current controllers, the most
common being the use of PI controllers with PWM. Other control schemes like hysteresis
and deadbeat-based controllers [4, 5] have also been proposed. The use of MPC for current
control in a PMSM is presented in this chapter, based on similar control schemes that
were reported in [6, 7].

A very different approach for the use of MPC in a PMSM drive considers direct control
of the speed, as reported in [8] and explained further in this chapter.

9.2 Machine Equations

A PMSM with three-phase stator windings and a sinusoidal flux distribution is considered
in this chapter. The machine is fed by a three-phase inverter as shown in Figure 9.1.

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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Figure 9.1 PMSM fed by a three-phase inverter

By defining the following space vector definitions for the stator voltage, stator current,
and stator flux, respectively,

vs = 2

3
(vsa + avsb + a2vsc) (9.1)

is = 2

3
(isa + aisb + a2isc) (9.2)

ψ s = 2

3
(ψsa + aψsb + a2ψsc) (9.3)

the stator dynamics can be described as

vs = Rs is + dψ s

dt
(9.4)

where Rs is the stator resistance.
The stator flux linkage ψ s is generated by the rotor magnets and the self-linked flux

produced by the stator currents. This relation is described by

ψ s = Ls is + ψmejθr (9.5)

where Ls is the stator self-inductance, ψm is the flux magnitude due to the rotor magnets,
and θr is the rotor position.

Inserting (9.5) into (9.4) we obtain

vs = Rs is + Ls

dis
dt

+ jψmωre
jθr (9.6)

where ωr = dθr/dt is the rotor speed.
Multiplying by e−jθr and considering the stator voltage and current space vectors

in rotor coordinates aligned with the rotor axis v(r)
s = vse

−jθr and i(r)s = ise
−jθr ,

(9.6) becomes

v(r)
s = Rs i

(r)
s + Ls

di(r)s

dt
+ jLsωr i(r)s + jψmωr (9.7)

where superscript (r) denotes rotor coordinates.
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Figure 9.2 Vector diagram of the stator variables and the rotating reference frame

The stator equation (9.7) can be rewritten in dq coordinates

vsd = Rsisd + Ls

disd

dt
− Lsωrisq (9.8)

vsq = Rsisq + Ls

disq

dt
+ Lsωrisd + jψmωr (9.9)

where v(r)
s = vsd + jvsq and i(r)s = isd + jisq .

The relation between the stator vectors and the rotating reference frame is shown in
Figure 9.2.

The electric torque produced by the machine depends on the flux magnitude and the
quadrature component of the stator current vector

Te = 3

2
pψmisq (9.10)

The mechanical rotor dynamics are described by the equation

dωm
r

dt
= 1

J
(Te − Tl) − B

J
ωm

r (9.11)

where ωm
r is the rotor shaft’s mechanical speed, J is the rotor inertia, B is the friction

coefficient, and Tl is the load torque. The relation between the mechanical speed and
electrical angular frequency is given by

ωr = pωm
r (9.12)

where p is the number of pole pairs of the machine.

9.3 Field Oriented Control Using Predictive Current Control

By using a rotating dq reference frame oriented to the rotor magnetic field axis, each stator
current component has a physical meaning. The imaginary component isq is proportional
to the electrical torque while the real component isd is proportional to the reactive power.
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In this way, the machine control is implemented as a current control scheme, where the
current references are generated by the external speed control loop.

The model of the machine is used for predicting the behavior of the stator currents, and
the cost function must consider the error between the reference currents and predicted
currents.

9.3.1 Discrete-Time Model

By using the Euler approximation for the stator current derivatives for a sampling time
Ts , that is,

di

dt
≈ i(k + 1) − i(k)

Ts

the following expressions for the predicted stator currents in the dq reference frame are
obtained from (9.8) and (9.9):

i
p

sd(k + 1) =
(

1 − RsTs

Ls

)
isd(k) + Tsωrisq(k) + Ts

Ls

vsd (9.13)

ipsq(k + 1) =
(

1 − RsTs

Ls

)
isq(k) − Tsωrisd(k) − ψmωrTs + Ts

Ls

vsq (9.14)

These equations allow predictions of the stator currents to be calculated for each one
of the seven voltage vectors generated by the inverter. The voltage vectors generated by
the inverter are fixed in the stationary reference frame, but they are rotating vectors in
the dq reference frame, calculated as

v(r)
s = vse

−jθr (9.15)

9.3.2 Control Scheme

The control scheme for FOC of the PMSM using predictive current control is shown in
Figure 9.3. Here, a PI controller is used for speed control and generates the reference
for the torque-producing current i∗sq . A predictive current controller is used for tracking
this current. In the predictive scheme, the discrete-time model of the machine is used for
predicting the stator current components for the seven different voltage vectors generated
by the inverter. The voltage vector that minimizes a cost function is selected and applied
during a whole sampling interval.

The objectives of the predictive current control scheme are summarized as follows:

• Torque current reference tracking
• Torque by ampere optimization
• Current magnitude limitation.

These objectives can be expressed as the following cost function:

g = (
i
p

sd(k + 1)
)2 + (i∗sq − ipsq(k + 1))2 + f̂ (i

p

sd(k + 1), ipsq(k + 1)) (9.16)
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Figure 9.3 FOC of a PMSM using predictive current control (Fuentes et al., 2009 © IEEE)

where the first term represents the minimization of the reactive power, allowing the torque
by ampere optimization, the second term is defined for tracking the torque-producing
current, and the last term is a nonlinear function for limiting the amplitude of the stator
currents. This function is defined as

f̂ (i
p

sd(k + 1), ipsq(k + 1)) =
{ ∞ if |ipsd | > imax or |ipsd |> imax

0 if |ipsd | ≤ imax and |ipsd | ≤ imax

(9.17)

where imax is the value of the maximum allowed stator current magnitude. In this way,
if a given voltage vector generates predicted currents with a magnitude higher than imax

then the cost function will be g = ∞, and, in consequence, this voltage vector will not
be selected. On the other hand, if the predicted stator currents are below the limits, the
cost function will be composed of the first two terms only and the voltage vector that
minimizes the current error will be selected.

Results using the predictive current control scheme are shown in Figure 9.4. In this
figure a speed reference step change is performed at time t = 0.02 s, then a speed reversal
at time t = 0.1 s, and finally a load step is applied at time 0.25 s. It can be seen from
these results that all the objectives of the control are achieved during the tests. Fast
tracking of the torque-producing current isq is achieved while the isd current is near
zero. During transients the magnitude of the currents is limited and both components
are decoupled.

The behavior of the predictive current control for a speed reversal is shown in
Figure 9.5. During this transient the maximum allowed isq current is applied, which is
effectively limited by the last term of the cost function (9.16). The isd current component
is near zero even during the transients.

A step change in the load was applied by a loading machine coupled to the shaft of the
PMSM. The behavior of the machine variables for this test is shown in Figure 9.6. The
speed PI controller responds to this disturbance by changing the torque current reference
isq , which is followed by the predictive current control.



138 Predictive Control of Power Converters and Electrical Drives

–2000

–1000

0

1000

ω∗
r

ωr

2000

–40

–20

0

20

40

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35S
ta

to
r 

cu
rr

en
ts

 [A
]

Time [s]

R
ot

or
 s

pe
ed

 [r
pm

]
i s

q,
 i s

q 
[A

]

isd

isq

–40

–20

0

20

40

Figure 9.4 Behavior of the predictive current control of a PMSM. Rotor speed and stator currents
(Fuentes et al., 2009 © IEEE)

–1000

0

1000

–20

0

10

–4

0

4

–20
0

20

Time [s]

0 0.05 0.1 0.15 0.2 0.25 0.3S
ta

to
r 

cu
rr

en
ts

 [A
]

2

–2

–10

R
ot

or
 s

pe
ed

 [r
pm

]

ω∗
r

ωr

i s
q 

[A
]

i s
d 

[A
]

i ∗
sq

isq

Figure 9.5 Behavior of the rotor speed and stator currents of the PMSM for a speed reversal
(Fuentes et al., 2009 © IEEE)



Predictive Control of Permanent Magnet Synchronous Motors 139

–20

S
ta

to
r 

cu
rr

en
ts

 [A
]

i s
q 

[A
]

i s
d 

[A
]

1000

1200

1400

–4

0

4

0

20

Time [s]

0 0.05 0.1 0.15 0.2 0.25 0.3

2

–2

0.35 0.4 0.45 0.5

R
ot

or
 s

pe
ed

 [r
pm

]
ω∗

r

ωr

–10

0
5

–5

–15

Figure 9.6 Behavior of the rotor speed and stator currents for a load torque step change (Fuentes
et al., 2009 © IEEE)

9.4 Predictive Speed Control

One of the main advantages of MPC is the possibility to control several different variables
using a single cost function. This makes possible the implementation of a predictive speed
control while maintaining the stator currents under given conditions. It is desirable to
consider a limitation on the magnitude of the currents and to optimize the torque by
ampere ratio.

This application of MPC introduces some difficulties, such as the nonlinear model of
the system, the large differences between the speed dynamics (mechanical dynamics)
and the dynamics of the stator currents (electrical dynamics), and the quantization noise
in the speed measurement [8].

9.4.1 Discrete-Time Model

In order to perform a speed control using MPC, the mechanical equations must be included
in the discrete-time equations used for calculation of the predictions. The machine model
can be summarized in the form of the following space state equation:

dx
dt

= h(x, u) (9.18)
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where

x = [isd isq ωr ]T (9.19)

u = [vsd vsq]T (9.20)

h(x, u) =
⎡
⎣ −1/τsisd + ωrisq + 1/Lsvsd

−1/τsisq − ωrisd − ψm/Lsωr + 1/Lsvsq

pkT /J isq − B/Jωr

⎤
⎦ (9.21)

and where τs = Ls/Rs is the stator time constant and kT = 3
2pψm is the machine torque

constant.
In order to obtain a more accurate discrete-time model, a modified Euler integration

method is used instead of the simple Euler approximation used in previous chapters. The
discrete-time model is defined as

x̂(k + 1) = x(k) + Tsh(x(k), u(k)) (9.22)

x(k + 1) = x(k) + Ts

2
(h(x(k), u(k)) + h(x̂(k + 1), u(k))) (9.23)

where Ts is the sampling time.

9.4.2 Control Scheme

A block diagram of the predictive speed control is shown in Figure 9.7. The discrete-time
model of the machine is used for calculating predictions of the rotor speed and stator
currents for the seven voltage vectors generated by the inverter. These predictions are
evaluated by a cost function that defines the desired behavior of the system. The voltage
vector that minimizes this function is selected and applied to the machine terminals for a
whole sampling interval.

Due to the noisy nature of the speed measurement and the high sampling frequencies
that are usually needed in this kind of predictive control scheme, the use of an extended
Kalman filter (EKF) was proposed in [8] for estimating the rotor speed.

The objectives of the predictive speed control scheme are summarized as follows:

• Speed reference tracking
• Smooth behavior of the electrical torque
• Torque by ampere optimization
• Current magnitude limitation.

These objectives can be expressed as the following cost function:

g = λω(ω∗
r − ωp

r (k + 1))2 + λi

(
i
p

sd(k + 1)
)2 + λif (i

p

sqf (k + 1))2

+ f̂ (i
p

sd(k + 1), ipsq(k + 1)) (9.24)

where the first term evaluates the predicted speed error and ω∗
r is the speed reference. The

second term minimizes the isd current for optimized torque by ampere ratio. The third term
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Figure 9.7 Predictive speed control of a PMSM

evaluates the filtered value of the isq current. A high-pass filter is used for penalization
of the high-frequency content of the torque-producing current in order to obtain a smooth
behavior for the electrical torque. The last term is a nonlinear function, as defined in
(9.17), that allows limitation of the stator currents by penalizing the voltage vectors that
make the predicted current magnitude higher than the defined limits. Considering that
the different terms of this cost function have different units and magnitudes, weighting
factors λω, λi , and λif must be introduced. These weighting factors allow compensation
of these differences and are design parameters that can be used for tuning the controller.

9.4.3 Rotor Speed Estimation

An incremental encoder is considered for rotor position measurement. These devices give
a quantized measurement of the rotor position, introducing a high-frequency noise into the
angle measurement. As the rotor speed is the derivative of the rotor angle, the quantization
noise is amplified in the speed measurement. The rotor speed can be calculated using the
Euler approximation of the derivative, for a sampling time Ts :

ω̃r (k) = θr(k) − θr(k − 1)

Ts

(9.25)

It can be seen from this equation that the energy of the noise increases if the resolution
of the encoder is low or the sampling frequency is high.

This high-frequency noise is not a problem in classical control schemes due to the
low-pass nature of the PI controllers that are commonly used for the speed control loop.
However, in predictive speed control, this high level of high-frequency noise impedes the
correct operation of the control strategy. In order to overcome this problem, the use of
an extended Kalman filter (EKF) was proposed in [8] for estimating the rotor speed.

The EKF is implemented using the standard method presented in [9].
The control strategy was implemented using a sampling time of Ts = 30 μs. The values

of the weighting factors used for these results are: λω = 1000, λi = 1, and λif = 1.4.
The high-pass filter for the isq current is a second-order Butterworth filter with a cutoff
frequency fc = 200 Hz. The current limitation considered in (9.17) is imax = 22.6 A.
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Figure 9.8 Steady state operation of the rotor speed and stator currents of the PMSM (Fuentes et
al., 2009 © IEEE)

Results at steady state operation are shown in Figure 9.8. The effect of using the EKF
is observed in this figure, where estimated speed ω̂r does not present the noise due to
quantization, which is very evident in the waveform of the speed obtained using the Euler
approximation for the derivative of the rotor position ω̃r . An incremental encoder with
a resolution of 4096 pulses per revolution sampled at Ts = 30 μs is considered for these
results. The stator currents are sinusoidal and present low distortion as a consequence of
the minimization of isd .

The behavior of the predictive speed control for a speed reversal is shown in Figure 9.9.
It can be observed that the speed response presents a nearly ideal behavior with good
reference tracking and almost no overshoot. The torque-producing current isq is adjusted
with fast dynamics in order to obtain the desired speed behavior, while the isd current
is almost zero, even during transients. This result shows that both current components
are highly decoupled. The stator currents are sinusoidal during all the tests due to the
minimization of isd .

9.5 Summary

This chapter presents the application of MPC for the control of permanent magnet syn-
chronous motors. Two control schemes are presented, a field-oriented control scheme with
a predictive current controller and a predictive speed control scheme.

The predictive current control is similar to the one presented in Chapter 4, but in this
case it is implemented in the rotating reference frame. In this way, one of the current
components is proportional to the electrical torque and the other is proportional to the
reactive power. The current references are generated by an external speed control loop.
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The predictive speed control does not use any external speed control loop and the speed
is directly controlled by the predictive controller. This application is a very good example
of how different variables and different control objectives and restrictions can be included
in the MPC scheme, resulting in a high dynamic performance of the system.
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10
Cost Function Selection

10.1 Introduction

This chapter introduces several types of terms that can be included in a cost function and
shows how these terms are related to different control requirements for the system.

10.2 Reference Following

The most common terms in a cost function are the ones that represent a variable following
a reference. Some examples are current control, torque control, power control, etc. These
terms can be expressed in a general way as the error between the predicted variable and
its reference:

g = ∣∣∣∣x∗ − xp
∣∣∣∣ (10.1)

where x∗ is the reference value and xp is the predicted value of the controlled variable, for
a given switching state of the power converter. The norm || · || is a measure of distance
between reference and predicted values and usually it can be implemented as an absolute
value, square value, or integral value of the error for one sampling period:

g = ∣∣x∗ − xp
∣∣ (10.2)

g = (x∗ − xp)2 (10.3)

g =
∣∣∣∣
∫ k+1

k

(x∗(t) − xp(t)) dt

∣∣∣∣ (10.4)

Absolute error and squared error give similar results when the cost function considers
only one error term. However, if the cost function has two or more different terms, results
can be different. As will be shown in the next section, squared error presents a better
reference following when additional terms are included in the cost function. Cost function
(10.4) considers the trajectory of the variable between time tk and tk+1, not just the final
value at instant tk+1, leading to the mean value of the error to be minimized. This then
leads to more accurate reference tracking.

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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10.2.1 Some Examples

This simple type of cost function can be used to control several systems like those
presented in this book. Current control can be implemented for three-phase systems using
the following cost function expressed in orthogonal coordinates:

g = ∣∣i∗α − ipα
∣∣ + ∣∣i∗β − i

p

β

∣∣ (10.5)

which was applied to a three-phase inverter in Chapter 4 and [1], to an active front-end
rectifier in Chapter 6 and [2], and to a matrix converter in Chapter 7 and [3].

Direct power control can be achieved using this type of cost function

g = ∣∣P ∗ − P p
∣∣ + ∣∣Q∗ − Qp

∣∣ (10.6)

as presented in Chapter 6.
Another variation of these types of cost functions includes reference following of two

variables with different magnitudes. Such is the case for the predictive torque and flux
control presented in Chapter 8, which considers the following cost function:

g = ∣∣T ∗
e − T p

e

∣∣ + λψ

∣∣|ψ |∗ − |ψ |p∣∣ (10.7)

where λψ is a weighting factor that handles the difference in magnitude of the two refer-
ence following terms. This factor can be also adjusted in order to modify the importance
of each term, as will be explained in the next chapter.

10.3 Actuation Constraints

In a control system it is important to reach a compromise between reference following and
control effort. In power converters and drives, the control effort is related to the voltage
or current variations, the switching frequency, or the switching losses. Using predictive
control, it is possible to consider any measure of control effort in the cost function, in
order to reduce it.

In a three-phase inverter, the control effort can be represented by the change in the
voltage vector applied to the load. This can be implemented as an additional term in the
cost function measuring the magnitude of the difference between the previously applied
voltage vector v(k − 1) and the voltage vector to be applied v(k), resulting in

g = ∣∣∣∣x∗ − xp
∣∣∣∣ + λ

∣∣∣∣v(k − 1) − v(k)
∣∣∣∣ (10.8)

where x is the controlled variable and λ is a weighting factor that allows the level of
compromise to be adjusted between reference following and control effort.

As an example, the predictive current control presented in Chapter 4 is considered,
together with the constraint in the variation of the voltage vectors presented in (10.8).
The resulting cost function is expressed as

g = ∣∣i∗α − ipα
∣∣ + ∣∣i∗β − i

p

β

∣∣ + λ ||v(k − 1) − v(k)|| (10.9)

By using this cost function, the control effort can be reduced by increasing the value
of the weighting factor λ. Results for the current control of a three-phase inverter using
cost function (10.9) are shown in Figure 10.1. It can be seen that by reducing the voltage
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Figure 10.1 Predictive current control with reduction of the voltage variation using cost function
(10.9). (a) Switching frequency fsw = 2767 Hz. (b) Switching frequency fsw = 723 Hz
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variation, the load voltage is maintained for several sampling periods at a fixed value,
reducing the switching frequency fsw from 2767 to 723 Hz, with a negative effect on
the current reference following. For both results the sampling frequency is the same,
fs = 20 kHz.

Results for low switching frequency can be improved by considering a squared error
for the current reference following terms of the cost function

g = (
i∗α − ipα

)2 + (
i∗β − i

p

β

)2 + λ ||v (k − 1) − v (k)|| (10.10)

Results for this cost function are shown in Figure 10.2. It can be observed here that
for a switching frequency that is similar to the one obtained in Figure 10.1b, the current
and voltage waveforms present a considerably better performance, with lower current and
voltage distortion.

10.3.1 Minimization of the Switching Frequency

As in power converters, one of the major measures of control effort is the switching
frequency. It is important in many applications to be able to control or limit the number
of commutations of the power switches.

To directly consider the reduction in the number of commutations in the cost function,
a simple approach is to include a term in it that covers the number of switches that change
when the switching state S(k) is applied, with respect to the previously applied switching
state S(k − 1).
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Figure 10.2 Predictive current control with reduction of the voltage variation using cost function
(10.10). Switching frequency fsw = 725 Hz
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The resulting cost function is expressed as

g = (
i∗α − ipα

)2 + (
i∗β − i

p

β

)2 + λn · n (10.11)

where n is the number of switches that change when the switching state S(k) is applied.
If the switching state vector S is defined as

S = (
S1, S2, . . . , SN

)
(10.12)

where each element Sx represents the state of a switch and has only two states, one or
zero, then the number of switches that change from S(k − 1) to S(k) is

n =
N∑

x=1

∣∣Sx (k) − Sx (k − 1)
∣∣ (10.13)

Considering the three-phase inverter as an example, the switching state vector
S = (Sa, Sb, Sc) defines the switching state of each inverter leg. Then the number of
switches changing from time k − 1 to time k is

n = ∣∣Sa(k) − Sa(k − 1)
∣∣ + ∣∣Sb(k) − Sb(k − 1)

∣∣ + ∣∣Sc(k) − Sc(k − 1)
∣∣ (10.14)

The behavior of the switching frequency for different values of the weighting factor λn

is shown in Figure 10.3. It can be seen that the switching frequency can be reduced to
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Figure 10.3 Predictive current control with reduction of the switching frequency using cost
function (10.11)



152 Predictive Control of Power Converters and Electrical Drives

0 0.005 0.01 0.015 0.02 0.025 0.03
−15

−10

−5

0

5

10

15

i a
 [A

]
λ=1

0 0.005 0.01 0.015 0.02 0.025 0.03
−200

−100

0

100

200

v a
n 

[V
]

Time [s]

Figure 10.4 Predictive current control with reduction of the switching frequency using cost
function (10.11). Switching frequency fsw = 525 Hz

the required value by increasing the weighting factor. Results for the three-phase inverter
operating at fsw = 525 Hz are shown in Figure 10.4.

A similar strategy, applied to a three-level neutral-point clamped (NPC) inverter, was
presented in [4].

10.3.2 Minimization of the Switching Losses

Considering that the switching losses depend not only on the switching frequency but
also on the voltage and current values at the moment of switching, a simple model of the
switching process can be considered for direct minimization of the switching losses using
predictive control.

The energy loss of one switching event can be calculated based on the values of the
switched voltage �vce and current �ic. The use of a polynomial considering all the
physically reasonable terms is proposed in [5]:

Esw = K1�ic�vce + K2�ic�v2
ce + K3�i2

c �vce + K4�v2
ce + K5�i2

c �v2
ce (10.15)

where the coefficients K1, . . . , K5 are obtained from a least squares approximation of the
measured data.
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In order to obtain a simplified expression for estimating the losses, it is possible to
neglect several of the terms in (10.15) by considering the experimental data, resulting in

Esw = K1�ic�vce (10.16)

This expression is equivalent to the resulting equation obtained from considering the
simplified current and voltage waveforms during the commutation process shown in
Figure 10.5. From this figure it is possible to calculate the dissipated energy during
the commutation process by integrating the instantaneous power:

Esw =
∫

Tc

p(t) dt (10.17)

or

Esw =
∫

Tc

ic(t)vce(t) dt = Tc

6
�ic�vce (10.18)

where Tc is the duration of the commutation.
This simple model for estimating the switching losses can be included in the cost

function as a term that also includes the predicted losses of all the switches of the power
converter:

g = ∣∣∣∣x∗ − xp
∣∣∣∣ + λ

N∑
j=1

�icp(j)�vcep(j) (10.19)

where N is the number of switching devices in the converter.
This control strategy for reducting the switching losses was proposed for a matrix

converter in [6]. This work considers a cost function for output current control, input
reactive power minimization, and reduction of switching losses:

g = ∣∣i∗oα − ipoα

∣∣ + ∣∣i∗oβ − i
p

oβ

∣∣ + A |Qp| + B

18∑
j=1

�icp(j)�vcep(j) (10.20)
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Figure 10.5 Simple model for estimation of the switching losses
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where io = ioα + ioβ is the output current vector, Q is the input reactive power, and A

and B are weighting factors. A detailed explanation of the predictive control of the matrix
converter is presented in Chapter 7.

It was shown in [6] that by adjusting the value of B the efficiency of the matrix
converter can be increased, maintaining the good performance, in terms of THD, of the
input and output currents. By using a higher value of B the switching losses can be further
reduced, but the THD of the currents will be increased. The temperature of the matrix
converter switches, obtained using a thermal camera, is shown in Figure 10.6 for different
values of B. It can be seen in the figure that as the value of B increases, the temperature
of the switches decreases, as a result of lower switching losses.
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Cost Function Selection 155

10.4 Hard Constraints

One of the advantages of predictive control is the possibility of achieving direct control
of the output variables without the need for inner control loops. However, it can be found
in several cases that as the internal variables are not controlled, they can reach values
that are outside their allowed range. In a traditional cascaded control scheme, this kind
of limitation of the internal variables is considered by including saturation levels for the
references of these variables. In a predictive control scheme, these limitations can be
included as an additional term in the cost function.

As an example, the predictive torque control explained in Chapter 8 will be considered.
In this control scheme, the electrical torque Te and the stator flux magnitude

∣∣ψ s

∣∣ are
directly controlled using the following cost function [7]:

g =
(
T ∗

e − Te

)2

T 2
n

+ A

(∣∣ψ s

∣∣∗ − ∣∣ψ s

∣∣)2

ψ2
sn

(10.21)

Here, the stator currents are not directly controlled and at steady state they are sinusoidal
and their magnitude is within the allowed limits. However, during some transients these
currents can be very high, damaging the inverter or the machine. The startup of the
induction machine using this control scheme is shown in Figure 10.7. It can be seen in
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at startup (Miranda et al., 2009 © IEEE)



156 Predictive Control of Power Converters and Electrical Drives

this figure that during the initial transient the stator currents can be considerably higher
than the currents at full torque. It is desirable to consider the limitation of these currents
in the predictive control scheme.

Taking into account the idea of predictive control, the optimization algorithm must
discard any switching state that makes the predicted currents exceed the predefined limit,
and from those that do not violate the limits select the one that minimizes the torque and
flux error. This procedure can be implemented as an additional nonlinear term in the cost
function that generates a very high value when the currents exceed the allowed limits,
and is equal to zero when the currents are within the limits. The resulting cost function is

g =
(
T ∗

e − Te

)2

T 2
n

+ A

(∣∣ψ s

∣∣∗ − ∣∣ψ s

∣∣)2

ψ2
sn

+ flim(ips ) (10.22)

where ips is the predicted stator current vector, flim(ips ) is a nonlinear function defined as

flim(ips ) =
{

∞ if
∣∣ips ∣∣ > imax

0 if
∣∣ips ∣∣ ≤ imax

(10.23)

and imax is the value of the maximum allowed stator current magnitude.
The effect of this additional term in the cost function can be observed in Figure 10.8

for the same startup conditions as in Figure 10.7. It can also be seen that the stator current
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magnitude is saturated at the defined limit imax = 15 A. The operation of the predictive
control when the stator currents are below the limits is identical for both cases.

Another example of current limitation can be found in Chapter 9 for a permanent
magnet synchronous motor.

The same idea of using a nonlinear function like the one presented in this section can
be used to limit any variable in any predictive control scheme.

10.5 Spectral Content

In addition to the control of the instantaneous values of the variables, it is possible to
include requirements in the cost function for the spectral content of the variables.

The general implementation of predictive control presented in this book does not impose
any pattern on the switching signals. The maximum switching frequency is limited by
the sampling frequency but the optimal switching state could be maintained by several
sampling periods. This results in variable switching frequency and a spread spectrum of
the controlled variables.

Taking the predictive current control scheme presented in Chapter 4 as an example, it
can be observed that the load currents display a spread spectrum like the ones shown in
Figure 10.9. Here, two different sampling frequencies have been considered, presenting
different ranges and magnitudes of the spectral content in each case.
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In some applications, such a spread spectrum is not desirable because it can produce
oscillations and make the design of passive filters difficult. In order to overcome these
problems it is possible to shape the spectrum by introducing a filter in the cost function.
In this way, different frequencies have different weights in the cost function allowing
control of the harmonic content in the controlled variables.

The modified cost function for spectrum shaping is defined as

g = ∣∣∣∣F(x∗ − xp)
∣∣∣∣ (10.24)

where F is a digital filter.
The discrete-time filter F can be implemented by the following transfer function:

F(z) = z0 + b1z
−1 + · · · + bnz

−n

a0z
0 + a1z

−1 + · · · + anz
−n

(10.25)

where n is the order of the filter.
In the design of the F filter it is possible to shape the spectrum of the controlled

variable. Since the frequency response of the filter defines the weight of each frequency
in the cost function, the resulting spectrum will be similar to the inverse of the frequency
response of the filter. For example, if a band stop filter with a center frequency fo is
used, the harmonic content will be concentrated around fo, and if a low-pass filter is
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used, the spectral content will be concentrated in the high-frequency range over the cut
off frequency of the filter.

In order to obtain a similar spectrum to the one obtained using PWM, it is neces-
sary to concentrate the spectral content in a narrow frequency range using a band stop
filter. For current control in a three-phase inverter, the following cost function can be
considered [8]:

g = ∣∣F(i∗α − ipα )
∣∣ + ∣∣F(i∗β − i

p

β )
∣∣ (10.26)

Here the filter F is defined as a band stop filter with the frequency response shown
in Figure 10.10. Results using this filter with a center frequency of 2 kHz are shown
in Figure 10.11. It can be seen that the load current spectrum is concentrated around
the defined frequency, avoiding the presence of harmonic content over a wide range of
frequencies.

A different approach for including spectral content information in the cost function is
to use the discrete Fourier transform (DFT) in order to control the value of individual har-
monics of the controlled variables. This idea was proposed in [9] for the implementation
of closed loop predictive harmonic elimination for multilevel converters.
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These kinds of cost functions have interesting applications in high-power systems.
As an example, a high-power NPC inverter is considered, where the control objectives
are very low switching frequency, good tracking of the fundamental output voltage, and
elimination of several low-frequency harmonics. The cost function for this predictive
harmonic elimination application is expressed as

g = DFTf 1

{∣∣v∗ − vP
∣∣} + λf

N∑
i

DFTf i

{∣∣v∗ − vP
∣∣} + λswn (10.27)

where the first term is the DFT of the voltage error at fundamental frequency and allows
tracking of the fundamental of the output voltage, the second term allows elimination of
different harmonics f i, with i = 0, 2, 3, 4, . . . , N , and the last term allows reduction of
the switching frequency as explained in previous sections.

Results using this control strategy are shown in Figure 10.12 for the elimination of
harmonics 0, 2, 4, 6, 7, 8, and 10, operating at a switching frequency of 300 Hz.
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10.6 Summary

This chapter presents different types of terms that can be included in the cost function.
Some examples are included to illustrate each type. The cost function terms can be clas-
sified as reference following, actuation constraints, hard constraints, and spectral content
terms. These terms constitute the building blocks that allow the system requirements to
be expressed in the form of a cost function.
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11
Weighting Factor Design

11.1 Introduction

One of the major advantages of model predictive control (MPC) is that several control
targets, variables, and constraints can be included in a single cost function and simultane-
ously controlled. In this way typical variables such as current, voltage, torque, or flux can
be controlled while achieving additional control requirements like switching frequency
reduction, common-mode voltage reduction, and reactive power control, to name just a
few. This can be accomplished simply by introducing the additional control targets in
the cost function to be evaluated. However, the combination of two or more variables in
a single cost function is not a straightforward task when they are of a different nature
(different units and different orders of magnitude in value). Each additional term in the
cost function has a specific weighting factor, which is used to tune the importance or
cost of that term in relation to the other control targets. These parameters have to be
properly designed in order to achieve the desired performance. Unfortunately, there are
no analytical or numerical methods or control design theories to adjust these parameters,
and currently they are determined based on empirical procedures. Although this challenge
has not prevented MPC from being applied successfully to several power converters, it
is highly desirable to establish a procedure or define some basic guidelines to reduce the
uncertainty and improve the effectiveness of the tuning stage.

This chapter presents a first approach to address this challenge. First, some representa-
tive examples of MPC cost functions are classified according to the nature of their terms,
in order to group types of weighting factors that could be tuned similarly. Then a set of
simple guidelines is analyzed and tested to evaluate the evolution of system performance
in relation to changes in the weighting factors. Several converter and drive control appli-
cations will be studied to cover a wide variety of cost functions and weighting factors.
In addition, results for three different weighting factors are presented to compare results
and validate the methodology.

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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11.2 Cost Function Classification

Although the cost function’s main objective is to keep track of a particular variable and
control the system, it is not limited to this, as explained in the previous chapter. In fact,
one of the main advantages of MPC is that the cost function admits any necessary term
that could represent a prediction for another system variable, system constraint, or system
requirement. Since these terms most likely can be of a different physical nature (current,
voltage, reactive power, switching losses, torque, flux, etc.) their units and magnitudes
can also be very different. This issue has been commonly dealt with in MPC by including
weighting coefficients or weighting factors λ, for each term of the cost function

g = λx ||x∗ − xp|| + λy ||y∗ − yp|| + · · · + λz||z∗ − zp|| (11.1)

Depending on the nature of the different terms involved in the formulation of the cost
function, they can be classified in different groups. This classification is necessary in
order to facilitate the definition of a weighting factor adjustment procedure that could be
applied to similar types of cost functions or terms.

11.2.1 Cost Functions without Weighting Factors

In this kind of cost function, only one, or the components of one variable, are controlled.
This is the simplest case, and since only one type of variable is controlled, no weight-
ing factors are necessary. Some representative examples of this type of cost function
are obtained for: predictive current control of a voltage source inverter [1]; predictive
power control of an active front-end (AFE) rectifier [2]; predictive voltage control of an
uninterruptible power supply (UPS) system [3]; predictive current control with imposed
switching frequency [4]; and predictive current control in multi-phase inverters [5–7],
among others. The corresponding cost functions are summarized in Table 11.1.

Note that all the terms in a cost function are composed of variables of the same nature
(same unit and order of magnitude). Moreover, some of them are a decomposition of
a single vector into two or more components. Therefore, no weighting factors or their
corresponding tuning processes are necessary.

11.2.2 Cost Functions with Secondary Terms

Some systems have a primary goal or a more important control objective that must
be achieved in order to provide a proper system behavior, and additional secondary con-
straints or requirements that should also be accomplished to improve system performance,
efficiency, or power quality. In this case the cost function contains primary and secondary
terms, where the importance of the secondary terms can vary over a wide range, depending
on the application and its specific needs. Some examples are: predictive current control
with reduction of the switching frequency to improve efficiency [8]; predictive current
control with reduction of common-mode voltage to prevent motor damage [9]; and pre-
dictive current control with reactive power reduction to improve power quality [10, 11].
The corresponding cost functions are listed in Table 11.2.

The importance of the second term (i.e., how much the switching frequency, the
common-mode voltage, or the reactive power is reduced), will depend on the specific
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Table 11.1 Cost functions without weighting factors

Application Cost function

Current control of a VSI |i∗α − ipα | + |i∗β − i
p

β |
Power control of an AFE rectifier |Qp| + |P ∗ − P p|
Voltage control of a UPS (v∗

cα − v
p
cα)

2 + (v∗
cβ − v

p

cβ)2

Imposed switching frequency in a VSI |F(i∗α − ipα )| + |F(i∗β − i
p

β )|
Current control of a multi-phase VSI |i∗α − ipα | + |i∗β − i

p

β | + |i∗x − i
p
x | + |i∗y − i

p
y |

Table 11.2 Cost functions with secondary terms

Application Cost function

Switching frequency reduction |i∗α − ipα | + |i∗β − i
p

β | + λswn
p
sw

Common-mode voltage reduction |i∗α − ipα | + |i∗β − i
p

β | + λcm|V p
cm|

Reactive power reduction |i∗α − ipα | + |i∗β − i
p

β | + λQ|Qp|

Table 11.3 Cost functions with equally important terms

Application Cost function

Torque and flux control 1/T 2
en(T

∗
e − T

p
e )2 + λψ/ψ2

sn(|ψ s |∗ − |ψp
s |)2

Capacitor voltage balance 1/isn
[|i∗α − ipα | + |i∗β − i

p

β |] + λ�V /Vcn|�V
p
c |

needs of the application and will impose a trade-off with the primary control objective, in
this case current control. Note that in each cost function a weighting factor λ is included
with the corresponding secondary term. Hence, solving the trade-off can be seen as a
weighting factor adjustment to the cost function.

11.2.3 Cost Functions with Equally Important Terms

Unlike the previous case, there are systems in which several variables need to be con-
trolled simultaneously with equal importance in order to control the system. Here the cost
function can include several terms with equal importance, and it is the job of the weight-
ing factors to compensate the difference in nature of the variables. Such is the case for
the torque and flux control of an induction machine, where both variables need to be con-
trolled accurately to achieve proper system performance [12, 13]. Another example is the
current control of a neutral-point clamped (NPC) inverter, in which the DC link capacitor
voltage balance is essential in order to reduce voltage distortion and avoid system damage
(exceed the permitted voltage level of the capacitors, otherwise overrated capacitors
should be used) [8]. Both cost functions are included in Table 11.3. Note that there are
two additional terms in each cost function used to normalize the quantities in relation to
their nominal values (denoted by subscript n); the reason for this will be explained later.
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11.3 Weighting Factors Adjustment

The weighting factor tuning procedure will vary depending on which types of terms are
present in the cost function, as classified in the previous section.

11.3.1 For Cost Functions with Secondary Terms

This is the easiest case for weighting factor adjustment, since the system can be first
controlled using only the primary control objective or term. This can be very simply
achieved by neglecting the secondary terms forcing the weighting factor to zero (λ = 0).
Hence the first step of the procedure is to convert the cost function with secondary terms
into a cost function without weighting factors. This will set the starting point for the
measurement of the behavior of the primary variable.

The second step is to establish measurements or figures of merit that will be used to
evaluate the performance achieved by the weighting factor. For all the examples given in
Table 11.2 a straightforward quantity should be one related to the primary variable, which
is current error. Several error measures for current can be defined, such as the root mean
square (RMS) value of the error at steady state, or the total harmonic distortion (THD).
At least one additional measure is necessary to establish the trade-off with the secondary
term. For the three cost functions of Table 11.2 the corresponding measures that can
be selected are: the device average switching frequency fsw, the RMS common-mode
voltage, and the steady state input reactive power.

Once the measures are defined, the procedure is as follows. Evaluate the system behav-
ior with simulations starting with λ = 0 and increase the value gradually. Record the
corresponding measures for each value of λ. Stop the increments of λ once the measured
value for the secondary term has reached the desired value for the specific application,
or keep increasing λ until the primary variable is not properly controlled. Then plot the
results and select a value of λ that fulfills the system requirements for both variables. This
procedure can be programmed by automating and repeating the simulation, introducing
an increment in the weighting factor after each simulation.

In order to reduce the n umber of simulations required to find a proper value for
the weighting factor, a branch and bound algorithm can be used. For this approach,
first select a couple of initial values for the weighting factor λ, usually with different
orders of magnitude to cover a very wide range, for example, λ = 0, 0.1, 1, and 10. A
qualitative example of this algorithm is illustrated in Figure 11.1. Then simulate these
weighting factors and obtain the measures for both terms, M1 and M2, for the primary
and secondary terms respectively. Then compare these results to the desired maximum
errors admitted by the application and fit them into an interval of two weighting factors
(0.1 ≤ λ ≤ 1 in the example). Then compute the measures for the λ in half of the new
interval (λ = 0.5 in the example) and continue until a suitable λ is achieved. Note in
Figure 11.1 that each solid line corresponds to a simulation and dashed lines correspond
to values already simulated. This method reduces the number of simulations necessary to
obtain a working weighting factor.

The qualitative example of Figure 11.1 can be matched with the results for the common-
mode reduction case shown below in Figure 11.3a. Note that with only six simulations
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Figure 11.1 Branch and bound algorithm to reduce the number of simulations required to obtain
suitable weighting factors (Cortes et al ., 2009 © IEEE)

the search for λcm would have narrowed to an interval 0.1 ≤ λcm ≤ 0.25 where any λcm

would work properly.

11.3.2 For Cost Functions with Equally Important Terms

For cost functions like those listed in Table 11.3, a different procedure needs to be
considered since λ is not allowed to be zero.

As a first step the different nature of the variables has to be considered. For example,
when controlling torque and flux in an adjustable speed drive application with a rated
torque and flux of 25 N m and 1 Wb respectively, the torque error can have different
orders of magnitudes making both variables not equally important in the cost function
and affecting the system performance. Thus the first step is to normalize the cost
function. Once normalized, all the terms will be equally important and now λ = 1 can
be considered as the starting point. Usually a suitable λ is located close to 1. Note that
the cost functions in Table 11.3 have already included this normalization (nominal values
are denoted by subscript n).

The second step is the same as in the previous procedure, that is, measurements or
figures of merit have to be defined in order to evaluate the performance achieved by each
weighting factor value.

The last step is to perform the branch and bound algorithm of Figure 11.1 for a couple
of starting points. Naturally λ = 1 has to be considered, but λ = 0 is not a possible
alternative. When a small interval of weighting factors has been reached, meaning, by
small interval, that there are no big differences in the measured values obtained with the
upper and lower bounds of the interval, then the weighting factor has been obtained.
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11.4 Examples

11.4.1 Switching Frequency Reduction

A predictive current control scheme with reduction of the switching frequency for a NPC
inverter was presented in Chapter 5. In this scheme, the cost function presents a primary
term for current reference tracking and a secondary term for reduction of the switching
frequency:

g = |i∗α − ip
α | + |i∗β − i

p
β | + λswnp

sw (11.2)

The secondary term n
p
sw corresponds to the predicted number of switchings involved

when changing from the present to the future switching state. Thus by increasing the
associated weighting factor λsw it is expected that this term gains more importance in the
cost function and forces a reduction in the switching frequency, an effect that can be clearly
seen in Figure 11.2a. This figure has been obtained by performing several simulations,
starting with λsw = 0 and gradually increasing this value after each simulation.

It can be observed in these results that a reduction in the switching frequency intro-
duces higher distortion, affecting the quality of the load current. This trade-off is very
clear in Figure 11.2a since the curves representing each measure have opposite evolu-
tions for the different values of λsw. A suitable selection of λsw would be any value in
0.04 ≤ λsw ≤ 0.06 since the current error is still below 10% of the rated current (15 A
in this example) and a reduction from 1000 to 500 Hz is achieved for the average device
switching frequency. Finally λsw = 0.05 has been selected. In this application it is also
possible to select λsw in order to achieve a given switching frequency.

Figure 11.2b shows comparative results for the system working with three different
values of λsw, one of them the selected value. Note how the load current presents higher
distortion for the larger value of λsw due to the strong reduction in the number of com-
mutations. On the other hand, for λsw = 0 the current control works at its best, but at the
expense of higher switching losses. Since the NPC is intended for medium-voltage, high-
power applications where losses become important, the selection of λsw = 0.05 merges
efficiency with performance. A comparison of this predictive method and a traditional
PWM-based controller can be found in [8].

11.4.2 Common-Mode Voltage Reduction

The guidelines presented in this chapter have been used to tune the weighting factor of
the second equation in Table 11.2. This example corresponds to the predictive current
control of a matrix converter with reduction of the common-mode voltage [9], using the
following cost function:

g = |i∗α − ip
α | + |i∗β − i

p
β | + λcm|V p

cm| (11.3)

where the additional term V
p
cm is the predicted common-mode voltage for the different

switching states and will be considered a secondary objective of the control; its effect is
adjusted by properly tuning the weighting factor λcm.
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Figure 11.2 (a) Weighting factor influence on the current error and the device average switching
frequency fsw. (b) Results comparison for different weighting factors (load current and load voltage)
(Cortes et al ., 2009 © IEEE)

The predictive current control strategy for the matrix converter is explained in Chapter 7.
The common-mode voltage is defined as

Vcm = vaN + vbN + vcN

3
(11.4)

where the output voltages vaN , vbN , and vcN are calculated as a function of the voltages
at the input of the matrix converter and the converter switching states. Common-mode
voltages cause overvoltage stress in the winding insulation of the electrical machine
fed by the power converter, producing deterioration and reducing the lifetime of the
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machine. In addition, capacitive currents through the machine bearings can damage them,
and electromagnetic interference can affect the operation of electronic equipment. By
including this secondary term in the cost function the common-mode voltage and its
negative effects can be reduced.

The measures that will be used to evaluate the performance of the different values of
λcm are the RMS current error and the RMS common-mode voltage. Results showing both
measures obtained from a series of simulations for several values of λcm are presented in
Figure 11.3a. Note that, as in the previous example, similar evolutions of both measures
are obtained, that is, for higher values of λcm smaller common-mode voltages are obtained,
while the current control becomes less important and loses some performance. The results
also show that the common-mode voltage is a variable that is more decoupled from the
load current, compared to the switching frequency, since the current error remains very
low throughout a wide range of λcm. Hence the selection of an appropriate value is easier,
and values of 0.05 ≤ λcm ≤ 0.5 will perform well. This can be seen for the results shown
in Figure 11.3b, where clearly a noticeable reduction in the common-mode voltage is
achieved without affecting the current control.

11.4.3 Input Reactive Power Reduction

Predictive current control with a reduction of the input reactive power in a matrix con-
verter was proposed in [10, 11]. This control scheme and the required system models are
explained in Chapter 7. The cost function for this control scheme consists of a primary
term for output current control, expressed in orthogonal coordinates, and a secondary term
for reduction of the input reactive power:

g = |i∗α − ipα | + |i∗β − i
p

β | + λQ|Qp| (11.5)

The additional term in the cost function is the predicted input reactive power Qp with
its corresponding weighting factor λQ.

In order to evaluate and select the value of λQ, the measures of performance of the
system are the RMS current error and the input reactive power magnitude Q.

The results of the tuning procedure are depicted in Figure 11.4a. Since this cost func-
tion belongs to the same classification as the previous two examples, it is expected
to present similar measurement evolution with increasing λQ. As in the previous case,
the input reactive power seems to be very decoupled from the load current, hence the
current error remains very low for a wide range of λQ. It becomes easy to obtain a suit-
able value by considering 0.05 ≤ λQ ≤ 0.25. This can be corroborated by the results
given in Figure 11.4b, showing an important reduction of the input reactive power
for λQ = 0.05.

11.4.4 Torque and Flux Control

A good example of a cost function with equally important terms is the predictive torque
and flux control for an induction machine, which is explained in Chapter 8. Here, the
objective of the control algorithm is to simultaneously control the electrical torque Te and
the magnitude of the stator flux ψ s . This objective can be expressed as a cost function with
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Figure 11.3 (a) Weighting factor influence on the current error and the common-mode volt-
age. (b) Results comparison for different weighting factors (load current and common-mode
voltage) (Cortes et al ., 2009 © IEEE)

two terms, torque error and flux error, and the weighting factor must handle the difference
in magnitude and units between these two terms, as proposed in [12]. A different approach
consists of using a normalized cost function where each term is divided by its rated value,
resulting in

g = (T ∗
e − T

p
e )2

T 2
er

+ λψ

(|ψ s |∗ − |ψ s |p)2

|ψ sr |2
(11.6)

Using this cost function, the same importance is given to both terms using λψ = 1, as
proposed in [13]. However, the optimal value can be different, depending on the defined
criteria for optimal operation.
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Figure 11.4 (a) Weighting factor influence on the current error and the input reactive power.
(b) Results comparison for different weighting factors (load current and input reactive power)
(Cortes et al ., 2009 © IEEE)

In order to evaluate the performance of the control for different values of the weighting
factor λψ , the RMS torque error and RMS stator flux magnitude error are defined as
measures of performance.

A branch and bound algorithm starting with λψ = 0.01,0.1,1,10, and 100 first gave
the interval 0.1 ≤ λψ ≤ 1, and then 0.5 ≤ λψ ≤ 1, with very small differences. Finally
λψ = 0.85 was chosen. Note that the obtained optimal value is very close to the initial
value of λψ = 1.

Figure 11.5a shows extensive results considering many more values of λψ (note that
the values are represented in log10 scale), to show that the branch and bound method
really has found a suitable solution.

Results for different values of λψ , including λψ = 0.85, are given in Figure 11.5b
to show the performance achieved by the predictive torque and flux control. Note that
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λψ = 0.85 presents a very good combination of torque step response and steady state,
flux control, and load current waveforms.

11.4.5 Capacitor Voltage Balancing

As presented in Chapter 5, the NPC inverter has two DC link capacitors in order to
generate three voltage levels at the output of each phase. These voltages need to be
balanced for proper operation of the inverter. If this balance is not controlled, the DC link
voltages will drift and introduce considerable output voltage distortion, not to mention
that the DC link capacitors could be damaged by overvoltage, unless they are overrated.
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voltages, dynamic behavior) (Cortes et al ., 2009 © IEEE)
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This control requirement can be considered in the predictive current control scheme
by introducing an additional term in the cost function. The resulting cost function is
expressed as

g = 1

isn

[|i∗α − ipα | + |i∗β − i
p

β |] + λ�C

Vcn

|�V p
c | (11.7)

where �V
p
c is the predicted voltage unbalance and λ�C is the weighting factor to be

adjusted. Note that the cost function terms have been normalized considering the values
of rated current isn and rated DC link capacitor voltage Vcn, as indicated in the first step
of the adjustment procedure.

The measures that will be used to evaluate the weighting factor λ�C are the RMS
values of the current error and of the voltage unbalance.

A branch and bound algorithm starting with λ�C = 10−2, 10−1, 1, 101, and 102 first
gave the interval 1 ≤ λ�C ≤ 10; after this first evaluation two additional iterations were
necessary until very small differences were obtained between the extremes of the interval.
Finally λ�C = 1.05 was chosen. Figure 11.6a shows extensive results considering many
more values (note that the values are represented in log10 scale), to show that the branch
and bound method really has found a suitable solution.

Results for different λ�C , including λ�C = 1.05, are given in Figure 11.6b to show
the performance achieved by the MPC. Note that for λ�C = 0, which normally is not
allowed since it does not control the unbalance producing the maximum drift of the
DC link capacitors, the load voltage only presents five different voltage levels, while
nine levels should appear in the load phase-to-neutral voltage (since the NPC has three
levels in the converter phase-to-neutral voltage). Only five appear since the NPC is not
generating three output levels but only two, due to the voltage drift of its capacitors.
On the other hand, λ�C = 100 controls the voltage unbalance very accurately; it even
makes voltage unbalance so important in the cost function that it avoids generation of
those switching states that produce unbalance, eliminating voltage levels at the output and
increases the switching frequency, as can be seen in the load voltage of Figure 11.6b.
Finally, the selected weighting factor value λ�C = 1.05 presents the nine load voltage
levels, controls the load current, and keeps the capacitor voltages balanced.

11.5 Summary

This chapter presents an empirical procedure for adjusting the weighting factors of the
cost function in a predictive control scheme.

Three types of cost function have been identified and a procedure for each type is
presented. In this way, the first stage of weighting factor adjustment is to identify the
type of cost function that will be used in the control.

At least two different figures of merit or system parameters have to be considered,
depending on the application, to settle the trade-off present in the design choice of the
weighting factors.

For cost functions with a primary control objective and secondary terms, the starting
point is λ = 0. Then increments in the value of λ are tested until the desired behavior is
obtained (branch and bound can also be used).
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For cost functions with equally important terms, the cost function must be normalized,
and then the weighting factor must be set to λ = 1. With this value the system will be
controlled and, for fine tuning, branch and bound can be used or slight variations of λ

around 1 can be tested.
Examples of the presented procedures are provided for adjusting the weighting factors

of several predictive control applications.
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12
Delay Compensation

12.1 Introduction

When control schemes based on model predictive control (MPC) are implemented exper-
imentally, a large number of calculations are required, introducing a considerable time
delay in the actuation. This delay can deteriorate the performance of the system if not
considered in the design of the controller.

Compensation of the calculation delay has been considered in several works published
to date [1–5]. Similar compensation methods have also been proposed for other predictive
control schemes such as deadbeat control [6].

Another source of delay in these types of control schemes appears due to the need for
future values of the reference variables in the cost function. Usually, the future reference
is considered to be the same as the actual reference, which is a good assumption when the
reference is a constant value or the sampling frequency is much higher than the frequency
of the reference variable. However, during transients and with sinusoidal references, a
delay between the controlled and reference variables appears. In order to eliminate this
delay, the future reference variables need to be calculated. Some simple extrapolation
methods for calculating the future reference variables are presented in this chapter.

12.2 Effect of Delay due to Calculation Time

The control of a three-phase inverter with a passive load (resistive–inductive) is used
as an example application for explaining the effects of the delay due to calculation time
and the delay compensation method. However, the same ideas are valid for all predictive
control schemes.

The predictive current control scheme using MPC is shown in Figure 12.1 and consists
of the following steps:

1. Measurement of the load currents.
2. Prediction of the load currents for the next sampling instant for all possible switching

states.
3. Evaluation of the cost function for each prediction.

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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4. Selection of the switching state that minimizes the cost function.
5. Application of the new switching state.

The predictive control algorithm can also be represented as the flowchart presented in
Figure 12.2. As can be seen in this figure, calculation of the predicted current and cost
function is repeated as many times as there are available switching states, leading to a
large number of calculations performed by the microprocessor.

In the case of current control, the cost function is defined as the error between
the reference current and the predicted currents for a given switching state, and is
expressed as

g = ∣∣i∗α(k + 1) − ip
α(k + 1)| + |i∗β(k + 1) − i

p
β(k + 1)

∣∣ (12.1)

where i∗α and i∗β are the real and imaginary parts of the reference current vector, and i
p
α

and i
p
β are the real and imaginary parts of the predicted load current vector ip(k + 1). The

predicted load current vector is calculated using a discrete-time model of the load, which
is a function of the measured currents i(k) and the inverter voltage (the actuation) v(k),
and is expressed as

ip(k + 1) =
(

1 − RTs

L

)
i(k) + Ts

L
v(k) (12.2)

where R and L are the load resistance and inductance, and Ts is the sampling time.
To graphically illustrate the predictive current control, only iβ is shown in Figure 12.3.

This simplifies the example as the seven different voltage vectors produce only three
different values for their β component and hence there are only three possible trajectories
for iβ . In this figure, the dashed lines represent the predictions for iβ , as given by (12.2),
and the solid line is the actual trajectory given by the application of the optimum voltages
obtained by minimization of the cost function (12.1).

In the ideal case, the time needed for the calculations is negligible and the predictive
control operates as shown in Figure 12.3. This ideal case is shown for comparison. The
currents are measured at time tk and the optimal switching state is calculated instantly.
The switching state that minimizes the error at time tk+1 is selected and applied at time tk .
Then, the load current reaches the predicted value at tk+1.

As the three-phase inverter has seven different voltage vectors, the predicted cur-
rent (12.2) and the cost function (12.3) are calculated seven times. In this way, depending
on the sampling frequency and the speed of the microprocessor used for the control, the
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Figure 12.1 Predictive control scheme for a three-phase inverter
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Figure 12.2 Flowchart of the predictive current control

time between measurement of the load currents and application of the new switching state
can be considerable.

If the calculation time is significant compared to the sampling time, there will be a delay
between the instant at which the currents are measured and the instant of application of
the new switching state, as shown in Figure 12.4. During the interval between these two
instants, the previous switching state will continue to be applied. As can be observed in the
figure, the voltage vector selected using measurements at tk will continue being applied
after tk+1, making the load current move away from the reference. The next actuation
will be selected considering the measurements in tk+1 and will be applied near tk+2. As a
consequence of this delay, the load current will oscillate around its reference, increasing
the current ripple.
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zero (ideal case) (Cortes et al., forthcoming © IEEE)
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Figure 12.4 Operation of the predictive current control with delay and without compensation:
long calculation time (real case) (Cortes et al., forthcoming © IEEE)

12.3 Delay Compensation Method

A simple solution to compensate this delay is to take into account the calculation time
and apply the selected switching state after the next sampling instant. In this way, the
control algorithm is modified as follows:

1. Measurement of the load currents.
2. Application of the switching state (calculated in the previous interval).
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3. Estimation of the value of the currents at time tk+1, considering the applied
switching state.

4. Prediction of the load currents for the next sampling instant tk+2 for all possible
switching states.

5. Evaluation of the cost function for each prediction.
6. Selection of the switching state that minimizes the cost function.

The predictive control algorithm with delay compensation can also be represented as
the flowchart presented in Figure 12.5. Compared to the original control algorithm shown
in Figure 12.2, application of the new voltage vector is moved to the beginning, and the
estimation of the currents at time tk+1 is added. Note that the estimation of the currents
increases the calculation time, but only marginally because it must be calculated only once.

The operation of the predictive control with compensation delay is shown in Figure 12.6.
Here, the measured currents and the applied switching state at time tk are used in (12.2)
to estimate the value of the load currents at time tk+1. Then, this current is used as a
starting point for the predictions for all switching states. These predictions are calculated
using the load model shifted one step forward in time:

ip(k + 2) =
(

1 − RTs

L

)
î(k + 1) + Ts

L
v(k + 1) (12.3)

where î(k + 1) is the estimated current vector and v(k + 1) is the actuation to be evaluated.
The cost function is modified for evaluation of the predicted currents ip(k + 2),

resulting in

g = |i∗α(k + 2) − ip
α(k + 2)| + |i∗β(k + 2) − i

p
β(k + 2)| (12.4)

and the switching state that minimizes this cost function is selected and stored to be
applied at the next sampling instant.

Operation of the predictive current control method with a large delay due to the cal-
culations is shown in Figure 12.7. It can be seen that the ripple in the load currents is
considerable when the delay is not compensated. The delay compensation method reduces
the ripple and operation is similar to the ideal case.

Note that cost functions (12.2) and (12.3) require future values of the reference currents
i∗(k + 1) and i∗(k + 2), respectively. The calculation of these values is discussed in the
next section.

12.4 Prediction of Future References

In the predictive control strategies presented throughout this book, the cost function is
based on the future error, that is, the error between the predicted variable and the reference
at the next sampling instant. This means that future references need to be known.

In general, future references are not known, so they need to be estimated. A very
simple approach, based on the assumption that the sampling frequency is much higher
than the frequency of the reference signal, considers that the future value of the reference
is approximately equal to the present value of the reference.
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For the predictive current control example it can be assumed that i∗(k + 1) = i∗(k),
and the cost function can be rewritten as

g = |i∗α(k) − ip
α(k + 1)| + |i∗β(k) − i

p
β(k + 1)| (12.5)

This approximation will lead to a one-sample delay in the reference tracking of the
reference currents.

If compensation of the calculation time delay, presented in the previous section, is
considered, the reference i∗(k + 2) is required. Using the same idea, the future reference
can be assumed to be i∗(k + 2) = i∗(k), resulting in the cost function

g = |i∗α(k) − ip
α(k + 2)| + |i∗β(k) − i

p
β(k + 2)| (12.6)

and the reference tracking will present a two-sample delay.
The effect of the delay introduced by this approximation of future references is shown

in Figure 12.8. It can be seen that this delay is noticeable for larger sampling times like
Ts = 100 μs, but it is not visible when the sampling time is smaller.

It is common to use smaller sampling times in predictive control schemes, so this
approach is reasonable is those cases. When the references are constant at steady state
operation, this approach has no negative effects, and the two-sample delay can be observed
only during transients.

This approximation of future references has been used in most of the examples in
this book.
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12.4.1 Calculation of Future References Using Extrapolation

For sinusoidal references and large sampling times, the use of extrapolation methods for
the reference can compensate the delay in the reference tracking in predictive control
schemes.

A possible solution is to calculate the one-step-ahead prediction using the actual current
reference in the nth-order formula of the Lagrange extrapolation [7] by

î
∗
(k + 1) =

n∑
l=0

(−1)n−l

[
n + 1

l

]
i∗(k + l − n) (12.7)

For sinusoidal references, n = 2 or higher is recommended [7].
Using this extrapolation formula, the future reference i∗(k + 1) can be predicted, for

n = 2, with

î
∗
(k + 1) = 3i∗(k) − 3i∗(k − 1) + i∗(k − 2) (12.8)

Calculation of the future reference i∗(k + 2) is required when cost function (12.4) is
considered. This estimate can be calculated by shifting forward (12.8), giving

î
∗
(k + 2) = 3î

∗
(k + 1) − 3i∗(k) + i∗(k − 1) (12.9)

and, by substituting (12.8) into (12.9), the future reference can be calculated using only
present and past values of the reference current. The resulting expression for the calcula-
tion of i∗(k + 2) is

î
∗
(k + 2) = 6i∗(k) − 8i∗(k − 1) + 3i∗(k − 2) (12.10)

The reference current i∗(k) and the estimated future reference î
∗
(k + 1), calculated

using (12.8), are shown in Figure 12.9. It can be seen that a good estimate of the future
value of the current is obtained at steady state operation. However, some peaks appear
during step changes of the reference.

The estimated future reference î
∗
(k + 2) is also shown in Figure 12.9 and presents a

similar behavior than î
∗
(k + 1), but the peak during the step change is higher.

12.4.2 Calculation of Future References Using Vector Angle
Compensation

Taking into account the vectorial representation of the variables of a three-phase system,
it is possible to implement an estimate of the future reference by considering the change
in the vector angle during one sample time.

For example, the load current reference vector i∗ can be described by its magnitude I ∗

and angle θ :

i∗(k) = I ∗(k)ejθ(k) (12.11)
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Figure 12.9 Future reference using extrapolation for a sinusoidal reference with a step change in
amplitude

At steady state, it can be assumed that this vector rotates at an angular speed ω and
that the magnitude remains constant. In this way, the angle of the reference vector for
time tk+1 can be estimated as

θ(k + 1) = θ(k) + ωTs (12.12)

where Ts is the sampling time.
Considering (12.12) and I ∗(k + 1) = I ∗(k), the value of the future reference vector can

be estimated as

i∗(k + 1) = I ∗(k + 1)ejθ(k+1) = I ∗(k)ej (θ(k)+ωTs) (12.13)

and inserting (12.11) into (12.13) results in

i∗(k + 1) = i∗(k)ejωTs (12.14)

The same procedure can be used for the estimation of i∗(k + 2), assuming

θ(k + 2) = θ(k) + 2ωTs (12.15)

and I ∗(k + 2) = I ∗(k), resulting in

i∗(k + 2) = i∗(k)e2jωTs (12.16)

A vector diagram of the reference vector and future references calculated using this
method is shown in Figure 12.10.
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Figure 12.11 Future references using vector angle compensation for a sinusoidal reference with
a step change in amplitude

The reference current i∗(k) and the estimated future references î
∗
(k + 1) and î

∗
(k + 2),

calculated using (12.14) and (12.16), respectively, are shown in Figure 12.11. It can be
observed that a good estimate of the future value of the current is obtained at steady state
operation. The behavior of the estimated references during step changes of the reference
is better than that presented in Figure 12.9 for the extrapolation method.

Estimation of future references using vector angle compensation cannot be used for
single-phase systems.
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The improvement in the reference tracking, achieved with the prediction of future
references, is shown in Figure 12.12 for predictive current control. It can be seen that the
delay in the reference tracking is eliminated.

12.5 Summary

This chapter presents a method for compensating the time delay introduced by the calcu-
lation time of the predictive control algorithm. This simple compensation method allows
inclusion of this delay in the predictive model and avoids the appearance of large ripples
in the controlled variable.

Considering that in some cases the future value of the references is required, two
extrapolation methods for estimating future references are also presented in this chapter.
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13
Effect of Model Parameter Errors

13.1 Introduction

An important characteristic of model predictive control (MPC) is the explicit use of the
system models for selecting the optimal actuations. Considering that the parameter values
may vary in some systems while in other cases it is difficult to get a precise value of
the parameters, it is important to evaluate how MPC schemes behave in the presence of
errors in the model parameters.

Due to the nonlinear nature of the predictive control scheme presented in this book,
it is not possible to perform a simple analytical study in order to evaluate the behavior
of predictive control in the presence of model parameter errors. This chapter presents a
simple empirical approach to test the effect of model parameter errors at steady state and
transient operation of the system. As an example, the current control of a three-phase
inverter is considered. As references for a comparison of the results, a classical control
scheme based on PI controllers in rotating coordinates with PWM and the well-known
deadbeat controller, has been selected.

13.2 Three-Phase Inverter

The three-phase inverter shown in Figure 13.1 will be considered for the comparisons
presented in this chapter.

A resistive–inductive load is considered, where the following simple model describes
the dynamic behavior of the load current:

v = Ri + L
di
dt

(13.1)

This simple model will be used for the three control methods explained in the subse-
quent sections.

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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Figure 13.1 Three-phase inverter with resistive–inductive load

13.3 Proportional–Integral Controllers with Pulse Width
Modulation

13.3.1 Control Scheme

The use of PI controllers with a pulse width modulator is the method with the greatest
development and the most established in the literature [1–3]. Here, the current error is
compensated by the PI controllers, which generate the reference voltages that are inputs
to the modulator.

This control method can be implemented by considering a stationary or synchronous
reference frame for the load current vector [4]. In a stationary reference frame, the con-
trolled currents are sinusoidal signals and the PI controllers are not able to reduce the
error to zero. In a synchronous rotating d –q reference frame the load current components
are DC quantities and the PI controllers reduce the error to zero at steady state, hence
in this work a synchronous frame regulator is used. Considering the synchronous d –q

coordinates [5], the load model (13.1) can be expressed as follows:

vd = Rid + L
did

dt
− jωLiq (13.2a)

vq = Riq + L
diq

dt
+ jωLid (13.2b)

where ω is the angular frequency of the rotating frame, vd and vq are the components of
the voltage vector generated by the inverter in the rotating frame and id and iq are the
components of the load current vector in the rotating frame.

The equations (13.2a) and (13.2b) are the mathematical model of the system, which is
used in the design of the PI regulators. The selection of PI regulator parameters is a key
factor and must take into account the requirements of the system under control. There
are some tuning techniques that have been traditionally used to select the PI regulator
parameters. Hence a traditional tuning technique that has been adapted for microprocessor
control is used [6].

The control scheme for current control is shown in Figure 13.2. The measured currents
are transformed to the rotating coordinates frame and then the error is calculated by
considering the corresponding reference signals. The error signal is the input to the PI
controller that generates the reference voltages in rotating coordinates. This reference
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Figure 13.2 PI control with PWM block diagram

voltage is transformed to the stationary reference frame and enters the modulator that
generates the required gate signals for the inverter.

13.3.2 Effect of Model Parameter Errors

In order to analyze the behavior of the system under variation of its parameters, simula-
tions and experimental tests will be performed by varying only one of the parameters and
keeping the other one at its nominal value. The range is 3 to 15 mH in the case of the
inductance value and 5 to 20 � in the case of the resistance value. The nominal values
are 7 mH and 10 � respectively.

The effect of variation of the load parameter values has been investigated in terms of
the closed loop stability. The method used in previous works is to form the closed loop
characteristic equation and then plot the root locus [7]. The same method will be adopted
in this work for the case of PI control with PWM and deadbeat control.

Figure 13.3 shows the root locus plot when the parameter values have been varied
within the previously defined range. The PI regulator has been designed according to the
guidelines established in [6]. As can be observed, the system remains stable within the
range where both parameters are varied.
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Figure 13.3 Root locus using PI control. (a) Inductance value variation. (b) Resistance value
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13.4 Deadbeat Control with Pulse Width Modulation

13.4.1 Control Scheme

Deadbeat control is one of the most well-known predictive control methods, and was
proposed almost two decades ago [8, 9]. A typical control scheme for this method is
shown in Figure 13.4. The main advantages of this control scheme are fast dynamic
response and the possibility to use any modulation method such as PWM or space vec-
tor modulation (SVM). However, deadbeat control in its basic implementation is very
sensitive to variations in the load parameters.

The simple model (13.1) can be expressed in matrix notation where the currents in the
stationary frame are considered as state variables as follows:

[
i̇α
i̇β

]
=

[ −R/L 0
0 −R/L

] [
iα
iβ

]
+

[
1/L 0

0 1/L

] [
vα

vβ

]
(13.3)

where iα and iβ are the components of the load current vector i, and vα and vβ are the
components of the inverter voltage vector v.

Under the assumption that the variables are constant between sampling instants, the
system (13.3) can be discretized as follows:

i(k + 1) = �i(k) + �v(k) (13.4)

where
� = e−(R/L)T (13.5)

� =
∫ T

0
e−(R/L)τ dτ · 1

L
(13.6)

and T is the sampling time.
Based on the discrete-time model (13.4), the reference voltage vector can be obtained

in order to achieve zero current error at the next sampling instant:

v∗(k) = 1

�

[
i∗(k + 1) − �i(k)

]
(13.7)

Using (13.7) as input for the modulator, deadbeat control can be achieved.

i*(k) v*(k)

i(k)

Deadbeat
Controller Modulator

Inverter
Sa

Sb

Sc

Load
3

+−

Figure 13.4 Deadbeat control with PWM block diagram



Effect of Model Parameter Errors 195

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

Real Axis

Im
ag

in
ar

y 
A

xi
s

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

(a) (b)

Real Axis

Im
ag

in
ar

y 
A

xi
s

Figure 13.5 Root locus using deadbeat control. (a) Inductance value variation. (b) Resistance
value variation

13.4.2 Effect of Model Parameter Errors

The effect of variations of the parameter values within the predefined range is shown in
Figure 13.5 in the form of a root locus plot. It can be observed that the system remains
stable for the whole range. However, it can also be observed that there is a particular
case where one of the system closed loop poles is near the instability zone. This situation
occurs when the value of the inductance reaches its minimum value.

13.5 Model Predictive Control

MPC is a type of predictive control where a model of the system is used in order to predict
the behavior of the variables under control. The optimal input sequence is selected by
minimizing a cost function, which defines the desired behavior of the system. A simple
and effective implementation of MPC for current control in a voltage source inverter is
presented in [10]. The block diagram for this method is shown in Figure 13.6. A detailed
explanation of this control method can be found in Chapter 4.

The predictive model used for calculating the predicted currents is obtained by dis-
cretization (using the Euler method) of (13.3) for a sampling time T , and is expressed as

i(k + 1) =
(

1 − RT

L

)
i(k) + T

L
v(k) (13.8)

i*(k)

ip(k +1)i(k)

Minimization
of cost
function

Predictive
model

InverterSa

Sb

Sc

Load
3

7

Figure 13.6 MPC block diagram
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where v(k) is the voltage vector under evaluation and belongs to the set of seven voltage
vectors generated by the inverter.

The effect of each possible voltage state vector generated by the inverter on the behavior
of the load current is evaluated using a cost function. The cost function is defined in a
stationary reference frame as the absolute error between the reference current and the
predicted current:

g = |i∗α − ipα | + |i∗β − i
p

β | (13.9)

where i∗α and i∗β are the components of the reference current vector i∗, and i
p
α and i

p

β are
the components of the predicted load current vector i(k + 1).

13.5.1 Effect of Load Parameter Variation

Due to the nonlinear nature of this implementation of MPC, a root locus analysis is not
possible and a closed loop stability analysis is more complex. For this reason, an analysis
of the variation of the parameters will be performed in terms of the performance of the
controller, rather than the effect on the stability of the closed loop.

The predictive model (13.8) can be rewritten as follows:

i(k + 1) = Ki i(k) + Kvv(k) (13.10)

where Ki = (1 − RT/L) and Kv = T/L.
Note in (13.10) that the predicted current has two components, the first one in the same

direction as the actual current vector, and the another one in the direction of the seven pos-
sible voltage vectors. A variation in the resistance value only affects the weighting factor
Ki ; on the other hand, a variation in the inductance value affects both factors Kv and Ki .

It is possible to plot the effect of load parameter variations in the predicted currents at
steady state. It can be seen in Figure 13.7 that variations in the load inductance produce
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variations in the predicted load current vector change 	i. This will produce a variation in
the current ripple and a small variation in the current magnitude, because both weighting
factors are affected by a change in the value of the inductance, but the effect is more
noticeable in Kv . On the other hand, variations in the load resistance produce a radial
displacement of the predicted currents, resulting in variations in the predicted load current
amplitude, because only Ki is affected when the value of the resistance is varied.

13.6 Comparative Results

Simulations were performed for the three methods using MATLAB/Simulink, with nomi-
nal system parameters R = 10 �,L = 7 mH, and Vdc = 540 V. For the PI controller and
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Figure 13.8 Steady state waveforms of the load current, with nominal values of the parameters
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deadbeat control, the frequency of the carrier wave is 5 kHz and the sampling time is
200 μs. These values have been used for adjustment of the PI controller and in the model
of the deadbeat controller and MPC. Due to the absence of modulator and variable switch-
ing frequency in the MPC scheme, the sampling time T = 45 μs was chosen in order to
reach an average switching frequency comparable to the fixed switching frequency of
5 kHz of the other methods.

To compare the performance of the system under parameter variability it is neces-
sary to choose a performance index to evaluate significant aspects of the system under
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Figure 13.10 Response of the control methods for a step in the amplitude of the reference current,
with nominal values of the load parameters. (a) PI Control. (b) Deadbeat Control. (c) MPC

control [11]. According to [12], the RMS current error was chosen because this index is
suitable for evaluating how exactly the real current follows the reference current instan-
taneously.

Simulations were carried out to investigate the steady state performance of the system
under the three control methods. The current waveforms at steady state with nominal
parameters are shown in Figure 13.8. The three methods show good results, even in the
case of MPC where a small increment in the current ripple is noticeable, compared to the
other two methods.

The performance of each control method is evaluated by calculating the RMS error of
the load currents for variations of the load inductance value and the load resistance value.
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Figure 13.11 Response of the control methods for a step in the amplitude of the reference current,
with variations in the inductance value. (a) PI control. (b) Deadbeat control. (c) MPC

A plot of these results is shown in Figure 13.9. It can be observed that variations of the
inductance for values over 5 mH have a similar effect using the three methods. In the case
of variations in the resistance value, it can be observed that MPC and PI control have a
similar behavior in terms of steady state error. The performance of deadbeat control is
very good in the ideal case but is greatly affected by variations in the load parameters.

The transient behavior of the three control methods with nominal parameters is pre-
sented in Figure 13.10. It can be seen that MPC presents a faster dynamic response when
a step in the amplitude of the reference current is applied, compared to the other two
control methods.

In order to evaluate the dynamic response of the system under variations of the param-
eters, the same test as explained before is replicated. Figures 13.11 and 13.12 show the
effects when inductance and resistance values are changed respectively. It can be seen
that the dynamic performance of the PI controller is slightly affected by load parameter
variations, presenting a slower response in some cases. Deadbeat control reveals oscil-
lations with inductance changes and large amplitude errors when the load resistance is
different than the one used in the model. As was pointed out before in the root locus plot
(Figure 13.5), with a small value for the inductance, the root of the system is very close
to the zone of instability, generating oscillations when a step change occurs. MPC shows
changes in the ripple for inductance variations and small amplitude errors with resistance
variations. However, the fast dynamic response is almost unchanged.
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Figure 13.12 Response of the control methods for a step in the amplitude of the reference current,
with variations in the resistance value. (a) PI control. (b) Deadbeat control. (c) MPC

13.7 Summary

The effect of model parameter errors on the performance of MPC is presented in this
chapter. In order to avoid complex theoretical analysis, the performance of MPC is eval-
uated in comparison to two other well-known control methods.

It is shown that variations in the system parameter values can affect the performance
of MPC in terms of RMS error of the load currents; however, its dynamic performance
is not affected.
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Appendix A

Predictive Control
Simulation – Three-Phase Inverter

In this appendix three different power converter topologies, discussed previously in the
book, are analyzed in depth from a simulation implementation perspective. The objec-
tive of the appendix is to give the reader the necessary tools to understand and repli-
cate the implementation of predictive control algorithms using a simulation environment
(MATLAB®/Simulink® in this particular case). Simulation is a key stage in predictive
control design, since it provides valuable information on the control system performance
which is needed to adjust control parameters such as weighting factors in the cost func-
tion. In addition, simulation is a preliminary validation required prior to experimenting
on a real prototype. The case studies analyzed in this appendix are selected to range from
simple to more advanced design considerations in predictive control. They also cover most
of the elements and tools required to carry out all the controllers presented in this book.

This appendix does not review concepts presented previously in the book, and focuses
mainly on implementing the simulation. Therefore, reading the theoretical and conceptual
chapters related to the topologies addressed in this appendix is recommended.

A.1 Predictive Current Control of a Three-Phase Inverter

One of the most common converter topologies found in industry is the three-phase voltage
source inverter. Since several other converter topologies have operation principles that are
similar to those of the three-phase voltage source inverter, the simulation of the predictive
control algorithm in this converter can serve as a starting point for further developments.

Figure A.1 shows the MATLAB/Simulink model used for simulation of the predictive
current control of the voltage source inverter described in Chapter 4. The simulation
diagram is composed of five major elements: the references, coordinate transformations,
predictive control algorithm, inverter model, and load model.

The three-phase current references are generated by sine wave sources (block 1), which
are configured with the desired peak amplitude, frequency, and phase angle. The predictive
control algorithm can be directly implemented for three-phase currents. However, in order
to reduce the number of predictions, the control can be performed in two-phase complex

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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Figure A.1 Simulink model for simulation of predictive current control of a voltage source
inverter

coordinates (αβ coordinates). Since both the reference current and the load current mea-
surements are three-phase variables, the coordinate transformation needs to be applied to
each signal. In some applications where the reference current is already in αβ coordinates,
this step is not required. The transformation from abc to αβ coordinates can be accom-
plished through (4.17), which can be separated into its real and imaginary components by

iα = 2

3

(
ia − 1

2
ib − 1

2
ic

)
(A.1)

iβ = 2

3

(√
3

2
ib −

√
3

2
ic

)
(A.2)

These transformation equations are implemented in block 2 of the predictive control
diagram of Figure A.1, whose detailed layout is shown in Figure A.2.
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Figure A.2 Transformation from abc to αβ coordinates
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Figure A.3 Simulink model for the three-phase voltage source inverter

The core of the predictive control algorithm is implemented in an embedded MATLAB
function (block 3) whose inputs are the reference and measured currents expressed in
αβ coordinates. The block outputs are the gating signals to be applied to the inverter. The
MATLAB code for the predictive algorithm will be explained in detail in Section A.1.2.

The inverter is modeled as shown in Figure A.3, where the voltage of each inverter leg
with respect to the negative busbar (N) is calculated by multiplying the DC link voltage
by the corresponding gating signal, according to (4.5)–(4.7). In this model the DC link is
assumed to be an ideal DC source. The multiplication of the gating signal by the DC link
voltage inherently implies that the power semiconductors are modeled as ideal switches.

The load model for the simulation is shown in Figure A.4. This model is obtained for
the variables defined according to the topological description shown in Figure 4.2. From
Kirchhoff’s voltage law, the load voltages for each phase are given by

van = vaN − vnN (A.3)

vbn = vbN − vnN (A.4)

vcn = vcN − vnN (A.5)

The common-mode voltage vnN can be determined by adding (4.13)–(4.15), which yields

vaN + vbN + vcN

= L
d

dt
(ia + ib + ic) + R(ia + ib + ic) + (ea + eb + ec) + 3vnN (A.6)

Considering the star connection of the load, Kirchhoff’s current law states that
ia + ib + ic = 0 in (A.6). Furthermore, assuming that the load back-emf is a balanced
three-phase voltage, ea + eb + ec is also zero. Replacing both conditions in (A.6) and
solving for vnN gives the following expression for the common-mode voltage:

vnN = 1

3
(vaN + vbN + vcN) (A.7)

The dynamics of the resistive–inductive load are represented through linear
continuous-time transfer functions, which are obtained by substituting (A.3)–(A.5) into
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(4.13)–(4.15) to yield

van = L
dia

dt
+ Ria + ea (A.8)

vbn = L
dib

dt
+ Rib + eb (A.9)

vcn = L
dic

dt
+ Ric + ec (A.10)

By applying the Laplace transform to (A.8)–(A.10), the transfer functions from voltage
to current at the RL load are obtained:

Ia

Van − Ea

= 1

Ls + R
(A.11)

Ib

Vbn − Eb

= 1

Ls + R
(A.12)

Ic

Vcn − Ec

= 1

Ls + R
(A.13)

where the upper case variables represent the Laplace transforms of the respective lower
case variables in the time domain. The output of the transfer functions is the load
current of each phase, while their input is a voltage obtained by subtracting the back-emf
from the corresponding load voltage. The back-emf is considered to be sinusoidal with
constant amplitude and frequency, and is simulated by standard sine wave blocks.
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A.1.1 Definition of Simulation Parameters

The values of all the parameters required by the model blocks can be defined directly in
each block, initialized in the work space of MATLAB or contained in a m-file that needs
to be executed before starting the simulation. The latter allows one to easily initialize and
edit the simulation parameters, and reduces the risk of mismatches between the different
blocks of the model. The code for the m-file with the parameter definition is presented
in Code A.1. The sampling time (Ts) of the predictive algorithm is configured in line 4.
Lines 6 to 9 in the code are used to set the load parameters, namely resistance (R),
inductance (L), back-emf peak amplitude (e), and back-emf frequency (f_e); the DC link
voltage (Vdc) is defined in line 10. The reference current amplitude (I_ref_peak) and
frequency (f_ref) are defined in lines 12 and 13, respectively. For both the reference
current and the back-emf the frequency is given in rad/s, as required by the Simulink sine
wave blocks used for generating those signals.

The eight available voltage vectors of the inverter are also defined in this m-file (lines
15 to 23), according to Table 4.2. The corresponding switching states for each vector are
also defined (line 25), so that the predictive algorithm is able to select one of these states
for the controller output.

Code A.1 Parameters for the predictive control simulation.

1 % Variables required in the control algorithm
2 global Ts R L v states
3 % Sampling time of the predictive algorithm [s]
4 Ts = 25e-6;
5 % Load parameters
6 R = 10; % Resistance [Ohm]
7 L = 10e-3; % Inductance [H]
8 e = 100; % Back-EMF peak amplitude [V]
9 f_e = 50*(2*pi); % Back-EMF frequency [rad/s]
10 Vdc = 520; % DC-link voltage [V]
11 % Current reference
12 I_ref_peak = 10; % Peak amplitude [A]
13 f_ref = 50*(2*pi); % Frequency [rad/s]
14 % Voltage vectors
15 v0 = 0;
16 v1 = 2/3*Vdc;
17 v2 = 1/3*Vdc + 1j*sqrt(3)/3*Vdc;
18 v3 = -1/3*Vdc + 1j*sqrt(3)/3*Vdc;
19 v4 = -2/3*Vdc;
20 v5 = -1/3*Vdc - 1j*sqrt(3)/3*Vdc;
21 v6 = 1/3*Vdc - 1j*sqrt(3)/3*Vdc;
22 v7 = 0;
23 v = [v0 v1 v2 v3 v4 v5 v6 v7];
24 % Switching states
25 states = [0 0 0;1 0 0;1 1 0;0 1 0;0 1 1;0 0 1;1 0 1;1 1 1];

In addition to the parameters of the block, Simulink also requires definition of the
simulation parameters (such as solver type, start/stop time, etc.). The most important
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Table A.1 Suggested simulation configuration
parameters

Parameter Value

Start time 0.0 [s]
Stop time 0.15 [s]
Solver type Fixed step
Solver ode 5 (Dormand–Prince)
Fixed-step size 1e-6 [s]
Tasking mode Singletasking

configuration parameters of the simulation are presented in Table A.1. The remaining
configuration parameters are set by default.

A.1.2 MATLAB® Code for Predictive Current Control

The predictive algorithm was implemented using an embedded MATLAB function block
(block 3 in Figure A.1). This block must be configured to operate with a discrete update
method at the sample time defined for the predictive algorithm (Ts, as explained in
Section A.1.1). This configuration can be easily done using the Simulink model explorer,
which also allows the variables of the algorithm to be defined as inputs, outputs,
or parameters.

The algorithm for the predictive current control method, as explained in Section 4.8,
is presented in Code A.2. The first line of the code declares the control function, where
the outputs are the three gating signals Sa, Sb, and Sc. The inputs of the algorithm are
the reference current (I_ref) and the measured current (I_meas), both expressed in αβ

coordinates. The remaining arguments of the function are parameters required for current
prediction and output state selection.

The algorithm in this example requires two variables to be recalled from the previous
sampling instant: the optimum vector selected by the algorithm (x_old) and the instant
current measurement (i_old). These variables are used to estimate the load back-emf,
given by (4.23) in Section 4.6. Lines 5 to 8 are used to declare these persistent variables
and initialize their values, while the back-emf (e) is estimated in line 15.

The reference current (ik_ref) and the measured current (ik) at sampling instant k are
accessed in lines 11 and 13 of the code, respectively; the value of the current at instant
k − 1 is updated in line 17.

The optimization procedure is performed by the code segment between lines 18 and
29. The procedure sequentially selects one of the eight possible voltage vectors (line 20)
and applies it to the equation in line 22 in order to obtain the current prediction at
instant k + 1 (ik1). The cost function in line 24 is used to evaluate the error between the
reference and the predicted current in the next sampling instant for each voltage vector.
The optimal values of the cost function (g_opt) and the optimum voltage vector (x_opt)
are selected using the code in lines 26 to 29. The value of (g_opt) is initialized with a
very high number in line 9. The value of the previous optimum voltage vector is updated
in line 32. Finally, the output switching states corresponding to the optimum voltage
vector are generated between lines 34 and 36.
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Code A.2 Predictive control algorithm.

1 function [Sa,Sb,Sc] = control(I_ref,I_meas)
2 % Variables defined in the parameters file
3 global Ts R L v states
4 % Optimum vector and measured current at instant k-1
5 persistent x_old i_old
6 % Initialize values
7 if isempty(x_old), x_old = 1; end
8 if isempty(i_old), i_old = 0+1j*0; end
9 g_opt = 1e10;
10 % Read current reference inputs at sampling instant k
11 ik_ref = I_ref(1) + 1j*I_ref(2);
12 % Read current measurements at sampling instant k
13 ik = I_meas(1) + 1j*I_meas(2);
14 % Back-EMF estimate
15 e = v(x_old) - L/Ts*ik - (R - L/Ts)*i_old;
16 % Store the measured current for the next iteration
17 i_old = ik;
18 for i = 1:8
19 % i-th voltage vector for current prediction
20 v_o1 = v(i);
21 % Current prediction at instant k+1
22 ik1 = (1 - R*Ts/L)*ik + Ts/L*(v_o1 - e);
23 % Cost function
24 g = abs(real(ik_ref - ik1)) + abs(imag(ik_ref - ik1));
25 % Selection of the optimal value
26 if (g<g_opt)
27 g_opt = g;
28 x_opt = i;
29 end
30 end
31 % Store the present value of x_opt
32 x_old = x_opt;
33 % Output switching states
34 Sa = states(x_opt,1);
35 Sb = states(x_opt,2);
36 Sc = states(x_opt,3);
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Predictive Control
Simulation – Torque Control of an
Induction Machine Fed by a
Two-Level Voltage Source Inverter

Figure B.1 shows the MATLAB®/Simulink® model used for simulation of the predic-
tive torque control (PTC) of an induction machine fed by a two-level voltage source
inverter described in Chapter 8. The simulation diagram contains six main elements: ref-
erence speed generation, PI speed controller, predictive control algorithm, inverter model,
coordinate transformation, and induction machine model.

The reference speed (block 1) in the simulation layout can be a constant, a step block,
or any other signal according to the simulation needs. For the reference speed tracking, a
PI controller (block 2) is used. The PI controller receives the error signal and computes
the torque reference for the predictive controller. Figure B.2 shows a discrete-time
implementation of the PI controller. There are two tuning parameters in this controller:
the proportional gain Kp and the integral gain Ki. For the design of these parameters,
the transfer function between the rotor speed and the electrical torque is obtained from
(8.12) through application of the Laplace transform:

ωm(s)

T (s)
= 1

J s
(B.1)

Starting from (B.1), a variety of well-known methods for the design of PI controllers
can be applied. The values of the controller parameters employed in this simulation will
be presented in Section B.1.

A saturation block is included at the output of the PI controller in order to keep
the amplitude of the torque reference within the limits of the simulated machine. The
presence of this constraint can give rise to the windup phenomenon, which occurs when
the integrator in the controller continues to integrate while the input is limited, and has a
detrimental effect on the transient response. A simple anti-windup scheme implemented in

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
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this simulation operates by comparing the absolute value of the output reference torque to
the limit imposed on this variable. The output of the comparator can take values of 1 or 0
and multiplies the input signal to the integrator. In case the magnitude of the reference
torque is under the limit, the output of the comparator is 1 and the integrator operates
normally. On the other hand, when the output is saturated the input to the integrator is
zero, thus preventing the windup effect.

The reference stator flux magnitude corresponds to the second input of the predictive
controller, and is a constant generated by block 3 in Figure B.1. The predictive algorithm
is implemented in an embedded MATLAB function (block 4). This block also has the
measured rotor speed and stator currents as inputs, while its outputs are the gating signals



Appendix B 213

to be applied to the inverter. The MATLAB code for the predictive algorithm will be
explained in detail in Section B.2.

The two-level inverter (block 5) is modeled as explained in Section A.1 and is depicted
in Figure A.3. Since the induction machine model used in this simulation is developed in
the αβ frame, the output voltages of the inverter are processed by a coordinate conversion
block identical to that explained in Section A.1.

The dynamic model of the induction machine used in the simulation (block 8) is
shown in Figure B.3. This block has the stator voltage and the load torque as inputs,
while its outputs are the stator current and the rotor speed. It is possible to distinguish
three main parts in the model layout. In the first one, the α and β components of the
stator voltage are merged into a complex signal, which allows direct implementation
of the complex model explained in Section 8.2. The second section corresponds to the
stator and rotor dynamics, expressed by (8.14) and (8.15). There are two integrations
of complex signals in the model, one for each of the state variables (stator current and
rotor flux). Since the integrators in Simulink are not able to handle complex signals, the
integration is implemented separately for the real and imaginary components, as shown
in Figure B.4. The gain blocks in the model contain both the notation used for variables
in Section 8.2 (inside labels) and the notation used in the MATLAB code in Section B.1
(outside labels).

The third section of the model contains the calculation of the electromagnetic torque and
the mechanical subsystem of the machine. The electromagnetic torque can be expressed
as a function of two state variables of the model. For example, (8.11) presents two
possibilities: stator flux and stator current; and rotor flux and rotor current. For the sake
of simplicity, in this simulation the torque is calculated in terms of the same state variables
used for the rest of the model, that is, rotor flux and stator current:

T = 3

2
pIm{ψ̄r · is}. (B.2)

The dynamics of the rotor speed are given by (8.12), where the inputs are the electro-
magnetic torque T and the load torque disturbance Tl; the output is the rotor speed of
the machine ωm. As expressed by (8.13), the rotor speed needs to be multiplied by the
number of pole pairs p in order to obtain the electric rotor speed w.

B.1 Definition of Predictive Torque Control Simulation Parameters

The values of all the parameters required by the model blocks of the simulation are written
in a m-file, whose contents are presented in Code B.1. The sampling time for the PTC is
defined in line 4 of the code. The parameters for the discrete PI speed controller are given
between lines 6 and 8. Lines 10 to 18 are used to define the machine parameters. The
nominal stator flux (sf_nom) in line 17 is used as the stator flux reference for the predictive
controller (block 3 in Figure B.1), whereas the nominal torque (T_nom) in line 18 fixes
the limits for the saturator inside the PI controller. The DC link voltage of the inverter is
set in line 20. A number of auxiliary constants introduced in (8.14) and (8.15) are defined
between lines 22 and 27. The equivalents of these variables to those defined in Section 8.2
are the following: ts= τs , tr= τr , sigma= σ , kr= kr , r_sigma= Rσ , t_sigma= tσ .
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Table B.1 Suggested simulation configuration
parameters

Parameter Value

Start time 0.0 [s]
Stop time 3.0 [s]
Solver type Fixed step
Solver ode 5 (Dormand–Prince)
Fixed-step size 1e-5 [s]
Tasking mode Singletasking

The weighting parameter lambda of the PTC is calculated in line 29 according to (8.28).
Finally, the voltage vectors of the inverter and the corresponding switching states are
defined between lines 31 and 41.

The most important configuration parameters of the simulation are presented in
Table B.1. The remaining configuration parameters are set by default.

B.2 MATLAB® Code for the Predictive Torque Control Simulation

The predictive controller was implemented using an embedded MATLAB function block
(block 4 in Figure B.1). It is important that this block is configured to operate at the
sampling time defined for the predictive algorithm in the previous section. Also, some
of the arguments of the control function should be defined as inputs while the rest cor-
respond to parameters. Both configurations can be easily done using the Simulink model
explorer.

The control algorithm, which was explained in Section 8.4, is presented in Code B.2.
The first line in the code declares the control function, where the outputs are the gating sig-
nals Sa, Sb, and Sc. The inputs of the algorithm are the torque and flux references (T_ref
and sflux_ref) and the measured rotor speed and stator current (wm and i_meas). The
remaining arguments of the function correspond to parameters required for the predictions
and output state selection.

The PTC algorithm requires two variables to be recalled from the previous sampling
instant: the optimum voltage vector selected by the algorithm (x_opt) and the stator flux
estimate (Fs). These variables are used to estimate the stator flux, according to (8.18).
Lines 4 to 6 are used to declare these persistent variables and to initialize their values,
whereas the stator flux (Fs) is estimated in line 8. The rotor flux is also estimated,
according to (8.22), in line 10.

The prediction–optimization procedure is performed with the code segment between
lines 12 and 31. The algorithm sequentially selects one of the eight available voltage
vectors (line 14) and applies it to the equations in lines 16 and 18 in order to obtain the
stator flux and current predictions at instant k + 1 (Fsp1 and Isp1, respectively). The
electromagnetic torque is also predicted in line 21. Then, the cost function in line 23 is
used to evaluate the error between the reference and predicted torque and stator flux in
the next sampling instant for each of the voltage vectors. The weighting factor lambda
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is employed to adjust the relative importance of the torque versus the flux control. The
optimum value of the cost function (g_opt), whose initial value is assigned in line 11,
is stored in lines 24 to 27. The optimum voltage vector (x_opt) is also selected in this
part of the algorithm. Finally, the output switching states that correspond to the optimum
voltage vector are sent to the outputs between lines 33 and 35.

Code B.1 Parameters for the PTC.

1 % Variables required by the control algorithm
2 global Ts Rs Lr Lm Ls p tr kr r_sigma t_sigma lambda v states
3 % Sampling time of the predictive algorithm [s]
4 Ts = 4e-5;
5 % PI speed controller parameters
6 Tsw = 0.002; % Sampling time of the PI controller [s]
7 Kp = 3.016; % Proportional gain
8 Ki = 0.141; % Integrative gain
9 % Machine parameters
10 J = 0.062; % Moment of inertia [kg m^2]
11 p = 1; % Pole pairs
12 Lm = 170e-3; % Magnetizing inductance [H]
13 Ls = 175e-3; % Stator inductance [H]
14 Lr = 175e-3; % Rotor inductance [H]
15 Rs = 1.2; % Stator resistance [Ohm]
16 Rr = 1; % Rotor resistance [Ohm]
17 sf_nom = 0.71; % Nominal stator flux [Wb]
18 T_nom = 20; % Nominal torque [Nm]
19 % DC-link voltage [V]
20 Vdc = 520;
21 % Auxiliary constants
22 ts = Ls/Rs;
23 tr = Lr/Rr;
24 sigma = 1-(((Lm)^2)/(Lr*Ls));
25 kr = Lm/Lr;
26 r_sigma = Rs+kr^2*Rr;
27 t_sigma = sigma*Ls/r_sigma;
28 % Weighting factor for the cost function of PTC
29 lambda = T_nom/sf_nom;
30 % Voltage vectors
31 v0 = 0;
32 v1 = 2/3*Vdc;
33 v2 = 1/3*Vdc + 1j*sqrt(3)/3*Vdc;
34 v3 = -1/3*Vdc + 1j*sqrt(3)/3*Vdc;
35 v4 = -2/3*Vdc;
36 v5 = -1/3*Vdc - 1j*sqrt(3)/3*Vdc;
37 v6 = 1/3*Vdc - 1j*sqrt(3)/3*Vdc;
38 v7 = 0;
39 v = [v0 v1 v2 v3 v4 v5 v6 v7];
40 % Switching states
41 states = [0 0 0;1 0 0;1 1 0;0 1 0;0 1 1;0 0 1;1 0 1;1 1 1];
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Code B.2 PTC algorithm.

1 function [Sa,Sb,Sc] = control(T_ref,sflux_ref,wm,i_meas)
2 % Variables defined in the parameters file
3 global Ts Rs Lr Lm Ls p tr kr r_sigma t_sigma lambda v states
4 persistent x_opt Fs
5 if isempty(x_opt), x_opt = 1; end
6 if isempty(Fs), Fs = 0 + 0i*1; end
7 % Stator flux estimate
8 Fs = Fs + Ts*(v(x_opt) - Rs*i_meas);
9 % Rotor flux estimate
10 Fr = Lr/Lm*Fs+i_meas*(Lm-Lr*Ls/Lm);
11 g_opt = 1e10;
12 for i = 1:8
13 % i-th voltage vector for current prediction
14 v_o1 = v(i);
15 % Stator flux prediction at instant k+1
16 Fsp1 = Fs + Ts*v_o1 - Rs*Ts*i_m_eas;
17 % Stator current prediction at instant k+1
18 Isp1 = (1+Ts/t_sigma)*i_meas+Ts/(t_sigma+Ts)*...
19 (1/r_sigma*((kr/tr-kr*1i*wm)*Fr+v_o1));
20 % Torque prediction at instant k+1
21 Tp1 = 3/2*p*imag(conj(Fsp1)*Isp1);
22 % Cost function
23 g = abs(T_ref - Tp1)+ lambda*abs(sflux_ref-abs(Fsp1));
24 if (g<g_opt)
25 g_opt = g;
26 x_opt = i;
27 end
28 end
29 %**************************************
30 % Optimization
31 [∼, x_opt] = min(g);
32 % Output switching states
33 Sa = states(x_opt,1);
34 Sb = states(x_opt,2);
35 Sc = states(x_opt,3);
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Predictive Control
Simulation – Matrix Converter

C.1 Predictive Current Control of a Direct Matrix Converter

As mentioned in Chapter 7, the matrix converter (MC) consists of an array of bidirectional
switches, which are used to directly connect the power supply to the load without using
any DC-link or large energy storage elements. Also, this is a more complex topology with
respect to the three-phase voltage source inverter; throughout its simulation and predictive
control algorithm implementation it will be demonstrated that this method can be applied
easily to this converter.

Figure C.1 shows the MATLAB®/Simulink® model used for simulation of the predic-
tive current control of the direct MC described in Chapter 7. The simulation diagram is
composed of six major elements: the references, predictive control algorithm, and AC-
supply, input filter, converter, and load models. The three-phase output current references
are generated by sine wave sources (block 1), which are configured with the desired peak
amplitude, frequency, and phase angle.

The core of the predictive control algorithm is implemented in an embedded MATLAB
function (block 2) whose inputs are the grid voltages and currents, capacitor voltages,
measured load currents, and reference load currents. The reference of the instantaneous
reactive power is set to zero in order to have zero instantaneous reactive power on the
input side of the system. The block outputs are the gating signals to be applied to the
direct MC. The MATLAB code for the predictive algorithm will be explained in detail in
Section C.1.2.

The AC-supply is generated by sine wave sources (block 3), which are configured with
the desired peak amplitude, frequency, and phase angle.

As mentioned in Chapter 7, an Lf Cf filter is required at the input of the converter to
reduce the high-frequency current harmonics caused by the switching operation and the
inductive nature of the AC-line. The filter model is indicated in block 4 and consists of
a second-order system described by (7.25) and (7.26). The inputs of this block are the

Predictive Control of Power Converters and Electrical Drives, First Edition. Jose Rodriguez and Patricio Cortes.
© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.
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Figure C.2 Simulink model of the input filter for simulation of predictive current control
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grid voltage and the converter currents, and the outputs are the capacitor voltages and
grid current as indicated in Figure C.2, where each block represents the filter stage of one
phase. The filter is implemented using the corresponding transfer functions, as detailed
in Figure C.3.
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The MC is modeled as shown in Figure C.4 and Figure C.5, where the phase-to-
neutral voltage of each output leg is calculated by multiplying the input voltage by the
corresponding gating signal, according to (7.2). Similarly, the input current vector is given
by the load currents and the corresponding gating signal, as indicated in (7.5).

The load model for the simulation is the same as the model shown previously. This
model is obtained for the variables defined according to the topological description shown
in Figure 7.1. The dynamics of the resistive–inductive load are represented through linear
continuous-time transfer functions, which are obtained according to (7.22).

C.1.1 Definition of Simulation Parameters

The code for the m-file with the definition of parameters is presented in Code C.1.
The sampling time (Ts) of the predictive algorithm is configured in line 4. The source
voltage (Vs) and frequency (fs) are set in lines 6 and 8, respectively. Lines 10 to 12 in
the code are used to set the input filter parameters, namely, inductance (Lf), resistance
(Rf), and capacitance (Cf). Lines 14 to 15 are used to set the load parameters, namely,
resistance (R), inductance (L). The reference current amplitude (i_ref) and frequency
(w_ref) are defined in lines 17 and 18, respectively. The frequency of the reference
current is given in rad/s, as required by the Simulink sine wave blocks used for generating
these signals. In (7.36), the weighting factor A handles the relevance of each objective
and this value is set in line 20. The state space model of the input filter is written in lines
22 to 26. By discretizing the filter model, using the MATLAB function c2d , the values
from 28 to 36 are obtained, which correspond to the constants of (7.31). The 27 available
switching states for each vector are also defined (lines 38 to 64), so that the predictive
algorithm is able to select one of these states for the controller output.

In addition to the parameters of the block, MATLAB/Simulink also requires definitions
for the simulation parameters (such as solver type, start/stop time, etc.). The suggested
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Figure C.4 Mathematical model of the direct MC

configuration parameters of the simulation are presented in Table C.1. The remaining
configuration parameters are set by default.

C.1.2 MATLAB® Code for Predictive Current Control with
Instantaneous Reactive Power Minimization

The predictive algorithm is implemented using an embedded MATLAB function block
(block 2 in Figure C.1). The sampling time Ts for the control algorithm is set in the
embedded MATLAB function block properties. In this example two objectives are accom-
plished: first, the output current presents a good tracking to its reference and, second, the
instantaneous reactive power on the input side is minimized.
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Table C.1 Simulation configuration
parameters

Parameter Value

Start time 0.0 [s]
Stop time 0.15 [s]
Solver type Fixed step
Solver ode 5 (Dormand–Prince)
Fixed-step size 1e-6 [s]

The algorithm for the predictive current control method, explained in Section 7.4.3, is
presented in Code C.2. As mentioned previously, the inputs of the algorithm are grid volt-
ages and currents, capacitor voltages, measured load currents, and reference load currents.
The remaining arguments of the function are parameters required for the input and load
current prediction and state selection. The most important section in this algorithm is given
between lines 10 and 39, where the prediction of the load current and the instantaneous
input reactive power is done for each possible switching state of the converter. In line 15
prediction of the input current is obtained, which is given by the measurement of the grid
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voltages, capacitor voltages, grid currents, and the prediction of the input current for each
switching state. The prediction of the input current is given in line 13, where it can be
seen that this current is synthesized by the switching states and the measurement of the
output currents. In order to simplify the calculations, a coordinate transformation is made
in lines 17 to 18. This input current prediction will be used for predicting the instanta-
neous reactive power, assuming that the measured grid voltage is similar to its prediction
in the k + 1 instant. Similarly, the output current prediction is obtained in line 26 based
on prediction of the output voltage which is given by the switching states and capacitor
voltages as indicated in lines 21 to 24. Following prediction of the necessary variables,
it is necessary to evaluate the cost function for each control objective. The first control
objective is the output current control, where the error between the output current refer-
ence and the prediction is given in line 31. A second control objective is minimization of
the instantaneous reactive power, which is given in line 32. Both objectives are merged
in a single so-called cost function as indicated in line 33. The optimization procedure is
performed by the code segment in line 35. The min function selects the minimal value
of the cost function and the corresponding switching states which minimize this cost
function. Then the optimal switching state is applied to the converter.

Code C.1 Parameters for the predictive control simulation.

1 % Declaration of global variables required by the
control algorithm

2 global Ts R L A Aq11 Aq12 Aq21 Aq22 Bq11 Bq12 Bq21 Bq22 S
3 % Sampling time of the predictive algorithm [s]
4 Ts = 10e-6;
5 % Source voltage [V]
6 Vs = 180;
7 % Source frequency [f]
8 ws = 2*pi*50;
9 % Input filter parameters
10 Lf = 400e-6;
11 Rf = 0.5;
12 Cf = 21e-6;
13 % Load parameters
14 R = 10;
15 L = 30e-3;
16 % References
17 i_ref = 8;
18 w_ref = 2*pi*30;
19 % Weighting factor instantaneous reactive power minimization
20 A = 0.008;
21 % Input filter model
22 Ai = [0 1/Cf; -1/Lf -Rf/Lf];
23 Bi = [0 -1/Cf; 1/Lf 0];
24 Ci = [1 0; 0 1];
25 Di = [0 0;0 0];
26 Gin = ss(Ai,Bi,Ci,Di);
27 % Discretization of the input filter model
28 Gq = c2d(Gin,Ts);
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29 Aq11 = Gq.a(1,1);
30 Aq12 = Gq.a(1,2);
31 Aq21 = Gq.a(2,1);
32 Aq22 = Gq.a(2,2);
33 Bq11 = Gq.b(1,1);
34 Bq12 = Gq.b(1,2);
35 Bq21 = Gq.b(2,1);
36 Bq22 = Gq.b(2,2);
37 % Valid switching states of the Matrix Converter
38 S(:,:,1) = [1 0 0; 0 1 0; 0 0 1];
39 S(:,:,2) = [1 0 0; 0 0 1; 0 1 0];
40 S(:,:,3) = [0 1 0; 1 0 0; 0 0 1];
41 S(:,:,4) = [0 1 0; 0 0 1; 1 0 0];
42 S(:,:,5) = [0 0 1; 1 0 0; 0 1 0];
43 S(:,:,6) = [0 0 1; 0 1 0; 1 0 0];
44 S(:,:,7) = [1 0 0; 0 0 1; 0 0 1];
45 S(:,:,8) = [0 1 0; 0 0 1; 0 0 1];
46 S(:,:,9) = [0 1 0; 1 0 0; 1 0 0];
47 S(:,:,10) = [0 0 1; 1 0 0; 1 0 0];
48 S(:,:,11) = [0 0 1; 0 1 0; 0 1 0];
49 S(:,:,12) = [1 0 0; 0 1 0; 0 1 0];
50 S(:,:,13) = [0 0 1; 1 0 0; 0 0 1];
51 S(:,:,14) = [0 0 1; 0 1 0; 0 0 1];
52 S(:,:,15) = [1 0 0; 0 1 0; 1 0 0];
53 S(:,:,16) = [1 0 0; 0 0 1; 1 0 0];
54 S(:,:,17) = [0 1 0; 0 0 1; 0 1 0];
55 S(:,:,18) = [0 1 0; 1 0 0; 0 1 0];
56 S(:,:,19) = [0 0 1; 0 0 1; 1 0 0];
57 S(:,:,20) = [0 0 1; 0 0 1; 0 1 0];
58 S(:,:,21) = [1 0 0; 1 0 0; 0 1 0];
59 S(:,:,22) = [1 0 0; 1 0 0; 0 0 1];
60 S(:,:,23) = [0 1 0; 0 1 0; 0 0 1];
61 S(:,:,24) = [0 1 0; 0 1 0; 1 0 0];
62 S(:,:,25) = [1 0 0; 1 0 0; 1 0 0];
63 S(:,:,26) = [0 1 0; 0 1 0; 0 1 0];
64 S(:,:,27) = [0 0 1; 0 0 1; 0 0 1];

Code C.2 Predictive control algorithm.

1 function [Sopt] = MC_control(I_ref,Io,Ve,Is,Vs);
2 % Declaration of global variables required by the

control algorithm
3 global Ts R L A Aq11 Aq12 Aq21 Aq22 Bq11 Bq12 Bq21 Bq22 S
4 % Output references in alpha-beta coordinates
5 Irefalpha = 2*(I_ref(1) - 0.5*I_ref(2) - 0.5*I_ref(3))/3;
6 Irefbeta = 2*(sqrt(3)*I_ref(2)*0.5 - sqrt(3)*I_ref(3)*0.5)/3;
7 % Initialization of the optimal value of the cost function
8 gopt = 1e10;
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9 % Calculation of predictions for the 27 switching states
10 for k = 1:27;
11 % input current vector is given by the switches state...
12 % and the load currents
13 Ie = S(:,:,k)’*Io;
14 % prediction of the source currents
15 Is_p_3f = Aq21*Ve + Aq22*Is + Bq21*Vs + Bq22*Ie;
16 % transformation to alpha-beta coordinates
17 Is_p_re = 2*(Is_p_3f(1) - 0.5*Is_p_3f(2)

- 0.5*Is_p_3f(3))/3;
18 Is_p_im = 2*(sqrt(3)*Is_p_3f(2)*0.5

- sqrt(3)*Is_p_3f(3)*0.5)/3;
19 % output voltage vector is given by the switches state...
20 % and the input voltage vector
21 VxN = S(:,:,k)*Ve;
22 Vo(1) = VxN(1) -(VxN(1) + VxN(2) + VxN(3))/3;
23 Vo(2) = VxN(2) -(VxN(1) + VxN(2) + VxN(3))/3;
24 Vo(3) = VxN(3) -(VxN(1) + VxN(2) + VxN(3))/3;
25 % prediction of the load currents
26 Io_p_3f = (1 - R*Ts/L)*Io + (Ts/L)*Vo;
27 % transformation to alpha-beta coordinates
28 Io_p_re = 2*(Io_p_3f(1) - 0.5*Io_p_3f(2)

- 0.5*Io_p_3f(3))/3;
29 Io_p_im = 2*(sqrt(3)*Io_p_3f(2)*0.5

- sqrt(3)*Io_p_3f(3)*0.5)/3;
30 % cost function calculation
31 g1 = (abs(Irefalpha - Io_p_re) + abs(Irefbeta-Io_p_im));
32 g2 = abs(Vs_p_re*Is_p_im - Vs_p_im*Is_p_re);
33 g = g1 + A*g2;
34 % optimization
35 if (g<gopt)
36 gopt = g;
37 eopt = k;
38 end
39 end
40
41 % Output switching states
41 SAa = S(1,1,eopt);
42 SBa = S(1,2,eopt);
43 SCa = S(1,3,eopt);
44 SAb = S(2,1,eopt);
45 SBb = S(2,2,eopt);
46 SCb = S(2,3,eopt);
47 SAc = S(3,1,eopt);
48 SBc = S(3,2,eopt);
49 SCc = S(3,3,eopt);
50 Sopt = [SAa SBa SCa SAb SBb SCb SAc SBc SCc;
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