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a  b  s  t  r  a  c  t

A  ThermoGravimetric  Analyser  with  Differential  Scanning  Calorimeter  (TGA-DSC)  has  been  simulated  to
evaluate  the  influence  of  different  parameters  on  thermal  lag.  Two  virtual  materials  with  selected  proper-
ties were  created  and  combined  with  two  heating  rates.  A three-dimensional  mesh  was  created  based  on
measurements  in  the  actual  TGA-DSC.  Specific  models  have  been  applied  and  boundary  conditions  have
eywords:
FD
GA
hermal lag

been  configured,  including  a programmed  Proportional  Integral  Derivative  (PID)  controller  to  regulate
temperature.  The  results  showed  that  a sample  with  a  lower  thermal  diffusivity  had  greater  temperature
differences  when  compared  to  the  furnace  temperature  than  a sample  with  a higher  thermal  diffusivity.
Biot  number  has also been  computed  to  analyse  temperature  differences  within  the  sample.  Thermal  dif-
fusivity  and  Biot  number  effects  were  miniscule  compared  to  the  heating  rate,  which  increased  sample
temperature  instability  and  temperature  differences  within  the sample.
. Introduction

Biomass combustion is the primary focus of our research group.
he fuel has different origins and compositions depending on its
ype, supplier, batch and storage conditions, making it necessary to
now the detailed composition in order to characterise it. An exter-
al laboratory performed a statistical analysis on a regular basis
ut, to increase the frequency of analysis and open new research
ossibilities regarding detailed experimental conversion data, a
GA-DSC (ThermoGravimetric Analyser with Differential Scanning
alorimeter) and a FTIR (Fourier Transformed InfraRed Spectrom-
ter) analyser were acquired.

The TGA consists of two crucibles held in a furnace within a con-
rolled environment, as shown in Fig. 1. The fuel sample is located
n one of the upper crucibles and the other one is used as reference.
oth of them sit on a bracket that rests on a precision balance exter-
al to the furnace to protect the balance from high temperatures.

 gas inlet conductor is placed on the base of the system to guide
weeping gas. Several layers are arranged on the exterior of the fur-
ace including a ceramic wall, an electric resistance, an isolating

ayer, a protective argon chamber and a water chamber for refrig-
ration. The sample undergoes a user-defined thermal cycle, and
he loss of mass and the heat flux exchanged through the system
re measured.
The FTIR allows the gases exiting the TGA-DSC to be measured
ualitatively and quantitatively. Several tests and a modification in
he TGA-DSC [1] were required to couple it with the FTIR, but this

∗ Corresponding author. Tel.: +34 986818624.
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adjustment allowed for improvement of the measurements taken
[2] and allowed for their use in biomass characterisation.

However, the need to control experimental conditions within
desirable parameters led to the present focus on the SETARAM
LABSYS TGA-DSC working principles [3].

In the TGA-DSC, three thermocouples are located in the furnace:
one centred on the bracket and two of them under the crucibles on
the same bracket, integrated in the DSC measuring device, as shown
in Fig. 2. The central thermocouple measures the temperature in
the centre of the upper volume of the furnace, which is assumed to
be the average furnace temperature. The system of thermocouples
located under the crucibles is employed to obtain DSC heat flux
data. The desired thermal cycle is input into the control system
of the device, which uses the central thermocouple temperature
to adjust the power supplied to the electrical resistance. Thus, the
temperature evolution in the furnace matches the set point value.
Small differences and mass data due to furnace characteristics are
corrected before each test by performing a blank test with no sam-
ple in the crucible. The blank test allows subtracting the unexpected
measurements of mass variation and DSC that may  take place dur-
ing the thermal cycle with no sample due to uncontrolled events
related with temperature evolution, such as buoyancy effects or
small DSC signals due to heat flux imbalances between crucibles.

The sample is placed in a 100 mm3 platinum crucible. A small
amount of the representative compound is generally used in order
to avoid complications that may  arise when the amount of mass
is increased, such as the intensification of thermal lag effects, even

at low heating rates. However, even when a small mass is used as
a sample, its local temperature can differ from the furnace tem-
perature. This usually appears as a delay known as thermal lag
[4]. The thermal lag effect has been taken into account in several

dx.doi.org/10.1016/j.tca.2012.08.008
http://www.sciencedirect.com/science/journal/00406031
http://www.elsevier.com/locate/tca
mailto:robcomesana@uvigo.es
dx.doi.org/10.1016/j.tca.2012.08.008
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Nomenclature

ag absorption coefficient
Bi Biot number
Cp specific heat capacity
e PID error
Ef,s energy flux to the sample
E�T energy stored as sensible heat
�F external body forces
�g gravity vector
h enthalpy
ht convective heat transfer coefficient
�hmel latent heat of fusion
It unit tensor
I radiation intensity
�JJ diffusion flux of species j
k thermal conductivity
Kd PID derivative constant
Ki PID integral constant
Kp PID proportional constant
Lc characteristic length
M molar mass
n refractive index
P pressure
Pvp operating pressure
�r radiation position vector
R ideal gas constant
�s radiation direction vector
Sm mass source
Sh volumetric heat sources
t time
tk time at actual time step
tk−1 time at previous time step
tk−2 time 2 time steps before
�t  time step size
T temperature
Tmel melting temperature
Ts cell temperature
u PID controller output
�v velocity vector
vi velocity component in direction i
V volume
xi i coordinate
xk k coordinate
Yliq liquid mass fraction

 ̨ thermal diffusivity
� molecular viscosity
� density
� Stefan–Boltzmann constant
�s scattering coefficient
�ij stress tensor
� scattering function

s
n
t
t
a
r
[
t

e

As sample temperature needs to be known at all times during the
study of these processes, the unknown thermal lag needs to be ana-
lysed to assess its influence on the data obtained. However, the
 ̋ solid angle

tudies regarding biomass pyrolysis [5–7]. When the thermal lag is
ot detected, the sample is assumed to be at the furnace tempera-
ure. Undetected thermal lag has been considered to be the origin of
he compensation effect [8] in biomass pyrolysis, which is based on

 linear relationship between enthalpies and entropies of different
eactions [9].  However, some authors do not share this conclusion

10,11] and defend that the compensation effect is independent of
hermal lag.

The amount of thermal lag that develops is dependent on sev-
ral variables. It is known that parameters such as sample size and
Fig. 1. TGA-DSC layout.

heating rate influence the amount of thermal lag and, moreover,
can affect other measurements such as the kinetic evaluations of
mass loss curves [12] versus temperature.

The biomass samples undergo several processes: drying, pyrol-
ysis and char combustion, when oxygen is present in the furnace
atmosphere. Some of these processes are endothermic, others are
exothermic and have different kinetics and complex mechanisms.
Fig. 2. Bracket and thermocouples.
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Table 1
Thermal lag simulation test data.

Property [units]\test A05 A50 B05 B50

Conductivity [W/m K] 0.05 0.05 400 400
Density [kg/m3] 104 104 104 104

Heat capacity [J/kg K] 800 800 800 800
Thermal diffusivity [m2/s] 6.3 × 10−9 6.3 × 10−9 5 × 10−5 5 × 10−5

Melting point [K] 400 400 400 400
Latent heat of fusion [J/kg] 2 × 104 2 × 104 2 × 104 2 × 104

Sample mass [mg] 79.36 79.36 79.36 79.36
Sample volume [mm3] 7.94 7.94 7.94 7.94
Heating rate [K/min] 5 50 5 50
Time step size [s] 5 5 5 5
Initial temperature [K] 300 300 300 300
Final temperature [K] 500 500 500 500
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The simulation of buoyancy in the water and argon cham-
bers limited the time step size dramatically, which can result in
an increased delay in the simulation time. Therefore, the argon

Table 2
Material properties employed in the simulation (data obtained from ANSYS FLUENT
13  and online databases).

Material Density
[kg/m3]

Specific heat capacity
[J/kg K]

Thermal
conductivity
[W/m K]

Aluminium 2719 871 202.4
Felt insulation 100 1380 0.0399
Nichrome
(electrical
resistance)

8400 450 11.3

Aluminium
oxide

386 850 30

Platinum
(crucibles)

21,450 130 71.599

Steel 8030 502.5 16.27
Nitrogen Incompressible

ideal gas
Polynomial: 938.89917
+  0.301791·T

0.0242
Simulated time [s] 2650 275 2650 275

ccurate measurement of the sample temperature is not possible
ithout a certain error, so this thermal lag is often present.

Therefore, in order to evaluate the influence of different param-
ters on thermal lag, a simulation of a TGA-DSC was  carried out.
ecause simulation conditions were controlled and properties were
learly defined, the influence of different sample characteristics
ould be analysed. The main advantage of this approach was  the
ossibility to calculate the temperature within the sample, which
llowed the internal conditions of the sample to be known during
he entire thermal cycle.

Because it is common to use a small sample inside these devices,
ariations due to different masses and volumes were neglected.
he material was a solid that melted at an intermediate tempera-
ure. Two heating rates were employed so that the temperature lag
ould be observed. The lower heating rate was  5 K/min, an order
f magnitude employed for phase change tests. The higher heating
alue was 50 K/min, a value near the maximum allowed by the real
quipment.

Two sample materials were defined to obtain two  thermal dif-
usivity values and were labelled as A and B. Thermal diffusivity
s a reference datum for the thermal inertia of the sample and it
s defined by material properties, as shown in Eq. (1),  where k is
he thermal conductivity, � is the density and Cp is the specific
eat capacity. Material properties were selected so that the two
hermal diffusivities obtained were quite different. The lower value
material A) is 6.3 × 10−9 m2/s, an order of magnitude below wood,
il or Nylon. This implies that thermal conductivity is significantly
ower than the energy storing capacity, so higher temperature dif-
erences between the sample and the environment will be likely
o appear. The higher value for thermal diffusivity (material B) is

 × 10−5 m2/s, which falls within a common range for many metals
nd gases such as air, argon, nitrogen, aluminium, steel or iron [13].

 = k

� · Cp
(1)

The selected higher and lower thermal diffusivity values
ombined with the selected heating rates led to four different simu-
ations. Only heating rate and thermal diffusivity are varied, while
he rest of the parameters are kept constant to isolate the effect
f the desired parameters on thermal lag. To match the aforemen-
ioned requirements, two virtual materials were created that were
ombined with two heating rates. Table 1 summarises the most
mportant characteristics that result from different combinations
f heating rates and thermal diffusivities.

By varying these parameters, the sample thermal condition is

ignificantly different, and its effect on the thermal lag can be ana-
ysed.
Fig. 3. Two-dimensional mesh overview and crucibles detail.

2. Modelling

The first step for the simulation setup was  to create the geo-
metric model. Necessary dimensions were measured on the actual
equipment and a realistic but slightly simplified CAD model was
created.

Based on the virtual model, the relevant surfaces were con-
verted into two-dimensional meshes, as shown in Fig. 3. A
three-dimensional mesh was created based on the aforementioned
two-dimensional mesh. Both the walls and the volumes generated
were labelled, and specific boundary conditions were applied as
described in Section 2.1.

The simulation configuration includes models that compute gas
movement over the domain (laminar flow), conduction through
the walls, convection with the surrounding surfaces and radiation.
The equations included in these models are presented in Section
2.2.  The main parameters are summarised in Tables 1 and 2 for the
domain materials and in Table 3 for the boundary conditions.
− 8.1092279e
−05·T2 + 8.2638918e−09·T3

− 1.537235e−13·T4
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Table 3
Summary of boundary conditions.

Boundary Configuration Value

Inlet Mass flow inlet N2 T = 300 K,
flow = 9.48 × 10−7 kg/s

Outlet Outflow –
External walls Convection T = 300 K,

h  = 15 W/m2 K
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Table 4
Optimised PID constants.

3. Results and discussion

Firstly, a check on temperature evolution inside the TGA-
DSC was  performed. In Fig. 4, the temperature measured by the

Table 5
Embedded ANSYS FLUENT 13 models employed in the simulation.

Model Equation

Mass conservation ∂�
∂t

+ ∇(��v) = Sm

Incompressible ideal gas
density

�  = Pvp ·Mw
T ·R

Laminar flow
(Navier–Stokes)

∂
∂t

(��v) + ∇(��v�v) = −∇(p) + ∇  ·{
�
[

(∇�v  + ∇�vT ) − 2
3 ∇ · �vI

]}
+ ��g + �F

Energy ∂
∂t

(�h) + ∂
∂xi

(�uih) =
∂

∂x
(k) ∂T

∂x
− ∂

∂x

∑
hj

�JJ + ∂p
∂t

+ (�ij)
∂ui
∂x

+ Sh
Walls in contact with argon
chamber

Convection T = 292 K,
h  = 5.7 W/m2 K

Internal walls Coupled –

nd water chambers were suppressed and replaced by a global
eat transfer coefficient. This simplifies the model and significantly
educes the simulation time without varying the original condition
f the furnace. Several simulations were performed to compute the
lobal coefficient. Virtual tests with and without this simplifica-
ion led to similar results, indicating that the modification did not
hange the real conditions.

.1. Boundary conditions

A complete set of boundary conditions was applied to simulate
he real working characteristics of the TGA-DSC.

The sweeping gas was nitrogen (N2), which entered the fur-
ace at 300 K at a rate of 9.48 × 10−7 kg/s (equivalent to 50 mL/min)
hrough a mass flow inlet. Additionally, an outlet was configured
s the outflow condition.

The walls were divided in various groups. The walls that were
n contact with ambient air received a convection coefficient of
5 W/m2 K and an external temperature of 300 K. Additionally,
he walls inside the argon chamber were configured with the
forementioned global heat transfer coefficient that includes the
ombined effect of argon and refrigerated water. This was intro-
uced to the simulation by a convection condition with an external
emperature of 292 K and a convection coefficient of 5.7 W/m2 K.
he remaining walls were defined as coupled, which allowed the
onvection on both sides of the wall and the conduction through
he wall to be computed by the software based on the material
roperties and the interaction between the wall and the fluid. A
ummary of aforementioned conditions is shown in Table 3.

The simulated and real TGA-DSCs should operate identically.
herefore, the heating process has also been programmed in the
imulation similarly to the temperature control in the experimen-
al equipment. The heating electrical resistance power W/m3 was
ontinuously governed by a Proportional Integral Derivative (PID)
ontroller based on the temperature data of the central thermocou-
le and the desired set point [14], as shown in Eq. (2):

(t) = Kp · e(t) + Ki ·
∫

e(t)dt + Kd · d(e(t))
dt

(2)

To be programmed, the control loop was discretised by employ-
ng the backward Euler method [15], as shown in Eq. (3):

(tk) = u(tk−1) + Kp · [e(tk) − e(tk−1)] + Ki · �t  · e(tk)

+ Kd

�t
·  [e(tk) − 2 · e(tk−1) + e(tk−2)] (3)

The PID output should positively coincide with the set point, and
o the three constants that control the output needed to be prop-
rly adjusted. A simulation was configured in which the thermal
esistance was fixed at its maximum power and the temperature

volution in the central thermocouple was monitored. This data
llowed the transfer function to be obtained, which was employed
n a Matlab Simulink [16] program that found the optimum con-
tants, shown in Table 4.
Kp Ki Kd

4.3217 0.042 174.6861

This model was implemented and the power on the electrical
resistance was  regulated based on a two-row matrix with time val-
ues in the first row and normalised desired temperatures in the
second.

2.2. Models

Several models were employed in the simulation, both embed-
ded on the commercial CFD code ANSYS FLUENT 13 (shown in
Table 5) and developed by the authors [17]. Those models account
for the laws that must be satisfied in every cell that belongs to the
furnace domain. Laminar conditions were applied to the gas move-
ment inside the furnace due to the low velocity present over the
entire domain under the experimental conditions selected.

A melting model was developed that allows the solid to melt
when heated and, if required, allows the liquid to return to solid
phase as the temperature decreases. The sample temperature in
each cell was allowed to exceed the melting temperature when
heating and to decrease below it when cooling. At the end of each
time step, the energy stored by the cell as sensible heat was com-
puted using Eq. (4),  where Ts and Tmel are the sample and melting
temperatures, respectively. The heat capacity employed is constant
and its value is shown in Table 1.

E�T = Cp · (Ts − Tmel) · � · V (4)

This energy was  employed in melting or solidifying the sample
in the cell. The liquid mass fraction was  increased or decreased
according to Eq. (5),  based on the energy computed in Eq. (4),  and
the temperature of the cell was fixed at the melting temperature.
In this process, sensible heat is converted into latent heat or vice
versa [18].

Yliq(t + �T) = Yliq(t) + E�T

�hmel · � · V
(5)

When the whole cell phase conversion was completed, the cell
temperature evolved according to the amount of energy exchanged
and its heat capacity. These equations model the phase transition
in the four tests which were simulated.
i i i

j

k

Radiation discrete
ordinates

∇(I(�r, �s)�s) = −(ag + �s)I(�r, �s) + ag ·n2

	 �T4 +
�s
4	

∫ 4	

0
I(�r, �s′)�(�s · �s′)d˝
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Fig. 4. Central thermocouple temperature versus time.

Fig. 5. Furnace and sample temperature contours in test A05.

Fig. 6. Difference between furnace and sample temperature versus furnace temperature on 5 K/min tests.
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entral thermocouple in the furnace was plotted as a function of
ime. Two groups were shown: tests at 5 K/min (A05 and B05)
nd 50 K/min rates (A50 and B50). Both tests are based on a set
oint that includes three phases: a short period of time at the
eginning to stabilise temperature, a constant rate temperature

ncrease up to 500 K and a constant temperature at 500 K. The TG-
SC can work up to 1300 K, but the range of interest was  centred
n the latent heat exchange temperatures, where the greatest dif-
erences arouse. The maximum temperature was limited to 500 K
o avoid increasing the tests duration and the computational cost.
he temperature set point was matched in both scenarios, and
emarkable repeatability was achieved for both tests with the same
ate.
The temperature on the TGA-DSC was also presented using con-
ours in Fig. 5, next to the sample temperature. The evolution was
imilar in both the sample and the furnace, but a more detailed
pproach was required.
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ure versus furnace temperature on 50 K/min tests.

For the 5 K/min tests, the difference between furnace tempera-
ture and average sample temperature versus furnace temperature
is shown in Fig. 6, and details on particular ranges are presented
in details A and B. The data plotted as furnace temperature are
always values of the central thermocouple. For both tests, the sam-
ple heated faster than the thermocouple in the beginning, but
after reaching a temperature of 330 K, the sample temperature
was lower. This difference reaches a maximum at 400 K during the
latent heat absorption, where the peak is formed. After the peak,
the temperature difference was  higher than before and increased
as the test advances.

Thermal diffusivity values indicated that sample B would be
closer to furnace temperature, as shown in the details A and B in

Fig. 6. In addition, sample B was  more sensitive to heat release from
the electrical resistance, and its temperature fluctuated.

The same analysis was performed for the 50 K/min tests, as
shown in Fig. 7. With this heating rate, the sample temperature

50048046044042000

atur e [K]

Tfurnac e-Twal l

Tfurnac e-Tsample

d sample and wall temperatures for A50 test.
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According to Eqs. (4) and (5),  the liquid mass fraction is com-
puted for each cell. The volume average liquid mass fraction is
computed for each time step and is shown in Figs. 13 and 14.
The effect of the thermal lag was  present in the phase change
Fig. 9. Differences between furnace and sample maximum and 

as usually higher than the furnace temperature. During the phase
hange, there was also peak showing the delay between the sample
nd furnace temperatures due to the latent heat absorption. Two
epresentative ranges are shown in details A and B in Fig. 7.

A possible explanation for a higher sample temperature is the
ncidence of radiation due to a higher temperature in the furnace

all as a result of the higher power required in the electrical resis-
ance to achieve the desired rate. Despite the low temperature
ifferences, the radiation can influence the sample temperature
ecause of the small sample mass and the proximity between the
rucibles and the walls due to the compactness of the furnace. Also,
he crucible surface is considerably larger than the thermocouple
urface, so the radiation effects are expected to be stronger in the
rucible. The differences between the furnace temperature and the
all and sample temperatures for A50 test are shown in Fig. 8.

However, mean sample temperature did not reveal all the infor-
ation about the process. The Biot number was computed for both

amples according to Eq. (6),  based on an average heat transfer
oefficient computed by simulation, the geometric data and its
roperties. The Biot number is a dimensionless index that compares
he importance of the heat transfer by convection on the surface
f the body and the conduction through its interior. It determines
he magnitude of the temperature gradient that is created in the
nterior of the body when a heat flux is applied.

i = ht · Lc

k
(6)

The values obtained were 1.06 × 10−3 for sample A and
.32 × 10−7 for sample B. Both indicated that an assumption of an

sothermal sample was allowed, but slight differences were clear
hen details were analysed. Firstly, 5 K/min rates were studied, as

hown in Fig. 9, where sample maximum and minimum temper-
tures were plotted versus furnace temperature. Sample B, with

 lower Biot number, had a homogeneous temperature over the
hole range, while sample A showed differences between maxi-
um  and minimum temperatures, as shown in details A and B in
ig. 9.
This effect was compared for the same furnace temperature in

he contours of Fig. 10.  For sample A, with a higher Biot number,
he temperature gradient was greater.
um temperatures versus furnace temperature on 5 K/min tests.

The same analysis was  performed for the 50 K/min tests.
Similarly, sample A showed greater temperature differences, as
presented in Fig. 11 and is enhanced in the details A and
B.

The differences in the temperature gradients are presented
using contours in Fig. 12,  where sample A again shows greater
differences. This indicates that a lower thermal diffusivity cre-
ated a greater delay between the furnace temperature and sample
A. Due to the influence of heat convection in the furnace and
geometric sample characteristics, a higher Biot number was  also
present for this sample and greater temperature gradients were
obtained.

Comparing the two  rates, a higher rate was observed to create
more instability between the sample and furnace temperatures and
increases the temperature differences within the sample, as shown
in Figs. 11 and 9.
Fig. 10. Sample temperature gradient in 5 K/min tests.
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Fig. 11. Differences between furnace and sample maximum and minim

Fig. 12. Sample temperature gradient in 50 K/min tests.
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Fig. 13. Sample liquid fraction ve
um temperatures versus furnace temperature on 50 K/min tests.

conversion. Higher heating rates resulted in a wider range of phase
change temperatures, as shown in Fig. 13.  The heat transfer to
the sample is a possible explanation for this behaviour. Heat flux
primarily depends on the crucible surface area and the tempera-
ture differences, which are very similar for both rates. Therefore, a
similar heat flux is present under both rates and comparable peri-
ods of time are needed. However, during that period of time, the
higher heating rate evolves over a wider furnace temperature range
and the sample and furnace temperatures show a greater differ-
ence than in the lower heating rate. So, in order to estimate the
phase change, a lower heating rate is advised to reduce the ther-
mal  lag. Differences in thermal diffusivity or Biot number were less
important for phase change than the heating rate under simulation
conditions.

This evolution of liquid fraction was  also shown in Fig. 14 for 5

and 50 K/min tests.
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Fig. 14. Sample liquid fraction contours at diffe

. Conclusions

A  simulation of a TGA-DSC device has been performed to analyse
he effects of several factors on thermal lag. A virtual system has
een created and configured, and models have been applied.

The results show that sample temperature was usually lower
han furnace temperature for low heating rates, while the opposite
ituation took place for high heating rates. The temperature differ-
nce between furnace and sample underwent a peak during latent
eat transfer in all the tests.

Moreover, a sample with a lower thermal diffusivity (A) had
reater temperature differences when compared to the furnace
emperature than a sample with a higher thermal diffusivity (B).
n addition, typical conditions in the TGA-DSC lead to a higher Biot
umber in the sample A, implying that greater temperature dif-

erences were observed within that sample. However, the overall
agnitude of this difference was small and the calculated Biot num-

ers allowed the sample to be considered isothermal. Under the test
onditions, thermal diffusivity and Biot number effects were minis-
ule compared to the effect of the heating rate on phase change
easurements, which increased instability between the sample

nd furnace temperatures and temperature differences within the
ample.

Another conclusion of this work is that higher heating rates
esulted in a wider range of phase change temperatures. While the
eat flux needed to heat the sample is similar in both tests, the fur-
ace temperature increasing rate is different, so a higher thermal

ag arises from higher heating rates.
As a result, the thermal lag during an experimental test can be

nalysed based on simulation information, sample characteristics
nd heating rate in order to account for this effect on the obtained
ata.
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