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Abstract—Wireless sensor network (WSN) systems are
typically composed of thousands of sensors that are powered
by limited energy resources. To extend the networks longevity,
clustering techniques have been introduced to enhance energy
efficiency. This paper presents a survey on clustering over the
last two decades. Existing protocols are analyzed from a quality
of service (QoS) perspective including three common objec-
tives, those of energy efficiency, reliable communication and
latency awareness. This review reveals that QoS aware cluster-
ing demands more attention. Furthermore, there is a need to
clarify how to improve quality of user experience (QoE) through
clustering. Understanding the users’ requirements is critical in
intelligent systems for the purpose of enabling the ability of sup-
porting diverse scenarios. User awareness or user oriented design
is one remaining challenging problem in clustering. In additional,
this paper discusses the potential challenges of implementing
clustering schemes to Internet of Things (IoT) systems in 5G
networks. We indicate that clustering techniques enhanced with
smart network selection solutions could highly benefit the QoS
and QoE in IoT. As the current studies for WSNs are conducted
either in homogeneous or low level heterogeneous networks, they
are not ideal or even not able to function in highly dynamic IoT
systems with a large range of user scenarios. Moreover, when 5G
is finally realized, the problem will become more complex than
that in traditional simplified WSNs. Several challenges related
to applying clustering techniques to IoT in 5G environment are
presented and discussed.

Index Terms—5G, clustering, HetNets, Internet of Things
(IoT), quality of service (QoS), quality of user experience (QoE),
wireless sensor networks (WSNs).

I. INTRODUCTION

IRELESS sensor networks (WSNSs) are networks com-
W posed of distributed micro-devices embedded with
various sensing abilities (called sensors), which are used to
monitor the environment and send the information back to
the end users. WSN technologies were introduced more than
20 years ago and many projects have been proposed and
undertaken that embrace this technology [1], [2]. Green com-
puting [3] was introduced in 2008 with the purpose of reducing
the use of limited resources and maximizing energy efficiency
during the lifetime of a system. WSNs typically include a
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Example of cluster-based WSN.

large number of sensors that are equipped with limited energy
resources, but are required to operate without recharging or
replacing batteries for extended periods of time. In order to
prolong a networks longevity, clustering techniques have been
introduced to achieve energy efficient communication between
Sensors.

For large WSN systems, topology control ought to be
applied to balance the network load, increase the network scal-
ability, and prolong the network lifetime. Clustering techniques
are also one of the approaches to topology control, which can
organize a WSN into a cluster-based network. Task scheduling,
data gathering and transmission power control (TCP) algo-
rithms can be implemented in this structure in order to achieve
specific objectives. A clustering algorithm can partition sen-
sors into different clusters/groups, as shown in Fig. 1. In each
cluster, a cluster header (CH) is elected to be in charge of
generating a transmission schedule, gathering data from all
the sensors in the cluster and transmitting the assembled data
back to the base station (BS). Based on the clustered structure,
the system can maintain a longer life by scheduling the duty
cycle between the sensors within a cluster, without harming
the functionality of the network. In addition to saving energy
from scheduling, a sensor can also reduce energy consumption
from communication since it only needs to communicate with
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a local CH rather than a far located BS. Clustering algorithms
are proposed and have become essential in WSNs primarily
for two reasons.

1) Sleep Scheduling: Scheduling the duty cycle between the
sensors in a cluster cannot only prolong the network life-
time, but can also harmonize the power usage throughout
the network.

2) Density Control: Activating partial sensors in the
network can lower the density of the network and in
turn avoid the conflict at the medium access control
(MAC) layer. Achieving this can reduce the commu-
nication latency and energy consumption caused by
retransmission [4].

Energy saving is the most original temptation motivat-
ing clustering. This type of heuristic—reducing long-distance
communication ratio, inspires many other related studies.
Afterwards, a wide body of clustering algorithms has become
available. Different heuristics can be adopted depending on the
clustering purposes. However, the ultimate goal for clustering
techniques is to divide sensors in a WSN to different clus-
ters. After joining a cluster, a sensor normally only needs to
communicate with its own CH. A CH can communicate with
the BS directly or through other CHs, as shown in Fig. 1.
The routing between the sensors in the same cluster is called
intracluster routing. The routing between the CHs and the
BS is called intercluster routing. The routing scheme can be
either single hop or multihop, and is dependent upon several
factors, such as the objectives of a clustering algorithm or the
communication capability of the sensors.

In general, a clustering algorithm has two main phases.

1) CH Election: The CH is the leader of a cluster and it
is in charge of gathering data and transmitting the data
to the BS. The CHs will consume more energy than
normal sensors and therefore, run out of power sooner.
CHs are normally rotated between different sensors to
balance the power usage on each sensor. Which sensors
ought to be elected as CHs requires careful investigation.
Generally, one of three CH election schemes is adopted.

a) Deterministic: In this scheme, the CHs are preset
and placed at fixed locations in a network. When
super nodes (with powerful processing ability and
high energy storage) exist, the deterministic CH
election can maintain the stability of the network
and avoid the energy and time consumption associ-
ated with the frequent CH election. However, this
case is not common since the sensors in fields are
normally homogeneous and the super nodes can
die for unexpected reasons.

b) Random: CHs can be selected among sensors based
on randomly generated values. If a network is
homogeneous, random CH election scheme is a
simple and beneficial strategy.

c) Adaptive: Adaptive CH electing scheme provides
an alternative approach from that of the random
scheme. Instead of electing CHs based on random
values, the adaptive CH election is based on some
particular parameters, such as remaining residual
energy or distance to the BS. With different system
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objectives, a clustering algorithm can use a spe-
cific combination of these parameters. An adaptive
CH election approach is designed to adapt to the
variations of the network and the environment.
A CH election algorithm can be either centralized or
distributed. For centralized algorithms, the BS normally
has access to the information pertaining to the entire
network. A centralized algorithm can provide a global
optimal solution, but may consume more energy and
time. For distributed algorithms, without the global
information of the network, the sensors can only achieve
a local optimal performance based on the local informa-
tion. However, they can be more reliable, energy and
time efficient.

2) Cluster Formation/CH Selection: After being elected,
the CHs will advertise themselves by broadcasting their
information to other sensors. Each sensor will gather the
information from all the CHs within its communication
range and then decide which CH to join based on some
communication properties. Several metrics can be used
to determine the communication properties between a
sensor and a CH, such as communication cost, hop count
or even physical distance. In some cases, the size of
clusters is also considered when sensors join a cluster.

Algorithms with different CH election or cluster formation
schemes will exhibit diverse performances. For example, com-
pared to random CH election scheme, energy aware CH
election, which can elect high residual energy sensors as CHs,
can balance the power usage throughout a network better.
However, the election process may need more energy and
time. All clustering algorithms have their own specific CH
election schemes and cluster formation schemes. Depending
on the requirements of a system, different strategies may be
applied in order to achieve specific objectives.

The intercluster communication and intracluster communi-
cation can be single hop or multihop. To realize multihop
communication in clustering, several algorithms, such as
max-min [5] and Khopca [6] are proposed. Max—min algo-
rithm has introduced a heuristic to achieve k-hop cluster
network structure with a time complexity of O(k) rounds,
reducing from O(n) rounds in earlier work [7] (where n is
the number of nodes). In this algorithm, a sensor can join a
CH at most k wireless hops away.

Clustering is one of the major approach to green comput-
ing in WSNs which can be harnessed in many systems. Those
techniques can extend the longevity of a WSN through par-
tially activating the sensors in the network. Existing clustering
algorithms, including review papers, focus on solving energy
efficiency problems, ignoring other quality of services (QoSs)
requirements, like transmission reliability or network latency.
Reviewing existing studies from the QoS perspective is
required. Besides, being able to detect the user’s preference
and being aware of the system context also become more
attractive features in intelligent systems.

Since the concept of Internet of Things (IoT) has been
proposed, the corresponding systems are widely deployed to
assistant people’s everyday life. IoT systems differ from WSN
systems for its high diversity and usability. Instances for IoT
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TABLE I
LIST OF PREVIOUS SURVEY PAPERS

Year Survey papers
2006 Arboleda 2006 [8], Younis 2006 [9]
2007 Ameer 2007 [10]
2008 Kumarawadu 2008 [11], Deosarkar 2008 [12]
2009 Jiang 2009 [13]
2010 Lotf 2010 [14], Boyinbode 2010 [15]
2012 | Naeimi 2012 [16], Aslam 2012 [17], Mundada 2012 [18]
Ramesh 2012 [19], Liu 2012 [20]
2013 Sudhanshu 2013 [21], Jan 2013 [22], Jain 2013 [23]
Kumari 2013 [24], Jindal 2013 [25], Subha 2013 [26]
2014 Dhawan 2014 [27], Nayyar 2014 [28], Afsar 2014 [29],
2015 Liu 2015 [30], Santar 2015 [31]
Ouafaa 2015 [32], Zanjireh 2015 [33]
2016 Pradhan 2016 [34] [35]

include smart home/buildings, connected cars, etc. With the
development of future networks/5SG networks, migrating cur-
rent IoT systems to those advanced communication platform
is the trend toward wireless. In this paper, we have also dis-
cussed the differences between WSNs and IoT along with the
challenges of applying clustering techniques into IoT systems
based on 5G networks.

The remainder of this paper is organized as follows. Related
work is delivered in Section II. The clustering techniques
are analyzed in detail by classifying the existing approaches
into two categories: 1) Voronoi structure-based and 2) non-
Voronoi structure-based in Section III. Section IV presents
QoS criteria in clustering algorithms from a network perspec-
tive, including energy efficiency, transmission reliability, and
network latency. Section V indicates that one QoS criterion
from a user’s perspective—quality of user experience (QoE),
is missing from current work. Since the clustering techniques
are normally utilized in a large network, in order to examine
the usability and scalability of an algorithm, a simulator is
normally be used. The advantages and disadvantages of the
different simulators are compared in Section VI. Finally, a
comparison of 27 existing clustering algorithms is summarized
and several design guidelines are drawn from the comparison
in Section VIIL.

Section VIII has revealed the major differences between
WSN systems and IoT systems. Section X discusses the pos-
sibility and challenges to apply clustering algorithms to IoT
systems and the potential challenges, specially when deployed
in 5G enabled environment. The conclusions of this paper is
finally drawn in Section X.

II. RELATED WORK

We have reviewed most of the existing survey papers
for clustering in WSNs for the last decade, as shown in
Table I. There are many overlapping studies and investiga-
tions. Many of them lack of deep analysis and comprehensive
introduction. These four selected survey papers shown in
Table II, [10], [20], [29], and [30], are good to start with when
researchers are about to explore in this area. For the selected
survey papers in Table II, as you can see, they include a large
number of clustering algorithms. There are also some new
studies in recently two years (2015 and 2016) on clustering
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that are not covered by the existing reviewing papers, such as
RINtraR [36], SenCar [37], FL-low-energy adaptive clustering
hierarchy (LEACH) [38], BEEM [39], and PathQuality [40].
Survey paper [35] has stated that the existing heuristics in the
state of the art are diverse. However, most of them are follow-
ing the same idea and many clustering algorithms have similar
heuristic. The essential parts for the most well accepted heuris-
tics are control information exchanging and CH detection and
selection in one-hop range. Information exchanging allows
decentralized clustering, which is the most adopted scheme
in existing work. In order to exchange information between
nodes, different systems may have their own requirements on
the devices, such as synchronization (strong, loose, or none),
location or energy level awareness.

LEACH and similar algorithms are sharing the same heuris-
tic, which requires time synchronization and homogeneous
development. The heuristics are mainly determined by the
main objectives of the clustering algorithms, such as load bal-
ancing, energy efficiency, or mobility awareness. The common
analysis topics in existing survey papers include: convergence
time, node mobility, cluster overlapping, location awareness,
energy efficient, failure recovery, balanced cluster/cluster size,
cluster stability, cluster count, load balancing, deliver delay,
intra/inter routing schemes, objectives and complexity, etc.
However, besides energy efficiency, other discussed metrics
are mostly about topology.

In this paper, we are mainly focusing on QoS oriented
metrics to analysis clustering algorithm, including energy effi-
ciency, transmission reliability and network latency. Besides,
we indicate that QoE awareness also requires more studies
when undergoing the transformation from WSN to IoT. We
aim to provide guidelines for researchers who are new in this
area to make their design decisions.

III. CLUSTERING TECHNIQUES

Clustering algorithms normally structure networks into
Voronoi diagrams. However, some algorithms apply non-
Voronoi structures, like chain or spectrum structures. In
this section, clustering techniques are classified into two
categories based on the post network structure: 1) Voronoi-
based approaches and 2) non-Voronoi-based approaches. The
detailed implementations of several highly referenced cluster-
ing algorithms are also presented.

A. Beyond the Structure

Before we discuss clustering algorithms based on the final-
ized network structure, a brief introduction to clustering
heuristics is presented here. A heuristic is composed with
the information and rules used to form clusters. Those infor-
mation can be from the sensors themselves or data collected
from the network. Many clustering algorithms are sharing sim-
ilar heuristic with certain variations on how the information
exchange, or the metrics applied. The most popular heuris-
tic is single hop intercluster and intracluster communication,
like LEACH. The heuristic of LEACH as one of the very first
energy efficiency studies in clustering, has motivated many
variations and extensions. Other heuristics may improve the
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TABLE 1T
SUMMARIES FOR SELECTED EXISTING SURVEY PAPERS ON CLUSTERING FOR WSNs

Survey Paper

Major contributions

Covered Papers

Ameer [10]
2007

1. Earlier clustering work before LEACH mainly
addressed node failure problem. Clustering
algorithms after LEACH start to focus

more on energy efficiency.

2. Multihop intra-cluster topology is rare.
Multihop inter-cluster communication is well
applied.

Afsar [29]
2014

1. Energy efficiency/maxing lifetime is the

the dominate objective for clustering.

2. No reviewed clustering algorithm can operate
in a heterogeneous network.

3. Multihop intra-cluster communication is rarely
supported. While multihop inter-cluster
communication is well applied.

4. The CH is only in charge of data aggregation
and transmission.

5. Device mobility is hardly concerned in solutions.

6. Distributed implementation is the mainstream
in clustering.

Liu [20] [30]
2012
2015

1. Algorithms have small delivery delays
tend to have low energy efficiency.
2. Distributed implementation is the mainstream

in clustering.
3. Tree and train based implementations
have lower scalability than grid based ones.

1997: Adaptive clustering [41]

1998: CLUBS [42]

2000: LEACH [43]

2001: HCC [44], TEEN [45], MOBIC [46]

2002: APTEEN[47], Deterministic [48], GS®[49],
LEACH-C [50], PEGASIS [51]

2003: EEHC [52]

2004: ACE [53],FLOC [54], HEED [55], SEP [56]

2005: BCDCP [57], CAWT, DWEHC [58], EDACH [59],
EECS [60], EEUC [61], Ex-HEED [62], Gupta [63]
TL-LEACH [64], TASC, TTDD [65], UCS [66]

2006: MOCA [67]

2007: CCS [68], CMEER [69], EACLE [70]

EDC [71], PEACH [72], TCCA

2008: EEMC [73], EEDUC [74], MRPUC [75]
PRODUCE [76], S-WEB [77]

2009: EEDCF [78], PEBECS [79]

2010: CCN [80], EAUCF [81], PANEL [82], Unequal-LEACH [83]
2011: AWARE [84], EADUC [85], EC [86], EECABN [87]
LUCA [88], MBC [89], Spatial-clustering [90]

2012: EBCAG [91], EEBCDA [92], LEACH-DT [93]
TCAC [94], UHEED [95]

2013: ACDA [96], DSBCA [97], LCM [98]

2014: EEDC [99]

existing one from several perspectives, such as balance of
cluster size, maximal hop numbers, or catering for specific
scenarios. Regardless of the heuristic that an approach adopts,
the network structure constructed at the end, can be classified
into Voronoi-based ones or non-Voronoi-based ones.

B. Voronoi-Based Approaches

Twenty-seven clustering algorithms are reviewed in this
paper and 88% of them are Voronoi-based. Chain-based and
spectrum-based algorithms account for 8% and 4%, respec-
tively, as show in Table III.

Voronoi diagrams (2-D or 3-D), as a very important data
structure in computational geometry, are mainly used for solv-
ing clustering and scheduling problems in computer science.
The formal definition for 3-D Voronoi diagrams amended
from [101] and the definition for 2-D is as follows.

Let S denote a set of n points (called sites) in the Euclidean
space R3. For two distinct sites p, ¢ € S, the dominance of p
over ¢ is defined as the subset of the space being at least as
close to p as to g. Formally

dom(p, @) = (x € R | 8(x.p) < 5(x, )

for § denoting the Euclidean distance function. The region
of a site p € § is the portion of the space lying in all the
dominances of p over the remaining sites in S. Formally

regp) =[] dom(p.q).

qeS—{p}

From the definition, for any point x that x € R Nx ¢ S
one can have §(x,p) < 8(x,q) where p e SNqg e S — {p} if
x € reg(p). Here S is called the seed-point set, which is the
CH set in a WSN.

TABLE 111
STRUCTURE REVIEW ON EXISTING CLUSTERING ALGORITHMS

Algorithm Distributed Structure Intra Inter
cluster cluster
LEACH [43] Yes Voronoi 1-hop 1-hop
LEACH-C [50] No Voronoi 1-hop 1-hop
LEACH-TL [64] Yes Voronoi 1-hop 2-hop
HEED [55] Yes Voronoi 1-hop multihop
EECS [60] Yes Voronoi 1-hop 1-hop
EEHC [52] Yes Voronoi multihop 1-hop
DWEHC [58] Yes Voronoi 1-hop multihop
PANEL [82] Yes Voronoi multihop 1-hop
UCS [66] Yes Voronoi 1-hop multihop
EEUC [61] Yes Voronoi 1-hop multihop
ACE [53] Yes Voronoi 1-hop 1-hop
BCDCP [57] No Voronoi 1-hop multihop
PEGASIS [51] Yes Chain multihop 1-hop
one layer
TEEN [45] Yes Voronoi 1-hop multihop
APTEEN [47] Yes Voronoi 1-hop multihop
TTDD [65] Yes Voronoi 1-hop multihop
CCS [68] Yes Chain multihop | multihop
multi-layers
HGMR [100] Yes Voronoi 1-hop multihop
S-WEB [77] Hybrid Spectrum 1-hop multihop
PEACH [72] Yes Voronoi 1-hop multihop
MRPUC [75] Yes Voronoi 1-hop multihop
MOCA [67] Yes Voronoi multihop 1-hop
FLOC [54] Yes Voronoi 1-hop 1-hop
Adaptive [41] Yes Voronoi 1-hop multihop
AWARE [84] Yes Voronoi multihop 1-hop
BEEM [39] Yes Voronoi 1-hop multihop
RINtraR [36] Yes Voronoi multihop 1-hop

Fig. 2 shows an example of a Voronoi diagram. The
points on the surface will join the closest point from set
S (the black dots). For example, M is the closest black
dot for all the red dots in the cluster of M, compared to
other black dots. Clustering algorithms can totally adopt this
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Fig. 2. Voronoi diagrams.

idea, using Euclidean distance as a partition metric. However,
other metrics, such as energy consumption for communica-
tion and hop count, can also be applied to replace the use of
Euclidean distance. This type of clustering algorithm is defined
as Voronoi structure-based approaches. This structure is con-
venient for relevant data fusion and energy saving for two
reasons.

1) The sensors close to each other have a better chance of
having relevant data.

2) Generally the power consumption on communication are
low and the link quality is high.

Therefore, Voronoi diagrams are the dominating structure
adopted in clustering algorithms.

LEACH [43] and hybrid energy-efficient distributed
(HEED) [55] are two classic Voronoi structure-based clus-
tering algorithms. Several common phases are included in
Voronoi-based clustering algorithms.

1) The first step is to construct the CH set. Then the CHs
will broadcast their information. After that, each sensor
in the network will join one of the CHs based on the
received information.

2) The sensors and their CH in the same cluster form a star
shape network as shown in Fig. 3. In some scenarios, the
sensors can commutation with the CHs through multihop
connections.

3) A sensor normally can only belong to one cluster at one
time. There is no overlapping between different clusters.

C. Non-Voronoi-Based Approaches

Chain and spectrum are two non-Voronoi structures that
are used in clustering algorithms. In a chain structure-based
network, no CHs are elected before the clusters are con-
structed. All the sensors are organized into chains as shown
in Fig. 4 from PEGASIS and Fig. 5 from CCS. A sensor only
needs to communicate with its left and right neighbors. The
data flows in one direction. If a sensor receives data from its
two adjacent neighbors on the chain, it will transmit the data
to the BS, performing like a CH.

In PEGASIS [51], every sensor in the network transmits its
data to one of its neighbors. Through this way, the gathered
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CCS multilayer chain structure from [20].

data is transferred from one node to another through a chain.
A designated node (a node that receives data from both neigh-
bors) will send the assembled data back to the BS. PEGASIS
is claimed as a distributed algorithm. However, it is assumed
that every single node has the global information of the
network.

CCS [68] is a centralized clustering algorithm based on
PEGASIS. Instead of using a single chain structure, CCS uti-
lizes a multihop chain structure, as shown in Fig. 5. Regarding
the BS as the center of the network, each sensor assigns itself
a level number according to the signal strength received from
the BS. Through this way, the sensors in the network are orga-
nized into a hierarchy structure. For each level, the sensors
perform transmission and fusion in the same way as that in
PAGASIS. The sensor that is elected as the CH will gather
data from all the other sensors on the same level and then
transmit the assembled data to the CH in the one-lower level.
Once being assigned a level, a sensor will not change its level
unless the location of the BS changes. This structure suffers
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from a problem that the sensors near the BS can die soon from
forwarding packets for the sensors in the higher levels. Only
total power consumption of the network is measured to eval-
uate this algorithm. There is no evidence showing a balanced
power usage throughout the network.

In a spectrum structure-based network, the sensors are par-
titioned based on both distance and angle to the BS. The angle
is captured from a scanning sweep from the BS at a specific
time. Fig. 6 shows the method used in the S-WEB clustering
algorithm. S-WEB [77] is a spectrum structure-based clus-
tering algorithm. The first step in S-WEB is similar to that
in CCS. All sensors are organized into layers based on their
distance (measured by signal strength) to the BS. Then the
BS does a 360° scanning sweep by sending out a signal at
one angel at a specific time. The sensors are clustered into
cells based on their layer and the scanning angle. In each
cluster cell, the sensor with the highest residual energy will
be elected as the CH. All the sensors have the responsibility
of forwarding packets. The CHs may rotated between differ-
ent sensors. However, the clusters are fixed during the entire
operation of the network. The structure of the network is fixed
after performing S-WEB, which cannot adapt to the dynamic
changes in the network, like node failure or node death. The
evaluation of S-WEB is only based on the comparison with a
noncluster-based routing—direct routing.

D. Influential Clustering Algorithms

A wide body of research on clustering algorithms for WSNs
is available; in particular, four noticeable survey papers have
been published, shown in Table II. In Table IV, a list of exist-
ing clustering algorithms is analyzed from the perspectives that
are not covered by the existing survey papers, including simu-
lation environment, basic structure and QoS objectives (energy
efficiency, transmission reliability, and network latency). For
each algorithm, in order to evaluate their new approach, one or
more existing algorithms are normally used as a benchmark
to compare with. Table IIT shows the control manner (dis-
tributed, centralized, or hybrid), structure, and intracluster and
intercluster routing scheme of each algorithm. The algorithms
that are used as benchmarks are elaborated in the Table IV.

IEEE INTERNET OF THINGS JOURNAL, VOL. 4, NO. 5, OCTOBER 2017

As it can be seen from Table IV, both TTDD and HGMR
support energy efficient, reliable and latency aware commu-
nication. However, TTDD is a solution based on a mobile
BS that has a specific defined travel route. In such a case,
the location of the sensors, the user scenario and the network
condition have to be constant in order for TTDD to operate
correctly. HGMR can only cluster the sensors that are involved
in the current transmission. Furthermore, it uses multicast
routing, which could significantly increase the traffic load
in large networks. Therefore, LEACH and HEED are often
selected as two benchmarks in existing studies for several
reasons.

1) LEACH and HEED are referred to as benchmarks in
44% and 20% of the 27 algorithms reviewed in this
paper, respectively.

2) They are two classic clustering algorithms that have
inspired many other algorithms.

3) They are distributed algorithms and they have low
requirements on the applied WSNss.

4) They are convenient to deploy in real networks and easy
to extend in order to cater to different scenarios.

5) They are Voronoi structure-based, in which TPC can
have the best performance [102].

These two algorithms will be discussed in detail. A detailed
comparison between different algorithms will be drawn in
Section VIIL.

1) LEACH: LEACH provides an elegant approach to
clustering routing that has inspired many adaptations, like
LEACH-C, LEACH-TL, and HEED. It is a decentralized
Voronoi structure-based clustering algorithm. Instead using
Euclidean distance as a metric, LEACH uses received signal
strength. Most current radio chips provide a specific register
to store the received signal strength value, called received sig-
nal strength indicator (RSSI). This value will be updated once
a new packet is received. LEACH necessitates five steps to
construct the cluster structure.

1) Each sensor elects itself to be a CH with a specific

probability, which is set to be 5% in the experiments.

2) After the CHs have been elected, they will broadcast
their information to the reset of the sensors in the
network.

3) Based on the information received from all the CHs in
its communication range, a sensor will decide which CH
to join.

4) The CHs will create a transmission schedule for the sen-
sors in their respective clusters. All the sensors in the
same cluster communicate with their CH in a single-hop
TDMA manner.

5) The CHs collect and fuse the data from the sensors
and then send the assembled data to the BS using
long-distance CDMA communication.

The first four steps together are called the set-up phase and
the last one is called the steady-state phase. Since there is
no sensing data transmission in the set-up phase, the related
energy and time cost is considered as the overhead of LEACH.
To minimize the impact of the overhead from CH election
and cluster forming, the steady-state phase is set long enough
compared to the set-up phase.
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TABLE IV
QOS REVIEW ON EXISTING CLUSTERING ALGORITHMS

| Algorithm | Simulator

| Energy | Reliability | Latency | QoE Awareness

Benchmarks

In an ideal environment without any obstacles, the value of
RSSI between two sensors is determined by the distance and
the transmission power of the transmitter. The relation between
RSSI and distance can be represented by the log distance path
loss model [103]

Pr(d)[dBm] = P,(do)[dBm] — 107 10g(di) X (D
0

where P,(d) is the received transmission power measured in
dBm at distance d. It is also the value for RSSI. P,(dyp) is
RSSI at the reference distance dy. 7, also referred to as path
loss exponent, is a constant parameter value determined by
the environment. For example, in a free space its value is 2;
while in a well constructed building, its value can be from 4
to 6. X, is a zero-mean Gaussian distributed random variable
(in dBm) with a standard deviation value of o. This variable
is used only when there is a shadowing effect. Otherwise, this
variable will be zero.

Fig. 7 depicts one such example whereby five CHs are
elected in the network. The sensors are clustered into differ-
ent groups based on their RSSI values to all the five CHs. As
mentioned before, RSSI is determined by the distance in an
ideal environment without any obstacles or noise, if transmit-
ting data at a fixed transmission power. Therefore, in an ideal
environment, the network structure after performing LEACH
is a regular Voronoi diagram. In the real world, since RSSI
is not totally determined by the distance due to the influence
of the environment, the network structure will be a analogous
Voronoi diagram instead of a strict one.

LEACH MATLAB Yes No No No Direct, MTE, Static
LEACH-C NS-2 Yes No Yes No LEACH, Static
LEACH-TL NS-2 Yes No No No LEACH

HEED MATLAB* Yes No No No LEACH

EECS MATLAB Yes No No No LEACH

EEHC MATLAB* Yes No No No MAX-MIN-D

DWEHC NS-2 Yes No No No HEED

PANEL TOSSIM Yes No No No HEED

UcCs MATLAB Yes No No No Equal cluster size
EEUC MATLAB* Yes No No No LEACH, HEED
ACE MATLAB* Yes No No No HCP
BCDCP MATLAB Yes No No No LEACH, LEACH-C, PEGASIS
PEGASIS MATLAB* Yes No Yes No Direct, LEACH
TEEN NS-2 Yes No No No LEACH, LEACH-C
APTEEN NS-2 Yes No No No LEACH, LEACH-C, TEEN
TTDD NS-2 Yes Yes Yes No no comparison
CCS MATLAB* Yes No No No PEGASIS

HGMR NS-2* Yes Yes Yes No HRPM, GMR

S-WEB MATLAB Yes No No No Short, Direct

PEACH MATLAB* Yes No No No EEUC, HEED, LEACH, PEGASIS

MRPUC MATLAB Yes No No No HEED

MOCA MATLAB Yes No No No No comparison

FLOC MATLAB No No No No No comparison

Adaptive MATLAB Yes Yes No No PRNET, Cluster TDMA

AWARE TOSSIM Yes Yes No No Unaware LEACH

RINtraR MATLAB Yes Yes No NO LEACH

BEEM MATLAB Yes No Yes NO LEACH, HEED

indicates that the paper did not specify a simulator, but the simulation can be performed in the given one

Fig. 7.

LEACH clustering.

A node becomes a CH for the current round if the randomly
generated number is less than the following threshold:

—F . ifneG
T(n) = l—P(r mod F)
0, otherwise

2

where G indicates the set of the nodes that have not been
elected as CHs in the last 1 /P rounds. P is the desired percent-
age of the CHs. Through experimental analysis, LEACH has
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L Initialize
1. Spsr « {v: v lies within my cluster range}

2. Compute and broadcast cost 10 € Sppy

LS

B
CHprop — mai(Cprop X —‘,ff:'::“ypmm)

4. is_final CH «— FALSE

II1. Finalize
1. If(isfinal CH = FALSE)

N

If ((Scu — {v: v is a fi nal cluster head}) # ¢)
my_cluster_head — least_cost(Scq)
Jjoin_cluster(cluster_head_ID, NodelD)

Else Cluster_head msg(NodelD, fi nal CH, cost)

L

Else Cluster_head_msg(NodelD, fi nal CH, cost)

Fig. 8. HEED pseudocode [55].

proved that when P = 5%, the system has the best normalized
energy dissipation.

Compared to: 1) direct transmission to the BS with full
transmission power; 2) minimum transmission energy (MTE)
that uses minimum transmission power to complete the data
transmission; and 3) static clustering with fixed CHs and
network structures, LEACH can provide a better load bal-
ancing throughout the network and an improved networks
longevity.

LEACH assumes that every sensor has two communication
modes: 1) short distance and 2) long distance. If the RSSI
between two sensors is higher than a threshold, the sensors
can switch to short distance communication mode by low-
ering the transmission power level. Otherwise long-distance
CDMA communication mode is required in order to guaran-
tee the network connectivity. By long-distance communication,
the CHs can connect to the BS with direct single hop. In a
cluster, each sensor sends data to its CH in a TDMA manner
to avoid the collisions with others. Outside the clusters, the
CHs communicate with the BS by CDMA MAC protocol.

The basic idea of LEACH has inspired many researchers
to propose their own solutions for clustering. It has become
the most popular clustering algorithm because of its exten-
sibility. However, LEACH, is not an environment adap-
tive or user-friendly protocol. In order to achieve specific
expected performance, more work needs to be done to
enhance the algorithm in order to be implemented in real
WSNE.

2) HEED: HEED is a clustering algorithm based on
LEACH that can support multihop intercluster communica-
tion. Instead of using random CH election scheme, HEED
can select the sensors with high residual energy to be the CHs
through an iteration CH election scheme. In this iteration CH
election scheme, CHs are classified into two types: fentative or
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II. Main Processing

Repeat

1 If((Scr — {v: v is a cluster head})# ¢)
my_cluster_head — least_cost(Scrr)

2|
3 If (my. cluster head = NodelD)

&

If(CHprob =1)

3. Cluster_head_msg(NodelD,fi nal CH,cost)

6. is final CH — TRUE

7. Else

8. Cluster_head_msg(NodelD, tentative_CH,cost)
9 Elself (CHprop = 1)

i0. Cluster head msg(NodelD,fi nal CH,cost)

il is final CH «— TRUE

12, Elself Random(0,1) < CHppop

13, Cluster_head_msg(NodelD, tentative CH,cost)
4. CHprevious — CHprop

15. CHprop — min{CHprgp x 2, 1)

Until CH,evions = 1

final CHs. Some initial CHs are selected randomly as tentative
CHs. The probability to become a CH is

E'esidual

CHprob - Cprob (3 )

Emax

where Eiesiqual 1S the current battery level and Epa is the initial
battery level. Cpop 18 the optimal probability that a sensor will
elect itself as a CH. However, Cprop is only used to limit the
number of the initial CHs and it has no direct impact on the
number of the final CHs. Cpyp is set to be 5%, which is
the same as that in LEACH.

The pseudocode of the CH iteration election process is
shown in Fig. 8. After each iteration, every sensor dou-
bles their probability of becoming a CH, which is CHpyop.
The minimal value of CHypop is set to a specific threshold
(Pmin = 10™%) to bound the number of iterations. If a sensor
is not covered by any CHs and its CHypyop is higher than a ran-
domly generated number, it will elect itself to be a fentative
CH. If its Cprob has reached 1 and it is still not covered by
any fentative or final CHs, it will claim itself as a final CH
and then broadcast its information. A fentative CH becomes a
final CH once its Cpop reaches 1. After its Cpyop 18 increased
to 1, a sensor will terminate the iteration process. A fentative
CH will give up to be a CH if it discovers a final CH in
its communication range. At the end, the sensors that are not
covered by any final CHs will elect themselves as CHs.

The iterative CH election can elect those sensors with high
residual energy to be CHs and therefore, balance the power
usage throughout the network. To further reduce the transmis-
sion cost, a second parameter, that of, the energy consumption
for intracluster communication, is considered when a sensor
chooses its CH. This iteration CH election scheme guarantees
that the probability of the phenomena that two sensors, within
each other’s communication range, both become CHs is rare.
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Hence it can be deduced that the CHs are distributed evenly
in the network. In that case, all the clusters will have similar
size.

A single-hop TDMA intracluster communication scheme is
applied, which is the same as that in LEACH. Different from
LEACH, HEED adopts multihop intercluster communication
scheme between the CHs and the BS. Significant overhead is
involved in HEED due to the heavy broadcast in each iteration.
Along with the energy decreasing while operating, the num-
ber of the iterations required in the initial phase consequently
increases. Therefore, the clustering overhead and the network
delay are also increased.

IV. QoS IN CLUSTERING

In general, over the top (OTT) applications have some spe-
cific QoS requirements for a given WSN. These requirements
motivate the WSN algorithms and protocols to achieve par-
ticular QoS objectives. The common objectives in a system
include network lifetime, transmission reliability, and network
latency. Depending on the user requirements, a system may be
designed to function in different ways. Nowadays, QoS aware-
ness is essential in intelligent systems. Liu [20] emphasized
that QoS supported clustering should be addressed in the future
work. Table IV shows it is hard to consider all these three
objectives and limited work has been done on that. The major
reason for this is that clustering techniques are normally used
to extend network lifetime. Other issues are often ignored.
Transmission reliability and network latency problems have
as yet failed to drawn sufficient research attention. More work
need to be done to support QoS in clustering algorithms.

A. Network Lifetime

Clustering techniques are used as a means to prolong
network lifetime. From when a system starts until the first/last
sensor dies is normally referred to as the lifetime of a network.
Network lifetime is crucial in some WSNs, such as wild
life animal detection systems, as replacing sensors in these
network is difficult and expensive. Such systems are required
to operate without user maintenance for a long time. Therefore,
longevity is always one of the most important considera-
tions when designing related algorithms or protocols. How
to extend network longevity is one of the most challenging
topics in the WSN field. In general, it can be achieved from
two perspectives.

1) Power Usage Reduction: If the power consumption on
each individual sensor is reduced, consequently the
lifetime of the entire network will be extended.

2) Load Balancing: The QoS of a system may be sig-
nificantly undermined if some sensors that have vital
responsibilities for the network connectivity or cover-
age die. Therefore, balancing the energy consumption
on each sensor to balance the power usage throughout
the network can maintain the QoS, which can improve
longevity from another perspective.

As shown in Table IV, with the exception of FLOC, all other

clustering algorithms have addressed the energy efficiency
problem. FLOC primarily focuses on fast forming clusters
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locally instead of providing QoS clustering. Several tech-
niques are normally utilized in existing clustering algorithms
to prolong network lifetime.

1) BS Location: The BS is the final destination of all the
data, so its location is critical to the overall performance.
Considering the location of the BS can optimize the clus-
tering structure and therefore, further reduce the power
consumption from transmission.

2) CH Rotation: Since the CHs are in charge of data
gathering, assembling, and transmission, they normally
consume more energy than other normal sensors. To bal-
ance the energy consumption throughout the network,
CH rotation between sensors is necessary.

3) Energy Aware CH Election: The sensors with high resid-
ual energy should be elected as CHs to further even the
power usage.

4) Cluster Size: The CH of a big cluster consumes more
energy than the one of a small cluster. To balance the
cluster size, the CHs should be well distributed in the
network. The chance that two sensors in each other’s
communication range both become CHs should be low.

5) Data Fusion: To reduce the energy consumption on
transmission, the CHs should be able to fuse the data
and send the assembled data to the BS.

6) TPC: Through TPC, a sensor can communicate with its
CH with the minimal transmission power level while
maintaining the transmission quality.

7) Node Density: Some work assumes that the sensors are
deployed uniformly. The node density is a constant value
in each single unit area. However, in most real-world
WSN systems, the sensors are randomly distributed.
Node density in some area may be higher than that in
some other area. The sensors in a low density area will
have a bigger impact on the network coverage than the
ones in a high density area. Taking node density into
account in clustering algorithms can balance the sensor
distribution and maintain the network coverage [39].

It is difficult to cover all of the techniques in one sin-
gle algorithm. Since the CHs normally consume more energy
than the normal sensors, the CH election scheme has a big
impact on the power consumption in a network. This explains
why most existing work put a lot of effort into the CH elec-
tion schemes. Several typical algorithms are summarized in
Table V from the perspective of energy efficiency. LEACH and
HEED are two classic Voronoi-based clustering approaches.
DWEHC improved HEED by supporting multihop intercluster
and intracluster communication. BEEM have proposed a new
perspective of network longevity—coverage sensitive cluster-
ing. Regardless of the number of sensors, if losing network
coverage, a system will lose part of the sensing data. That
data may be critical in terms of the overall performance of
the system. Therefore, coverage sensitive longevity is essen-
tial in WSN systems. In addition to energy efficiency, some
systems also have high requirements on transmission relia-
bility. For example, in a disaster monitoring system, once
an event is detected, the information has to be transmitted
successfully. Otherwise, serious damage may happen. In real-
time systems, such as multimedia or road lighting, latency
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TABLE V
ENERGY EFFICIENCY TECHNIQUES USED IN CLUSTERING ALGORITHMS

} Algorithm ] LEACH ] HEED ] DWEHC ] BEEM ] PEGASIS ] CCS [ S-WEB |
Structure Voronoi Voronoi Voronoi Voronoi Chain Chain Spectrum
Distributed Yes Yes Yes Yes Yes No No

Node Density No No No Yes No No No
CH Rotation Yes Yes Yes Yes Yes Yes No
Data Fusion Yes Yes Yes Yes Yes Yes No
TPC Yes Yes Yes Yes No No No
Energy Aware No Yes Yes Yes Yes Yes Yes
Cluster size No Yes Yes Yes No No No
Sensing None Energy Energy Energy Location Engery Energy
Abilities Location Location Location
Simulation MATLAB MATLAB NS-2 MATLAB | MATLAB | MATLAB | MATLAB
Benchmarks Direct LEACH HEED LEACH Direct PEGASIS Direct
MTE, Static HEED LEACH

awareness is essential for user experience. Coverage sensi-
tive longevity, reliable transmission and latency awareness are
important issues in terms of QoS. BEEM was introduced with
an aim to increase WSN coverage sensitive longevity.

PEGASIS and CCS are chain-based approaches. S-WEB has
a spectrum-based structure. PEGASIS has analyzed the impact
of the BS’s location on the performance of an algorithm, but it
fails to account the location of the BS as a factor in clustering.
Since CCS and S-WEB both have layer-based network struc-
ture, the location of the BS can affect the clustering results.
HEED indicates that the sensors do not need any special com-
ponent to measure the residual power. The battery level can be
estimated from the energy consumption on sensing, process-
ing and communication. However, this estimation, also called
power management, is complicated to be implemented on real
sensors. By using the location information, in DWEHC, the
sensors are evenly distributed into the clusters. Therefore, the
power consumption on the CHs is better balanced, compared
to that in HEED.

From the above studies, it can be seen that sufficient work
has been done to improve longevity from the traditional per-
spective of network lifetime. The coverage of the network is
always neglected. BEEM has introduced a new concept, cov-
erage sensitive longevity, which not only evaluate the network
longevity using the number of alive sensors but also using the
network coverage. We argue this concept should replace the
transitional definition for network lifetime.

B. Network Transmission Reliability

In general, clustering algorithms are designed with spe-
cific objectives in mind, for example, lifetime extending,
load balancing, or scalability increasing [10]; however,
transmission reliability is often overlooked. Little existing
work considers transmission reliability as a criterion when
evaluating the performances of the approaches. For many
WSN deployments, such as disaster or military scenar-
ios, communication reliability is essential in terms of QoS.
Besides, for some civil applications, like critical infrastruc-
ture monitoring, transmission reliability is a crucial metric.
In such systems, transmission quality has a high prior-
ity from the user’s perspective. However, enabling reliable

| Link Quality Estimators (LQEs) I

|
Hardware-based Software-based
[ |

| PRR-based ||

Score-based |

RNP-based ”

PRR

wMEWMA |

KLE

Fig. 9. Current available LQEs [104].

transmission in cluster-based networks has received limited
attention. Individual clustering algorithms use contrasting
metrics to decompose the networks into interconnected clus-
ters. Examples of such metrics include distance, hop count
and cluster size [15]; however, link quality metrics are not
considered.

Baccour e al. [104] literally reviewed most of the avail-
able link quality estimators (LQEs) that can be used as link
quality metrics. The current available LQEs are shown in
Fig. 9. Packet receive rate (PRR), radio signal strength indica-
tor (RSSI), and link quality indicator (LQI) are three common
metrics used to estimate link quality. PRR is computed as
the ratio of the number of successfully received packets to
the number of transmitted packets. RSSI indicates the sig-
nal strength of the received packets. Its value is stored in the
RSSI register, which is available in most popular radio chips.
LQI meanwhile presents the correctness of the received pack-
ets. For the CC2420, LQI is measured based on the first eight
symbols of a received packet. LQI is a good LQE when a large
quality of data is available. In contrast, a good RSSI estima-
tion can be obtained over a small number of measurements and
can converge quicker than LQI [105]. Compared to RSSI and
LQIL PRR has a higher correlation with transmission quality.

LEACH uses RSSI as a metric to cluster sensors. However,
LEACH adopts TCP scheme, using RSSI to reduce energy
consumption as an energy metric rather than an LQE met-
ric. Moreover, LEACH assumes that all the sensors have
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long-distance single hop communication ability to avoid the
complexity of multihop communication. TTDD presents an
approach that can provide a reliable transmission with the help
of the mobile BS. As mentioned before, HGMR is a rout-
ing protocol rather than a clustering algorithm. Even though
HGMR claims that it can provide reliable transmission, it
cannot be applied to the entire network. Although AWARE
concludes that their solution can achieve a better PRR, it is not
clear why this is the case. Additionally, the design of AWARE
does not explicitly address the issue of reliable transmission.
Adaptive clustering provides a code division access scheme for
multimedia systems based on mobile radio networks, rather
than based on WSNs. Using the standby routing, Adaptive
clustering shows a low average packets loss rate but high
end-to-end (E2E) network delay. RINtraR has proposed a
solution for intraclustering routing to improve transmission
quality by transmitting data through high quality multihop
route rather than poor quality single hop route. Even though
clustering techniques have been a hot research topic for more
than 20 years, reliable transmission supported clustering has
not drawn enough attention. Providing transmission reliability
for intracluster or intercluster routing requires more work in
the future.

C. Network Latency

Low network latency is an essential criterion in some WSN
systems, such as road lighting systems. Once detecting a car
on the road, the system needs to turn on the lights immedi-
ately. In such a latency sensitive system, maintaining network
delay under an acceptable threshold is one of the major objec-
tives. In a cluster-based network, the sensors need to transmit
data to the CHs and then the CHs can transmit the data to
the BS. Therefore, the network latency of the data trans-
mission in a cluster-based network is longer than that in a
direct transmission-based network. The cluster-based structure
can extend network lifetime, but conversely increase network
latency. For these reasons, for latency sensitive systems based
on clustering structure, the objective normally is to support
latency awareness, rather than necessarily to minimize it. QoE
awareness in such a circumstance is to be able to customize
the network latency to meet users’ requirements.

Table IV shows that most existing work fails to consider
latency when evaluating the performance of their approaches.
Centralized clustering algorithm LEACH-C can balance the
cluster size by distributing the CHs evenly over the network.
From the experimental results of the throughput per unit
energy and the throughput per unit time, it can be seen that
LEACH-C is more energy and latency efficient, compared to
LEACH. PEGASIS is a power efficient and delay sensitive
algorithm. It states that minimizing energy or delay in isolation
has drawbacks on the performance of the system. Therefore,
PEGASIS uses energyxdelay as a metric to select two out
of its neighbors to form a chain structure. In the chain struc-
ture, each node can assemble the data that comes in from one
neighbor on the chain with its own data and then transmit the
assembled data to the other neighbor. PEGASIS indicates that
the network delay for a packet is dominated by the number of
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transmission times (or called hop count) since: 1) there are no
queuing delays and 2) the processing and propagation delays
are negligible compared to the multihop transmission delay.

TTDD also provides for short network latency clustering by
utilizing the mobility of the BS. It cannot be implemented in a
network with a fixed BS. HGMR is a single-hop intercluster-
and intracluster-based routing algorithm. By using multicast, it
can support short latency transmission. HGMR is not specified
as a clustering algorithm. With the exception of PEGASIS, no
other algorithms account latency as a metric when performing
clustering. Although the experimental performances may show
good results on network latency, the reason and some further
analysis are still missing.

Several approaches in clustering that are not covered by
the existing surveys can also support short latency commu-
nication. Nikolidakis et al. [106] adopted the same idea as
LEACH-C, through balancing cluster size to reduce network
latency. Aioffi et al. [107] used several multiple mobile BSs to
collect data from the network. By utilizing the border nodes,
Tufail [108] proposed a solution that can provide alternative
routes for some sensors in the network to reduce latency. As a
result, the border nodes will consume more energy than other
normal sensors. Reference [109] is focusing on fast cluster
formation instead of fast data transmission. Reference [110]
can provide low latency communication for the heterogeneous
networks where supper nodes are deployed. The BS is assumed
to locate in the center of the sensing field and the super
nodes are deployed around the BS in a uniform manner. In
a heterogeneous network with supper nodes deployed, no CH
election is necessary since the supper nodes are the default
CHs. Dousse et al. [111] and Li et al. [112] proposed solutions
to provide short latency scheduling rather than short latency
communication. Padmanabhan and Labeau [113] revealed that
the geographical locations of the sensors and the node density
both have an impact on the network latency in a cluster-based
network.

V. CONTEXT AWARE/USER CONFIGURABLE
FEATURES IN CLUSTERING

Besides the three QoS objectives discussed in Section IV,
context awareness and user configurability are also important
criteria from the user side. Those are often used to evalu-
ate QoE. As indicated in Table IV, currently, none of the
existing clustering algorithms can provide an interface for the
users to interact with the systems. Xu et al. [114] presented
a solution to achieve user configurability by integrating the
improvements on network lifetime, transmission reliability
and network latency. Since clustering is a major approach to
energy efficiency in WSNs [115], most of the existing work
has emphasis on energy saving, ignoring the diverse require-
ments from the users. The users normally expect that the WSN
performs in a particular way, through which to benefit their
applications furthest. For example, in a multimedia system,
the users want immediate response in a cluster-based network
rather than simply reducing power consumption. On the other
hand, the users may highlight transmission reliability in a
disaster detection system. Scenarios such as these involve a
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TABLE VI
COMPARISON OF EXISTING SIMULATORS

Simulator RSSI Specified | Power Limitations
calculation for WSN | Model
MATLAB Log Distance Path No Numeric No radio
Loss Model, calculated Model communication
from distance
NS-2 Friis equation, calculated No No Slow for large
from distance, network
antenna height
TOSSIM Not supported Yes No Constrained to
Berkeley nodes

tradeoff between competing demands. Therefore, power con-
sumption is no longer the only consideration. An advanced
WSN should be sufficiently intelligent to understand the users’
preferences and adapt to these changes. Currently, there is
no work showing any interest in adapting to user preference
in clustering algorithms. User scenarios and system context
are overlooked, without which QoE awareness is hard to be
guaranteed.

VI. SIMULATION

Since clustering techniques are usually utilized in a large-
scale network and it is not convenient to deploy a real one for
testing, the evaluation of an algorithm is normally undertaken
in a simulation. The performance of a proposed solution in the
real network can be predicted from the simulation results. The
selected simulator should not only be applicable for testing,
but also convenient to use and modified.

A. Comparison of Simulators Utilized in Clustering

Within this paper, 27 different clustering algorithms are
under discussed. All of the 27 clustering algorithms tested
their approaches in simulations. 60% of the tests are based
on MATLAB, followed by 28% based on NS-2. The remain-
ing experiments were implemented in TOSSIM or other
simulation tools constructed by the researchers themselves.
MATLAB and NS-2 are commonly used simulation tools in
clustering [116], [117]. Abuarqoub et al. [117] reviewed all
the papers published in SENSORCOMM 2011 that were not
limited in clustering area. It shows that MATLAB and NS-2
are still the most used simulators. Since MATLAB is conve-
nient to use and easy to extend to add a power measurement
component, the evaluations for most of the existing work were
performed in MATLAB or can be accomplished in MATLAB
(if not specified) when only energy consumption is being
evaluated.

As a system grows, more QoS services will be required from
the clustering algorithms. To evaluate the QoS performance
of an algorithm, the applied simulator should either support
the measurements for communication properties or can be
extended to add the corresponding functionalities. Some met-
rics that are used in clustering algorithms can only be captured
from the communication connection between sensors, such as
RSSI. RSSI is often used as an LQE. Ideally, it is determined
by transmission power, distance and other parameters, such as

antenna height and environment impact factor. However, in the
real world, it is highly influenced by the outside surroundings,
like obstacles and noises.

The comparison of three popular simulators, which are
MATLAB, NS-2, and TOSSIM, is presented in Table VI.
Neither TOSSIM nor NS-2 have a power model that can sim-
ulate power consumption in WSNs. Since there is no radio
communication is supported in MATLAB, the RSSI value
between two sensors is computed from the distance by adopt-
ing log distance path loss model [103]. In this model, RSSI is
mainly determined by the distance and transmission power.
This model can only be applied to the networks that are
deployed in an ideal environment, where no obstacles or noise
exist. NS-2 is a general network simulator, which has a radio
communication model. However, it is not specially designed
for WSNs. The simulation processing becomes slow when
the network scales over to 100 nodes [116]. In NS-2, the
RSSI value is calculated from the Friis transmission equation,
which is only accurate for long-distance communication sce-
narios. Now NS-3 is becoming more popular and it is should
be used to replace NS-2. TOSSIM is specially designed to
simulate WSNs that are composed with only TinyOS nodes.
Currently, only sensors like Micaz, TelosB that are based on
TinyOS. The simulator allows the users to test and verify
the code that will run on real sensors. However, it is more
focusing on examining the performance of an individual node
rather than the whole network, and the sensor platform is
constrained to a specific hardware type. TOSSIM is based
on TinyOS, which has a deep learning curve. This is also
the primary reason why it is not widely used. Besides, it
can neither model RF cancellation nor support RSSI value
generation.

As a result of the above analysis, MATLAB is the most
popular one for simulating WSN clustering systems for the
following reasons.

1) MATLAB can adopt log distance path loss model to

calculate RSSI values in order to be used in algorithms.

2) It provides a numeric power consumption model, which

can be easily modified to fit into different scenarios.

3) The processing time for large networks is quick.

4) It is not constrained to a specific type of sensors or

networks. A more general evaluation can be performed.

5) MATLAB suits for agile programming. New models

or components can be implemented and plugged in
freely.
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TABLE VII
ENERGY DISSIPATED IN MATLAB

Protocols | Transmission/Receiving (Fecicct) | Transmit Amplifier (€qmp)
LEACH 50m.J /bit 100pJ/bit /m?
HEED 50n.J /bit 10pJ/bit/m? (d < do)
0.0013pJ/bit/m* (d > do)
Spe:;um_\ Hybird Others TOSSIM

4% _\ 4%

MATLAB
60%

Fig. 10.
routing.

B. Power Consumption Model in MATLAB

LEACH indicates that different assumptions about the radio
characteristics will affect the performance of an algorithm.
Two most referenced clustering algorithms, LEACH and
HEED adopted different models to compute energy consump-
tion for long-distance communication. A shown in Table VII,
in LEACH, the calculation of transmission power consumption
is simplified as

Ery = Eelec x k + €amp * k* d* “4)

where k is the message length measured in bits and d is the
distance from the transmitter to the receiver. In the future work,
LEACH research team provided an advanced study on radio
power consumption [50]. The calculation is specified as

E7y = Eclec * k4 €amp * k x d". (5)

When d < do, €amp = 10 pl/bit/m?, and n = 2. When d >
do, €amp = 0.0013 pJ/bit/mZ, and n = 4. The value of dj is
a constant distance, which is determined by the surrounding
environment. HEED has also adopted this power consumption
model.

VII. COMPARISON OF EXISTING
CLUSTERING ALGORITHMS

Many survey papers have been published during the last
decade. The comparison between different algorithms is gen-
erally focusing on clustering objectives, CH election, and
intracluster and intercluster routing. Table IV shows the
comparison of cluster structure, QoS supported situation, sim-
ulation environment, and benchmark algorithms in parallel
experiments for the 27 clustering algorithms reviewed in this
paper. These criteria are not included in the existing survey
papers. The statistics analysis of the 27 clustering algorithms
for network structure, control manner, simulation environment,
and intracluster and intercluster routing is shown in Fig. 10.

(©)

8%

4

Statistics analysis of 27 studied clustering algorithms. (a) Structure. (b) Control manner. (c¢) Simulator. (d) Intracluster routing. (e) Intercluster

From the comparison of existing work, several conclusions,
which will contribute to construct the solutions in later studies,
are drawn.

1) Voronoi diagrams are easy to implement and convenient
to maintain as a structure for clustering, comparing with
other structures. In a Voronoi structure, the sensors in
the same cluster are normally physically close to each
other. Those sensors will have a high chance to have
relevant data. The communication cost between close
sensors can be low.

Distributed clustering manner is more tolerant and
robust.

The most often used simulator is MATLAB for its
shallow learning curve and high extensibility.

Multihop intercluster communication is essential to
guarantee the connectivity of a network without enabling
long-distance communication ability on the sensors.
LEACH and HEED are two popular algorithms that are
referred to as benchmarks in evaluations.

Besides, some problems existing in current work are also
unveiled.

1) Multihop interclustering routing is implemented in many
existing work. However, multihop intracluster commu-
nication is not well supported.

As is evident, in QoS supported clustering algorithms,
energy efficiency is well accomplished, while transmis-
sion reliability and network delay are less studied.
None of the 27 algorithms can provide interface for the
users to interact with the algorithms in order to cus-
tomize the performance on energy efficiency, network
delay, and transmission reliability. QoE awareness is
missing.

Through the above analysis and comparison, it is convincing
that a Voronoi-based distributed clustering algorithm, which
can support QoS and QoE awareness, enabling multihop
intracluster and intercluster routing, is demanded. Specifically,

2)
3)

4)

5)

2)

3)
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we conclude that user oriented/QoE aware design and QoS
supported services should attract more attention in the future
study of clustering for WSNs.

In the following sections, the audience will amazingly find
that those problems in clustering techniques for WSNs are
exactly aligned with what we need to address applying such
techniques to IoT systems in 5G environment. As WSNs
evolve into IoT and communication technologies march to 5G,
clustering techniques also need to grow new charms in order to
adapt to those changes. In the next sections, first the transfor-
mation between WSNs and IoT is presented. The possibility
and advantages to migrate IoT systems to 5G platform is also
discussed. We further present the challenges that researchers
are facing if applying clustering techniques in IoT in 5G.

VIII. FROM WSNSs TO IoT

As it is already presented in Section I, a WSN is a
network composed of autonomous wireless micro-devices,
which can monitor the surrounding environment, record the
data and transmit the information throughout the network to
a central BS, which is also sometimes referred to as a sink
node [1], [2]. WSNs were originally proposed for military
surveillance purposes [118]. Due to its first success, this tech-
nology was then envisioned for other purposes, such as habitat
monitoring [119], weather monitoring [120], agriculture moni-
toring [121], and wildlife monitoring [122]. WSN technologies
were introduced more than 20 years ago and many projects
have been proposed and undertaken that embrace this tech-
nology. However, more effort was still required before WSNs
became a truly mainstream technology. WSN technologies
envisaged as enabling another digital revolution in order to
facilitate people’s daily life. Only a small number of users
were showing interest in WSN area. Because of the complex-
ities associated with it, application developers were required
to be domain experts to build quality services based on WSNS.
For this reason, only limited usages and few applications
were available for normal users. Hence, researchers were fac-
ing the dilemma that WSN technologies could benefit and
advance society, but bringing them from the laboratory to the
marketplace.

A similar and successful paradigm to compare against is
the case of the Internet. The Internet was invented in the
late 1960s. However, it did not become universally pop-
ular until 1995 when the Internet access was more free
and convenient. The number of Internet users has increased
impressively for the last decade owing to numerous OTT appli-
cations developed for it, such as World Wide Web, electronic
mail and social networking.! The Internet has brought great
convenience to society and its importance is self-evident.

The revolution that is necessary to ensure WSN technologies
flourish in a similar manner requires more effort in simplify-
ing design, implementation, deployment, and usability. The
societal impact of WSNs is defined as the number of the
users, which itself is determined by the quality and quantity
of the available applications. Currently, it is extremely urgent
to inspire developers to build more useful OTT applications

1 [Online]. Available: http://www.internetworldstats.com/stats.htm
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to improve people’s life quality or experience. Therefore, the
concepts of IoT [123] and Internet of Everything [124] were
proposed and now they are extremely popular. The instances
include smart buildings/home, smart cities, smart roads and
connected cars. WSNs were the former existence and the
technology foundation for IoT. The fundamental difference
between WSNs and IoT is that the dynamics and diversities in
IoT are much higher than that in WSNs, which includes the
following aspects.

1) Applications: Traditional WSN applications are mainly
focusing on monitoring the environment and then col-
lecting the data. The sensors are deployed and fixed
in the field. The volume of the data transmitted in the
network is small. However, IoT applications can range
from smart kitchen to smart city monitoring. All the
applications in these systems have specific requirements
on the network performance. For instance, smart road
lighting applications in smart road system require short
network delays. Smart monitoring applications in smart
city system require high network bandwidth.

2) IoT Devices: WSN systems normally have homogeneous
sensors, in terms of sensing ability, processing capabil-
ity and power supply. This feature has simplified the
design of the relevant protocols, such as routing pro-
tocols. However, for IoT systems, this feature is no
longer applied. For example, in a smart home system,
the fridge, the vacuuming robot and the light sensing
devices all have their own characteristics in this system.
Furthermore, the devices in IoT systems are no longer
limited to those basic sensors.

3) Communication Ability: Since the features of the
connected devices in IoT systems vary greatly, their
communication ability, including communication range,
communication band, and communication power con-
sumption can be different.

4) Number of Connected Devices: By the end of 2020,
according to Cisco, there will be over 50 million
connected devices. Managing such a large number of
devices along with the generated data is challenging in
IoT systems.

5) Objectives: As mentioned, WSN systems are mainly
used for monitoring environment and collecting data.
User profile and system context are rarely under dis-
cussion. One of the most important objectives for IoT
systems is to improve people’s life and their personal
experience. User oriented and context aware design is
demanded in IoT systems.

IX. CLUSTERING FOR IOT SYSTEMS IN 5G

Among the current clustering strategies for WSNs, many
of them assume the sensors in the networks are homoge-
neous. If a heterogeneous network is considered, the degree
of the diversity is still rather low (for example, some het-
erogeneous network simply assumes that part of the sensors
have double power supplies than others). This assumption has
become unrealistic recently, especially in IoT systems. The
challenges when migrating IoT systems to 5G platform have
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Fig. 11.  Overview on 5G network.

been discussed a lot from a general perspective [125]. In this
section, we will show the necessity of clustering techniques
in IoT systems that are based on 5G networks.

A. Overview on 5G

For the first time in history LTE has brought the entire
mobile industry to a single technology footprint resulting in
unprecedented economies of scale. The converged footprint of
LTE has made it an attractive technology baseline for several
segments that had traditionally operated outside the commer-
cial cellular domain. There is a growing demand for a more
versatile machine-to-machine (M2M) platform. The challenge
for industrial is the lack of convergence across the M2M archi-
tecture design that has not materialized yet. It is expected
that LTE will remain as the baseline technology for wide area
broadband coverage also in the 5G area.

Fig. 11 presents an overview of 5G network infrastructure.
Mobile operators now aim to create a blend of pre-existing
technologies covering 2G, 3G, 4G, WiFi, and others to allow
higher coverage and availability, and higher network density
in terms of cells and devices with the key differentiator being
greater connectivity as an enabler for M2M services [126].
New machine type communication technologies are also
invited, such as LTE-M and NB-IoT. An array of anten-
nae supporting high-order multi-input, multioutput (MIMO)
is installed in a device and multiple radio connections are
established between the device and the cellular BS allowing
paralleled data transmission. Meanwhile, operators, vendors
and academia are combining efforts to explore technical solu-
tions for 5G that could use frequencies above 6 GHz and
reportedly as high as 300 GHz. This platform will need to
provide a network management and control layer to coordi-
nate the activities from the application layer and the services
from underlying infrastructure. This layer should be imple-
mented between network transport layer and application layer.
It provides functionalities/components as such network selec-
tion, traffic monitoring, user analysis, etc. For example, smart
network selection can be implement as the following way. The
network selection component can match OTT usage to a suit-
able network interface based on the characteristics of the OTT
application itself, the network conditions and the user profile.
The traffic monitoring component can provide the network
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condition information. As you can see, those components will
work together to achieve intelligent 5G.

On top of the 5G network, many systems can be supported,
for example, smart homes and enterprise networks. In those
systems, running multiple applications at the same time is also
common. The network selection should know the applications
and user scenarios in order to allocate suitable underlining
network services for communication. This information can
be accomplished by the user analysis component. Besides,
the network context itself, such as congestion level, is also
important when selecting the network interface. Therefore,
traffic monitoring is necessary. 5G aims to enhance the degree
of automatic adaptation and configuration. User oriented and
QoE aware design is one of the main tasks. The management
layer should decouple software functions from the hardware
resource layer. Meanwhile, it also needs to provide network
performance analysis and optimization. The 5G networks aim
to advance IoT technologies further in the market [127].

3GPP standard/5G-based backhaul has become popular as
a great solution for connectivity problem in IoT systems.
Munoz et al. [128] indicated that the next generation of
mobile networks (5G), will need not only to develop new
radio interfaces or waveforms to cope with the expected traf-
fic growth but also to integrate heterogeneous networks from
E2E with distributed cloud resources to deliver E2E IoT and
mobile services. Fantacci et al. [129] provided a backhaul
solution through mobile network for smart building applica-
tions. The proposed network architecture will improve services
for users and also will offer new opportunities for both ser-
vice providers and network operators. Piri and Pinola [130]
utilized LTE uplink resource as the communication backhaul
for IoT systems. Hindia et al. [131] used LTE-Femtocell com-
posed networks to collect data from health-caring IoT systems.
They considered a heterogeneous network in which a macro-
cell tier is overlaid with a very dense tier of small cells.
Kim [132] presented three scheduling algorithms for a two-
tier HetNet to maximize network throughput of IoT devices.
Jungnickel er al. [133] highlighted new applications for opti-
cal wireless communication as a mobile backhaul for WiFi,
LTE, and 5G and as a new access technology in IoT systems
where it enables secure and reliable communications at low
latency.

The next generation networks/5G is definitely the ulti-
mate means to connect everything together, specially for IoT
systems [134], [135]. Small cells take a huge role in such
infrastructure [136], [137]. Besides, software defined network
and network function virtualization techniques are also widely
used in such scenarios [138], [139] to improve the scalabil-
ity. Smart backhaul solutions have been proposed to improve
users’ utility/QoE [140], [141]. Combining cloud technology
with the backhaul is also becoming dominant [142]-[144].
Tehrani et al. [145] indicated that network selection/resource
allocation in 5G network is a challenging research topic
that needs to be addressed. In addition to the infrastructure,
resource management in the backhaul is also critical [146].
References [147]-[149] proposed corresponding solutions for
that. Ran et al. [150] aimed to balance the workload of differ-
ent remote radio heads in the backhaul to alleviate the pressure
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3GPP assisted IoT backhaul without clustering.

on the transmission links. Reliability can also be improved
through cognitive radio [151].

As we can see from the above evidence, 5G can pro-
vide a feasible and reliable backhaul infrastructure for many
IoT systems. It is sensible to design our future protocols for
IoT systems based on that infrastructure, keeping QoS/QoE
awareness as one design principle.

B. Need for Clustering for IoT in 5G

As cellular involved backhaul can provide full connectivity,
it is becoming the main trend. As show in Fig. 12, there are
normally three layers in the communication system. Layer 1
is composed with the sensors/devices in the field. Layer 2
is deployed by the mobile operators beside the field, nor-
mally in the form of small or micro cells, supporting 3GPP
standard communication. Layer 3 is the evolved packet core
network (core network), where all the information and data
would be collected. The backhaul infrastructure is considered
as the combination of layers 2 and 3. Layer 1 is referred to as
the last hop in wireless communication. 3GPP communication
can be applied to all these three layers. The M2M communi-
cation only exists in layers 1 and 2. Fig. 12 shows a standard
infrastructure for 3GPP involved IoT backhaul. Nowadays, the
3GPP organization, mobile operators and academics are trying
to realize 5G by the end of 2020. 5G with an enabler for M2M
communication, has features such as 1-10-Gb/s speed, 1-ms
latency, and 100% coverage and reliability, which aims to sup-
port and provide good QoE for a large range of applications
and usages. Hence, this infrastructure shown in Fig. 12 has
been well accepted and studied as mentioned in Section IX-A.
Bassoy et al. [152] introduced a novel two-stage reclustering
algorithm to reduce high load on cells in hotspot areas and
improve user satisfaction. Smart coordinating multiple access
points can improve the overall spectral efficiency.

In such a 3GPP involved IoT backhaul, we indicate that
clustering techniques are still necessary and beneficial for the
following reasons.

1) Energy Efficiency: In IoT systems, many sensors/devices
are still deployed remotely, requiring lifetime for years.
5G aims to provide M2M communication, allowing
devices to have up to ten years’ battery life. Therefore,
energy efficiency still is a challenging problem in IoT
systems regarding of QoS. In addition, from green com-
puting perspective, with 50 billion connected devices,
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3GPP assisted IoT backhaul with clustering.

if one device could reduce 1% energy consumption,
it can save the world $1 billion worth electricity.
Xu et al. [153] introduced a clustering algorithm for IoT
systems in MIMO scenarios to extend network longevity
and maintain network coverage.

2) Distributed Processing: In recently ten years, big data
has been a really hot topic and people generally expect
treasures in the data. However, not all the data is use-
ful. Treasure hunting in massive amounts of meaningless
data can be costing. In addition, data transmission
through the network and data maintaining in the server
are also expensive. It is essential to filter out worthless or
redundant data from the source, rather than transmitting
it back to the core network.

3) Management Hierarchy: As we have discussed, the
major difference between WSNs and IoT is the diver-
sities from the devices themselves to the OTT applica-
tions. Besides, with such a large number of devices, an
extensible and dynamic hierarchic structure can achieve
effective and efficient management.

To relieve the problems caused by the above issues in
IoT systems, clustering techniques can still be applied. As
shown in Fig. 13, the three layers are still organized as before.
However, at layer 1, the clusters are formed and one CH is
elected for each cluster. The CH in each cluster will still be
in charge of data gathering and confusion. With clustering in
the field, first, the M2M communication is only happening in
layer 1. The number of cross layer communication is largely
reduced, which in turn saves a lot of energy on the devices.
Second, clustering structure is beneficial for data gathering and
data processing locally. The CH can dismiss redundant data
and avoid overloading the 3GPP backhaul network. Third, the
cluster structure in layer 1 can be further stratified, based on
the size of the network, the device types, application types,
communication abilities, etc. The hierarchy structure can be
extended deeper depending on the requirements.

C. Challenges in Clustering Toward 5G

As we have discussed in the last section, clustering tech-
niques are required and beneficial even for highly dynamic IoT
systems. With 3GPP standard communication, the deployment
becomes more flexible and the connectivity problem is solved
straightway. When migrating IoT systems to 5G networks, if
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applied, several challenging problems in clustering are needed
to be addressed.

The first challenge comes from the fundamental nature of
IoT systems—the vastly diversity. The things in the field are
highly heterogeneous. Some of the nodes can have low capa-
bilities and some of them can be extremely advanced. In order
to connect everything in smart cities, cheap and energy effi-
cient transmit-only devices will be massively deployed [154]
alone with other highly advanced sensors. Due to the hardware
limitation, those devices cannot receive information from oth-
ers, which makes decentralized clustering challenging. One
opposite example to a transmit-only device is a super sensors.
It is a more powerful node with the task of collecting sens-
ing data and, in some cases, with the physical capability to
act as a relay node [155]. Because of their high strength in
memory and computing abilities, they normally are treated as
CHs in networks. Therefore, comparing with traditional WSN,
IoT systems are more complex and comprehensive. The OTT
applications are no longer just about data collection and trans-
mission. We need to consider more complicated scenarios and
user cases. When clustering, from the perspective of reducing
redundant data, sensors/devices with similar usage should be
grouped together.

The second challenge is that cost for transmission. The
energy cost is still a critical concern in IoT systems when
deployed in 5G networks. Besides, since mobile network is
also involved, the financial cost should be well controlled. For
example, the use of LTE will be more expensive than that
of WiFi. In practice, LTE can be used as the default com-
munication means. If possible (the CH is in range and the
user requirements can be satisfied), some of the devices can
switch to Bluetooth or ZigBee, which are much power saving
solutions. In such a condition, in order to utilize MIMO tech-
niques, the devices in the same cluster should well distributed
to use different network interfaces. This approach cannot only
avoid interfering but also balance the load on those networks.

The third challenge is how to improve user utility. QoE has
been emphasized greatly when formulating 5G related poli-
cies and regulations. Users are requiring specialized services
according to their behaviors. In order to cater for characterized
usage, user profile should be in consideration. The user profile
can include information, such as user priority, user behaviors,
user scenarios, etc. The first issue needs to be addressed is
how to formularize user utility as a measurable metric. Then
the clustering scheme should consider the user requirements
for the networks. For example, if TDMA MAC protocol is
applied in each cluster, it is not a good approach to group
all the users that have high requirements on latency into the
same cluster. Those users should be in a relevantly smaller
cluster. In extreme case, they should be able to transmit with
the layer 2 access points directly.

The fourth challenge is how to utilize the intelligent com-
ponents in the core network. In order to make the 5G network
smart and be aware of the context, extra components in the
core network have been proposed to provide additional func-
tionalities. The information from those components will be
available for devices to query. For example, a network mon-
itoring component can detect the congestion levels for all
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the network access interfaces. Be aware of this information
should also help the designed clustering algorithms to be
smart. Supposedly a device needs high network throughput
for the application and uses LTE as the default communica-
tion interfaces. It should not switch to WiFi once it receives
notifications from the core network indicating that currently
WiFi network is congested [156].

The fifth challenge is how to manage and utilize mobil-
ity in the networks. Some work has been done specifically
addressing mobility problem in WSNs [155], [157], [158].
With the development of IoT systems, supporting the con-
nectivity of the fast moving things (such as vehicles in the
connected cars system) and utilizing the mobility to improve
the communication efficiency are challenging.

One of the general objectives for 5G is to improve QoS and
QokE. Clustering techniques, in order to adapt to 5G and more
complicated scenarios in IoT systems, the above challenges
need to be addressed. The corresponding research in those
directions should be further investigated. Cross layer design
is also highly recommended to address multiple issues col-
laboratively. We sincerely indicate that more advanced studies
should be undertaken in the current scenario with 5G rather
than the traditional WSN usages.

X. CONCLUSION

In this paper, a general-to-specific review of clustering
algorithms in WSNs was conducted. First, we presented a
summarized survey for clustering techniques in WSNs. The
services provided by existing algorithms were analyzed from
four QoS angles: network lifetime, transmission reliability,
network latency, and the QoE awareness perspective. Upon
this analysis and the comparison, several findings have been
revealed.

1) Limited work concerns network coverage when evaluat-

ing network lifetime.

2) Latency awareness and transmission reliability are not

well supported in clustering.

3) User scenario/profile awareness has drawn little attention

in current clustering research.

4) Limited work shows interest for clustering in heteroge-

neous networks with high degree of diversities.

These findings should motivate future work in clustering.
As QoS has become a crucial evaluator in intelligent WSN
systems. Unfortunately, existing work only proposes solu-
tions to extend network lifetime from a narrow perspective.
Moreover, limited work has been undertaken in clustering
with a main objective to improve transmission reliability
or reduce network latency. However, being able to opti-
mize network performance from one single dimension among
energy efficiency, transmission quality, and network latency is
not sufficient to enable intelligence in clustering. It has been
stated that an intelligent system should be able to understand
the user’s requirements and adapt to the changes within the
system, especially when WSNs are evolving to IoT, with an
aim to support a larger number of users and more complex user
scenarios. It is extremely challenging if considering a higher
degree of heterogeneous for the devices and the networks.
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QoE supported features, such as user configurability, should be
implemented in order to advance clustering techniques to again
adaptivity to various conditions and user scenarios. Clustering
algorithms now need to cater for multiple and differing sce-
narios with varying user preferences, which is essential when
implementing a smart clustering strategy to understand the
environment and the users. To the end, we discussed the need
for clustering techniques in IoT systems and the challenges
when migrating to 5G platforms. Future research directions are
also outlined indicating where this technique should progress
in order to profit IoT systems in the future network.
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