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a  b  s  t  r  a  c  t

Cardiotocography  (CTG)  comprises  fetal  heart  rate  (FHR)  and  uterine  contraction  (UC)  signals  that  are
simultaneously  recorded.  In  clinical  practice,  a  visual  examination  is subjectively  performed  by  observers
depending  on  the  guidelines  to evaluate  CTG  traces.  Owing  to  this  visual  assessment,  the  variability  in
the  interpretation  of CTG  between  inter-  and  even  intra-observers  is  considerably  high.  In addition,
traditional  clinical  practice  involves  different  human  factors  that  distort  the  quantitative  quality  of  the
evaluation.  Automated  CTG  analysis  is  the  most  promising  way  to tackle  the  main  shortcomings  of  CTG
by  providing  reproducibility  of  the  evaluation  as well  as  the  quantitative  results.  In  this  study,  open-
access  software  (CTG-OAS)  developed  with  MATLAB® is  introduced  for the  analysis  of  FHR  signals.  The
software  contains  important  processes  of  the automated  CTG  analysis,  from  accessing  the  database  to
conducting  model  evaluations.  In addition  to traditionally  used  morphological,  linear,  nonlinear,  and
time–frequency  features,  the developed  software  introduces  an  innovative  approach  called  image-based
time–frequency  features  to characterize  FHR  signals.  All  functions  of  the  software  are  well documented,
and  it is  distributed  freely  for research  purposes.  In  addition,  an experimental  study  on  the  publicly
accessible  CTU-UHB  database  was performed  using  CTG-OAS  to  test  the  reliability  of the  software.  The
experimental  study  obtained  results  that  included  an accuracy  of  77.81%,  sensitivity  of  76.83%,  specificity

of  78.27%,  and  geometric  mean  of 77.29%.  These  fairly  promising  results  indicate  that  the  software  can
be  a valuable  tool  for  the  analysis  of  CTG  signals.  In addition,  the  results  obtained  using CTG-OAS  can
be  easily  compared  to  different  algorithms.  Moreover,  different  experimental  setups  can  be  designed
using  the  tools  provided  by  the  software.  Thus,  the  software  can contribute  to  the  development  of  new
algorithms.

© 2018  Elsevier  Ltd.  All  rights  reserved.
. Introduction

Cardiotocography (CTG) is the most widely used monitoring
echnique for determining the fetal state during the antenatal
eriod. CTG is composed of fetal heart rate (FHR) and uterine con-
raction (UC) signals that are simultaneously recorded by electronic
etal monitoring (EFM) devices [1]. In clinical practice, the EFM
evice produces a paper strip (sometimes called a CTG trace or
TG strip) during the test. After the test is completed, observers

nterpret the paper strip with the naked eye depending on guide-
ines such as those laid down by the International Federation of

ynecology and Obstetrics (FIGO) [2].

In the context of these guidelines, the routinely judged FHR com-
onents, often called FIGO-based or morphological features, are

∗ Corresponding author.
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A.F. Kocamaz).

ttps://doi.org/10.1016/j.bspc.2018.05.016
746-8094/© 2018 Elsevier Ltd. All rights reserved.
the baseline heart rate, variability, accelerations, and decelerations.
These components are the most robust indicators to ascertain fetal
well-being [3]. For this reason, in almost all studies that address
automated CTG analysis, these basic morphological features are
confirmed as an indispensable part of the analyses. The repro-
ducibility of the visual assessment of CTG strips has poor value
because this is associated with the expertise level of the observers
[4]. Therefore, disagreement regarding the interpretation of CTG
has been reported as considerably high in various studies [5,6]. In
other words, there are numerous factors influencing the fetal heart
rhythm that are based on complex physical mechanisms and matu-
rational changes, and the interpretation of these factors using only
a paper strip is not an easy task. Thus, the major drawbacks of FHR
monitoring stem from the reading and interpretation of CTG traces
rather than technical aspects [7].
The initial studies on automated CTG analysis focused on the
detection of morphological features that clinicians examine with
the naked eye [8,9]. Nevertheless, this is not a simple task owing
to a lack of standards on how computers estimate the diagnos-

https://doi.org/10.1016/j.bspc.2018.05.016
http://www.sciencedirect.com/science/journal/17468094
http://www.elsevier.com/locate/bspc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.bspc.2018.05.016&domain=pdf
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ic indices. In general, the morphological features are enlarged
ith other diagnostic indices obtained from linear [10,11], nonlin-

ar [12–14], discrete wavelet transform (DWT) [15–17], empirical
ode decomposition (EMD) [18,19], time–frequency [20,21] and

mage-based time–frequency (IBTF) [22,23] domains to identify
HR signals.

In summary, automated CTG analysis is the most promising way
o overcome CTG’s drawbacks. This approach aims to reduce the
ubjective nature of fetal state evaluation and to ensure a more
bjective and quantitative assessment [24]. Furthermore, com-
uterized systems can be beneficial means for achieving, storing,
ransmitting, and assessing the signals [24]. Numerous algorithms
nd software have tried to develop a model that enables a more
uantitative, objective, and consistent implementation of CTG anal-
sis, and some of these attempts resulted in commercial products.

SYSTEM 8000 was developed for antenatal FHR analysis [25],
nd the improved version of this system, sonicadFetalCare, is com-
ercially available nowadays. In addition, 2CTG2 was  developed

o analyze antepartum recordings using a set of standard parame-
ers obtained from different domains [26]. A graphical tool for the
utomatic and objective analysis of CTG tracings, CTG Analyzer was
enerated using MATLAB

®
[27]. In addition, a medical expert sys-

em, NST-EXPERT, was designed to evaluate the fetal condition [28].
he Computer Aided Foetal Evaluator (CAFE) is a successor to this
ystem [29].

SisPorto, which closely followed the FIGO guidelines, was  intro-
uced in 1990. Today, the fourth version of the SisPorto program
as been distributed [30]. In addition, K2 Medical Systems presented
n intelligent system consisting of central and local units to collect
nformation such as CTG and results of blood sample analyses from

 patient’s bed [31]. Nowadays, the commercial version of this sys-
em is known as INFANT

®
[32]. This topic is still under discussion

ince automated CTG systems have not yet gained enough clinical
cceptance.

In this study, we introduce a prototype of an open-access soft-
are for CTG analysis (CTG-OAS). This software contains important

rocesses such as accessing the database, preprocessing, feature
ransform, and classification in terms of an automated CTG anal-
sis. In addition, the applicability of texture features such as
ontrast, correlation, energy, and homogeneity is explored for
etecting fetal hypoxia. A comparison of the three different clas-
ifier performances is also examined for this particular purpose. An
xperimental study is performed on the publicly accessible CTU-
HB database using only CTG-OAS, and fairly promising results are
chieved. This software, which was developed mainly for research
urposes, has great potential for the automated analysis of ante-
atal CTG. In addition, while the software cannot be used directly
s a diagnostic tool, it can be used to ensure technical support for
bservers.

The rest of this paper is organized as follows: The database
nd the components of the software are summarized in Section
. Experimental results and a discussion are presented in Section 3.
inally, concluding remarks are given in Section 4.

. Material and methods

.1. CTU-UHB intrapartum CTG database

A publicly accessible intrapartum CTG database called CTU-
HB [33] was used in this study to test the performance of the
eveloped software. A total of 9164 intrapartum recordings were

ollected between 2010 and 2012 through STAN S21/S31 and
valon FM40/FM50 EFM devices in the obstetrics ward of the Uni-
ersity Hospital in Brno, Czech Republic. Then, 552 instances were
arefully selected from these recordings, considering several tech-
Fig. 1. Histogram of total number of CTG recordings used in the study, ordered by
umbilical artery pH. There is a total of 552 recordings ranging from 6.85 to 7.47.

nical and clinical criteria. All signals sampled at 4 Hz were stored
in electronic form in the OB TraceVue

®
system. Each recording was

divided into four parts, and each part was interpreted by nine expe-
rienced obstetricians. Furthermore, an annotated file providing
biochemical markers, clinical features, and details of the evaluation
was presented. Please refer to [33] for more detailed information
about the database.

In a supervised learning approach, labeling of the data is a
mandatory step that provides the network training to be per-
formed. Either the views of clinicians [34] or fetal outcomes [35]
can be chosen to label the signals. The fetal outcomes (pH values,
the base deficit of newborn umbilical artery blood measured, etc.)
are admitted as the objective annotation, whereas expert annota-
tions (visual inspection) or evaluations of newborns (Apgar score)
in the delivery room are agreed to be subjective in perinatal termi-
nology [35]. In experimental studies, we prefer to use pH values to
provide an objective evaluation of fetal hypoxia [36]. However, no
specific umbilical artery pH value has been determined for separat-
ing the FHR signals as normal and abnormal. Furthermore, different
values were used in previously reported studies [37,38]. These vari-
ous works demonstrate that a cord artery pH of less than 7.20 points
to fetal distress; otherwise, the pH value refers to fetal well-being
[39].

The adjusted umbilical artery pH value emphasized with a red
dashed line in Fig. 1 is used as a borderline for separating the record-
ings. A total of 552 recordings are taken into consideration, and
the numbers of normal and hypoxic recordings are 375 and 177,
respectively. In addition, we  focus on the last 15 min of the signals,
representing the second stage of labor in this study.

2.2. Basic components of CTG-OAS

CTG-OAS equipped with advanced signal processing and
machine learning tools is an open-access software package devel-
oped for FHR signal analysis. The software is freely distributed for
research purposes [40]. CTG-OAS was developed with the MATLAB

®

graphical user interface development environment (GUIDE). A
block diagram of CTG-OAS is illustrated in Fig. 2. The software
ensures the necessary processing steps are carried out: data prepa-
ration, feature transform, and classification regarding automated
CTG analysis. CTG-OAS ensures a basic preprocessing scheme and

also has the ability to provide a comprehensive feature set extracted
from morphological, linear, nonlinear, time–frequency, DWT, and
statistical domains to represent FHR signals.
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Fig. 2. Block diagram of CTG-OAS components. Blocks with dashed

In addition, an innovative method consisting of a combina-
ion of a Short Time Fourier Transform (STFT) and Gray Level
o-Occurrence Matrix (GLCM) is used in the feature extraction
tage by the software [22]. Thus, the software can offer a quite
omprehensive feature set. In addition to the fairly comprehen-
ive feature extraction stage, several feature selection algorithms
re embedded in CTG-OAS. Furthermore, popular machine learning
echniques such as the Artificial Neural Network (ANN), Support
ector Machine (SVM), and k Nearest Neighbors (k-NN) are also
mbedded in the software to separate normal and hypoxic fetuses
41]. We  designed a web platform to share developments in the
oftware and to distribute it freely (cf. www.ctganalysis.com).

.3. Preprocessing

Preprocessing is an essential step for almost all biomedical
ignal processing applications. This process affects not only the val-
es of extracted features but also the classification performance
24,42]. From this point of view, owing to the nature of FHR, FHR
ignals include several types of noise that occur owing to the move-
ents of both mother and fetus, displacements of the transducer,

nd other factors such as labor-related stress [13]. As a result, the
HR signal can be contaminated by these factors.

Segment selection, outlier detection, and interpolation consti-
ute the main preprocessing procedures in our case study [43]. The
egments, which last 15 min  and consist of 3600 samples owing
o a 4-Hz sampling frequency, are used in the experimental work.
t should be noted that the sampling frequency rate can affect the
HR variability [44]. A basic artifact rejection scheme is employed:
xtreme values (≥200 bpm and ≤50 bpm) are interpolated as in
45]. The cubic Hermite spline interpolation technique [46] pro-
ided by MATLAB

®
is utilized to fill the missing beats in order

o produce robust and accurate values for spectral analysis [47].
urthermore, long gaps (>15 s) are not included in the subsequent
eature extraction process. In the last step of the preprocessing, FHR
ignals are detrended by using second-order polynomials owing to
he use of nonlinear signal processing techniques.

.4. Feature extraction
A mixture of features is utilized in this study. First, we focus on
orphological features that describe the shapes of and changes in

he FHR signals. The baseline, number of accelerations, and decel-
ration patterns are calculated as described in [2,48,49].
 represent unused components of software in experimental study.

The feature set is enlarged with linear and nonlinear features to
ensure more effective signal identification. To this end, the mean
(�), standard deviation (�), long-term irregularity (LTI), delta (�),
short-term variability (STV), interval index (II), mean absolute devi-
ation (meanAD), and median absolute deviation (medianAD) of the
FHR signals are considered as time-domain features. A detailed
explanation of these features is not within the scope of this paper
and can be found in [10,11,14,17,50]. In addition, it should be
emphasized that the FHR variability (FHRV) in short and long terms
is of high clinical importance and is rather significant with regard
to clinical settings [51].

Nevertheless, there is no a clear standardization in the defini-
tion and evaluation of FHR changes in clinical applications [52].
The computation of STV varies according to the signal acquisition
approach, which is either external or internal [53]. Real beat-to-
beat variability can be estimated for internal recordings, whereas
a correlation-based technique is frequently employed for external
recordings. In addition, several ways for computing this important
index such as Arduini, Dalton, Organ, Sonicaid 8000, Van Geijn, Yeh,
and Zugaib have been proposed in the literature [54].

To compute STV indices in this study, the FHR time-series were
divided into 2.5-s blocks. Each of these blocks was  represented by
the average value of 10 samples (owing to a 4-Hz sampled fre-
quency), which constitute the block. STV indices were computed
by dividing the sum of the differences between two consecutive
blocks by the number of minutes [48]. The long-term variability
indices (also called the delta in this study) estimated the difference
between the minimum and maximum values in a 60-s block-
averaged over the duration of the signal [55].

Recently, nonlinear time-series analysis has gained increased
popularity in FHR signal analysis [56–58]. In particular, as new diag-
nostic indexes, Approximation Entropy (ApEn), Sample Entropy
(SampEn), and Lempel Ziv Complexity from the nonlinear domain
have been found to be rather remarkable [12,13]. These features
are utilized in the context of the experimental study. The tolerance
and embedding dimension parameters of both ApEn and SampEn
are set to 0.20 and 2, respectively.

As previously stated, it must be emphasized that the mathemat-
ical forms of all methods are not presented here because the focus
of our research is mostly on embedding these methods in the soft-
ware. As an exception, we  explain how to extract new IBTF features

in order to emphasize one of the innovative aspects of this study
and to show how to develop a new feature extraction approach
with CTG-OAS.

http://www.ctganalysis.com
http://www.ctganalysis.com
http://www.ctganalysis.com
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Fig. 3. Spectrograms and gray-level imag

IBTF features, often called as texture features, have been used
uccessfully in electroencephalography [59] and electromyogram
60] signal analysis. However, the applicability of texture features
as not been explored in FHR signal analysis. The basic information
ource of IBTF analysis is spectrogram images that are obtained
sing standard STFT. In the next step, the spectrogram images are
onverted into gray-level images that are used as input to a GLCM,
s shown in Fig. 3. Given an image I of size X × Y, the gray-tone
patial-dependence matrix M can be defined as follows:

ı=1,�=0 (p, q) =
X∑
i=1

Y∑
j=1

{
1, ifI (i, j) = p and I

(
i, j + ı

)
= q

0, otherwise
(1)

here p and q represent the grayscales. X and Y define the sizes of
he image. The GLCM calculates how often a pixel with gray-level
alue i occurs depending on the distance

(
ı
)

and angle
(
�
)

parame-
ers to adjacent pixels with value j. The GLCM can be used to acquire
aluable information, which represents the image characteristics,
y extracting the contrast, correlation, energy, and homogene-

ty features [61]. The mathematical forms of these features are
escribed as follows. For a more thorough description of the GLCM,
61,62] can be reviewed.

ontrast =
∑
i,j

|i − j|2Ḡı,� (i, j) (2)
orrelation =
∑
i,j

(i − �x)
(
j − �y

)
�x�y

Ḡı,� (i, j) (3)
 normal and hypoxic sample recordings.

Energy =
∑
i,j

(
Ḡı,� (i, j)

)2
(4)

Homogeneity =
∑
i,j

1
1 + |i − j| Ḡı,� (i, j) (5)

Herein, � and � indicate the mean and standard deviation, respec-
tively, and the marginal distribution is expressed as Ḡı,� (i, j)
Contrast recognizes the number of local intensity variations.
Correlation reveals the gray-level linear dependencies in the
image. Energy explains the uniformity of the image. Homogene-
ity indicates the closeness of the distribution of elements in the
co-occurrence matrix to the co-occurrence matrix diagonal.

Last, IBTF features were taken into account with distance (ı = 1)
and angle (� = 90

◦
) parameters in this study. The values of these

parameters can be changed. In addition, IBTF features can be
extracted from different empirically determined bands. In this way,
a large number of IBTF features can be ensured for signal charac-
terization. Owing to performance concerns, we focused only on the
spectrograms of very low-frequency bands (VLF, 0–0.03 Hz) con-
sidering a great number of experimental experiences. Thus, we
determine only four IBTF features: contrast, correlation, energy and
homogeneity.

Consequently, CTG-OAS ensures that a total of 18 informative

features, which are summarized in Table 1, are extracted from dif-
ferent domains to represent FHR signals. The output of a sample
recording produced by CTG-OAS is shown in Fig. 4. The figure con-
sists of squares and rectangles and represents a modeled CTG trace.
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Fig. 4. Analysis report of trace 1061 (internal numbe

Table 1
The features used in the experimental study.

Features Parameters settings

Morphological features
[2,48]

Baseline,
The number of
accelerations,
The number of
decelerations.

After the virtual
baseline is estimated,
the parameters
representing upper and
lower limit are
adjusted to 8 so as to
remove accelerations
and decelerations [75].

Time domain (linear)
features
[10,11,14,17]

Mean (�),
Standard deviation (�),
Long-term irregularity,
(LTI),
Delta (�),
Short-term variability
(STV),
Interval index (II),
Mean absolute deviation
(MeanAD),
Median absolute deviation
(MedianAD).

Nonlinear features
[12,13]

Approximation Entropy
(ApEn),
Sample Entropy (SampEn),
Lempel Ziv Complexity
(LZC).

Embedding dimension
(m = 2)
Tolerance (r = 0.20)

Image-based
time-frequency
features [22]

Contrast,
Correlation,
Energy,

Distance (ı = 1)
Angle (� = 90◦ )

T
t
t
i
o
p

g
f
t
q
a
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data can be classified easily. However, data collected in real life are
Homogeneity.

he squares correspond to 30 s on the horizontal and 10 bpm on
he vertical axis, whereas the rectangles correspond to 3 min  on
he horizontal and 30 bpm on the vertical axis. The black solid line
ndicates the estimated baseline, and the orange and green lines
n the figure represent the detected acceleration and deceleration
atterns, respectively.

In addition, the computed values of the diagnostic features are
iven at the bottom of Fig. 4. Although CTG-OAS can ensure a larger
eature set and automatic feature selection algorithms, we select
he features used in this study manually considering the usage fre-
uency of the features as well as our experience. On the other hand,
s the number of features used to identify the signals increases, it

s important to be aware that the clinical interpretation difficulty,
ystem complexity, and computational costs also increase [63].
r of CTU-UHB database) produced by CTG-OAS.

2.5. Classifiers

2.5.1. k-Nearest neighbors (k-NN)
A k-NN algorithm that stores all available cases and classes is a

simple and efficient machine learning tool and is used for regres-
sion/classification tasks [64]. k-NN performs predictions based on
a similarity measure. Predictions for a new instance are performed
by searching the entire training set considering k neighbors. For
this particular purpose, a distance measure such as Euclidean is
generally used [65]. It should be noted that the best distance met-
ric can be changed depending on the properties of the data, the
computational complexity of k-NN increases with the size of the
training dataset, and k-NN produces more efficient results when
the dimension of the inputs is small. Furthermore, normalization
of the features, elimination of the missing data problem, and lower
dimensionality will lead to achieving better results for the k-NN.
Although there is a theoretical weakness, choosing the kvalue by
running an algorithm many times with different k values and choos-
ing the one with the best performance is frequently preferred [66].

2.5.2. Artificial neural network (ANN)
ANNs are flexible computing structures inspired by the human

nervous system. They are composed of interconnected process-
ing components called neurons. Interconnected neurons of various
weights provide the transmission of information across networks
[67]. The networks are trained by adjusting the weights of the
interconnections using the input data. Training algorithms follow
various methods to calculate the weights [68]. It should be remem-
bered a lack or extreme number of neurons in a hidden layer may
lead to drawbacks with regard to generalization and overfitting.

2.5.3. Support vector machine (SVM)
SVM was  introduced in 1995 by Vapnik [69] as a new machine

learning tool. As a machine learning tool, SVM is designed for a wide
range of applications in numerous areas that require regression,
pattern recognition, and classification because of its superior gener-
alization ability. SVM is frequently used for two-group classification
problems by finding optimal hyperplanes to divide multidimen-
sional data into two classes. Thus, two sets of linearly separable
generally nonlinear. SVM solves this challenge by using a kernel-
induced feature space that maps the data to a very-high-dimension
feature space [70]. A linear decision border is searched in this fea-
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) GM,  and (d) F-measure of three different classifiers.
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Table 2
Confusion matrix for binary problem.

Actual Positive Actual Negative

Predicted as positive True Positive (TP) False Positive (FP)
Predicted as negative False Negative (FN) True Negative (TN)

Table 3
The performance metrics with their formulas and short descriptions.

Performance metric Formula Description

Accuracy (Acc) TP+TN
TP+FP+FN+TN The overall performance of the model.

Sensitivity (Se) TP
TP+FN The positive test result of the model.

Specificity (Sp) TN
TN+FP The negative test result of the model.√
Fig. 5. Performance measures: (a) Se, (b) Sp, (c

ure space, and special parameters of the decision border ensure
igh generalization ability.

. Experimental results and discussion

The main objective of this study is to ensure a software package
hat is equipped with advanced and modern tools for analyzing
HR signals. To this end, an experimental study from achieving
he signals to model evaluation was conducted using CTG-OAS.
he processes with indicated blocks in Fig. 1 were followed in the
xperiment, and a total of 18 specified features were used to feed
he classifiers. ANN, SVM, and k-NN classifiers were employed to
dentify hypoxic fetuses in this experiment. In the tuning process of
VM, a hyperplane, which is used to transform data into a new space
hat can be nonlinearly separable, was adjusted with a Gaussian
adial basis function (RBF).

The � value for the RBF was tested in the range from 1 to 10
nd was set to 10. The penalty factor that is used to control the
ate of misclassified data is adjusted by a constant C, known as the
ox constraint of the SVM. By trial and error, the penalty factor
or the SVM was set to 0.05. A pattern recognition network with

 Levenberg-Marquardt backpropagation (LM) training algorithm
as utilized for the ANN. The network topology was configured as

18, [10,6,2], 2}. This means that the network has an input layer
ith 18 nodes, three hidden layers consisting of 10, 6, and 2 nodes,
espectively, and one output layer with 2 nodes that are used to
epresent the two classes.

The tangent-sigmoid and softmax transfer functions were used
n the hidden layers and output layer, respectively. Cross Entropy
Geometric (Gm) Se.Sp The geometric mean of Se and Sp.
F-Measure 2TP

2TP+FP+FN The harmonic mean of precision and recall.

was selected to calculate the network performance. The rest of the
parameters were used with their default values for the ANN. As for
k-NN, the k value expressing the number of neighbors was  evalu-
ated in the range from 1 to 10 and was  adjusted to 3, and Euclidean
distance measurement was  used.

The elements of a confusion matrix that are indicated in Table 2
were used to measure the performances of the models. True Pos-
itive (TP) and True Negative (TN) indicate the number of hypoxic
and normal fetuses identified correctly, whereas False Positive (FP)

and False Negative (FN) indicate the number of hypoxic and normal
fetuses identified incorrectly.

The commonly used performance metrics are given in Table 3
with their formulas and short descriptions. Accuracy (Acc) gives
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Table 4
The results of FHR signals classification without IBTF features.

Acc (%) Se (%) Sp (%) GM (%) F-mea. (%) AUC

ANN 67.31 ± 6.1(87.2)
(50.0)

64.99 ± 10.6(94.1)
(37.5)

68.40 ± 7.4(94.4)
(50.0)

66.34 ± 6.5(83.4)
(47.4)

55.51 ± 8.6(80.0)
(31.1)

0.71 ± 0.07(0.91)
(0.52)

SVM 73.62 ± 5.9(89.2)
(52.7)

71.52 ± 10.7(95.4)
(35.7)

74.72 ± 7.1(96.7)
(52.3)

72.81 ± 6.5(89.9)
(50.2)

63.03 ± 8.6(87.5)
(31.5)

0.79 ± 0.06(0.95)
(0.57)

k-NN 61.17 ± 6.4(81.8)
(47.2)

59.45 ± 11.4(86.6)
(27.2)

63.49 ± 8.1(86.4)
(41.0)

60.98 ± 7.1(81.9)
(39.5)

49.69 ± 9.1(72.3)
(17.1)

0.66 ± 0.07(0.89)
(0.43)

Mean ± standard deviation (max)
(min) .

Table 5
The results of FHR signal classification with the full feature set.

Acc (%) Se (%) Sp (%) GM (%) F-mea. (%) AUC

ANN 69.70 ± 6.4(92.7)
(54.5)

68.52 ± 11.9(94.4)
(25.0)

70.29 ± 7.7(91.8)
(50.0)

69.02 ± 7.3(93.1)
(40.0)

58.62 ± 9.7(89.4)
(24.2)

0.76 ± 0.07(0.97)
(0.51)

SVM 77.81 ± 5.6(90.9)
(60.0)

76.83 ± 10.4(100)
(44.4)

78.27 ± 6.6(92.3)
(60.0)

77.29 ± 6.3(94.4)
(59.1)

68.48 ± 8.1(86.4)
(43.7)

0.84 ± 0.05(0.98)
(0.68)

9(87.5)
(45.0)

59.08 ± 7.8(79.1)
(32.3)

47.13 ± 10.1(69.7)
(14.8)

0.64 ± 0.08(0.87)
(0.41)
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k-NN 62.59 ± 6.4(80.0)
(43.6)

53.28 ± 12.4(93.7)
(14.2)

66.80 ± 7.

ean ± standard deviation (max)
(min) .

he overall performance of the model, whereas sensitivity (Se) and
pecificity (Sp) are the most commonly used metrics in biomedical
pplications. By the way, the geometric mean (GM) and F-measure
re useful tools, especially when the distribution of recordings
mong the classes is not equal. This situation is expressed as an
mbalance problem [71]. In the case of imbalance, classifiers may
e more successful in distinguishing the majority class.

Two different feature sets were used in the experimental study
with and without IBTF features) in order to understand the effect
f IBTF features on classification performance. Experiments with
he parameters mentioned above were repeated 30 times, and a
0-fold cross-validation procedure was utilized in each repetition.

The performance results of the classifiers depending on the fea-
ure set isolated from the IBTF features are reported in Table 4,
hereas the results obtained by using all features are given in

able 5. The confusion matrices and numbers of their elements are
iven in Table 6 for the classification results reported in Table 5. It is
lear that the IBTF features lead to an increase in the performance of
ll classifiers except for k-NN. A combination of traditionally used
nd proposed IBTF features provided the best classification results
GM = 77.29% and F-measure = 68.48%). The GM values of the ANN
nd SVM classifiers increased from 66.34% and 72.81% to 69.02%
nd 77.29%, respectively.

Similar to other ANN applications, a slight superiority in speci-
city was observed when comparing the sensitivity owing to an

mbalanced data distribution. We noticed a decrease in almost all
erformance metrics for k-NN when using IBTF features. In addi-
ion, the best results were provided by SVM, and it significantly
mproved the quality of classification in comparison to the ANN
nd k-NN. The achieved performance values of the metrics are illus-
rated in Fig. 5. As a result, it is shown that texture features such
s contrast, correlation, energy, and homogeneity can be used as
redictors of fetal hypoxia.

In this section of our investigation, as another significant tool
or model evaluation with two classes, a receiver operating charac-
eristic (ROC) curve and the corresponding area under this curve
AUC) were utilized [72]. ROC curves of the classifiers for pre-
iction of fetal hypoxia with a full feature set are illustrated in
ig. 6. The highest AUC (close to 1) shows the highest certainty
f the fetal state assessment considering the analyzed feature set.
dequate predictive capabilities were obtained by using ANN and
VM. The AUC values of ANN and SVM were 0.76 and 0.84, respec-
ively. k-NN could not yield the expected performance, and the

esults of the classifier can be considered mediocre or unsatisfac-
ory (AUC = 0.64).

The software introduced in this study contributes to automated
TG analysis by ensuring modern and advanced signal process-
Fig. 6. ROC curves of classifiers for prediction of fetal hypoxia with full feature set.

ing, feature transform, and classification techniques. In addition,
numerous experimental studies can be performed via CTG-OAS. For
this reason, we believe that CTG-OAS can be a valuable tool for the
analysis of CTG signals as well as the development of new algo-
rithms. By the way, a comparison between this study and related
studies was realized considering several significant parameters
such as the database, division criteria, and performance metrics in
terms of the automated CTG analysis. However, it should be remem-
bered that making a one-to-one comparison is not feasible because
of differences in the experimental studies.

Table 7 presents a summary of the comparison. As seen in
Table 7, private and ad-hoc databases were frequently used in
previous studies. Furthermore, different division criteria such as
umbilical artery pH values with different threshold values and
visual inspections were utilized. Compared to [45], although the
same database was  used, a different threshold value (pH ≤ 7.05) for
umbilical artery pH was taken into account. A completely different
procedure that covers Relevance in Estimating Features (RELIEF) for
automatic feature selection and the Synthetic Minority Oversam-
pling Technique (SMOTE) for fixing imbalanced data distribution
was applied. The GM was  achieved as 65.19%.
Regarding [73], the pH value was  considered as 7.05. The
sensitivity and specificity were reported as 68.50% and 77.70%,
respectively. Thus, the GM was computed as 72.96%. These effective
results were achieved by using only three features.
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Table  6
The aggregated confusion matrix of ANN, SVM and k-NN classifiers for the full feature
set.

ANN SVM k-NN

3639a 3346b 4072a 2436b 2843a 3728b

1671c 7904d 1238c 8814d 2467c 7522d

a TP – True Positive.
b FP – False Negative.

d
t
fi

A combination of DWT  features and SVM classifiers were exam-

T
C

–

c FN – False Negative.
d TP – True Positive.

The same open database was used in [45] and [73] with a

ifferent umbilical artery pH value (pH ≤ 7.05). We carried out
he experimental study again by taking into account the speci-
ed umbilical artery pH value. As a result, we  achieved a rather

able 7
omparison of previously reported studies.

Reference and methods Database Criterion 

Spilka et al. [45],
morphological,
frequency domain,
nonlinear features,
RELIEF, SMOTE, 44
fold (stratified) cross
validation, Adaboost

CTU-UHB pH ≤ 7.05 

Stylios et al. [73],
morphological, time
domain, frequency
domain, nonlinear
domain features, 44
fold (stratified) cross
validation, LS-SVM

CTU-UHB pH ≤ 7.05 

Spilka et al. [13],
FIGO-based,
HRV-based, and
nonlinear features,
Information Gain,
Principal Component
Analysis, Group of
adaptive models
evolution neural
network, Naïve
Bayes, SVM, C4.5 tree

Private pH < 7.05 

Georgoulas et al. [16],
DWT, 10-fold cross
validation, Nearest
Neighbors, Linear,
Quadratic, SVM
classifiers

Private pH < 7.10pH > 7.20 

Krupa et al. [19], EMD,
5-fold cross
validation, SVM

Private Visual inspection 

Dash et al. [74], NICHD,
system
identification, and
HRV features, 10-fold
cross validation,
generative model
and Bayesian theory

Private pH ≤ 7.15 

This  paper,
morphological,
linear, nonlinear,
IBTF features, 10-fold
cross validation, 30
repetition, ANN

CTU-UHB pH < 7.20 

This  paper,
morphological,
linear, nonlinear,
IBTF features, 10-fold
cross validation, 30
repetition, SVM

CTU-UHB pH < 7.20 

 Information not available.
a Computed from the confusion matrix or information presented in the studies.
ocessing and Control 45 (2018) 98–108 105

imbalanced dataset that consisted of 44 hypoxic and 508 nor-
mal  recordings. The best results were obtained with SVM having
a sensitivity of 60.95% and specificity of 73.97%. Consequently, a
remarkable performance loss was  observed.

The results reported in [13] can be assessed as rather promis-
ing. FIGO-based, heart rate variability (HRV)-based, and nonlinear
features were employed to identify a total of 217 private FHR
signals. The feature selection and classification procedures were
conducted by using WEKA software. Although Naïve Bayes, SVM,
and C4.5 tree classifiers were employed, SVM was superior to the
others. Balanced sensitivity and specificity values (Se = 73.40% and
Sp = 76.30%) were indicated, and the GM was  calculated as 74.83%.
ined in [16] using four different feature sets and segments that
lasted for 5 or 10 min. Experiments were performed on 80 signals

Se (%) Sp (%) GM (%) F-measure (%)

65.10a 64.09a 65.19a 64.64a

68.50 77.70 72.96a –

73.40 76.30 74.83a 71.90

93.33 75.00 83.67 –

95.00 70.00 81.54a –

60.90 81.70 70.53a –

68.52 70.29 69.02 58.62

76.83 78.27 77.29 68.48



1 nal Pr

t
a
r

i
d
w
w
q
fi
a

i
w
t
n
v

p
(
s
i
t
K
t
r
t
g

m
r
i
C
s
e
m
r
a
t

s
i
e
o
d
c
a

d
t
i
e
u
f
t
F
t
w

4

t
t
F

06 Z. Cömert, A.F. Kocamaz / Biomedical Sig

hat belonged to the final stage of labor and consisted of 20 risky
nd 60 healthy signals. The highest performance (GM = 83.67%) was
eported in the study.

An analysis depending on EMD  features and SVM classifiers was
mplemented in [19] on a private dataset consisting of 90 ran-
omly selected recordings of 20-min durations. A visual inspection
as performed by three obstetricians, and labeling of the signals
as executed according to the majority votes of these experts. A

uite high sensitivity (Se = 95.00%) was reported; however, a speci-
city that was as high as the sensitivity (Sp = 70.00%) could not be
chieved. Thus, the GM was computed as 81.54%.

Looking into the results presented in [74], where the sensitiv-
ty and specificity were 60.90% and 81.70%, respectively, the GM

as computed as 70.53%. Generative models were applied to a
otal of 83 private recordings, and 20 of them were evaluated as
ot healthy. As expected, compared to specificity, a low sensitivity
alue was achieved.

The classification performance varies depending on several
arameters such as the period of data collection, division criteria
visual inspection or an objective annotation such as pH), and the
tructure of the database (number of recordings, duration of record-
ngs, distribution of recordings among the classes, etc.). According
o the comparison in Table 7, the best sensitivity was reported by
rupa et al. [19]. When the study is examined, it is obviously seen

hat an ad-hoc and private database was used in the study. The
ecordings belong to the antepartum period and were divided by
hree experienced obstetricians into normal and abnormal cate-
ories via visual inspection.

In addition, only a total of 90 recordings (consisting of 60 nor-
al  and 30 abnormal) were processed. In this manner, the authors

eported a rather high sensitivity (95%). As for our case, the exper-
mental study was realized using publicly accessible intrapartum
TG recordings. In the intrapartum period, it is difficult to clas-
ify CTG recordings automatically since the recordings exhibit
xtremely high irregularities. Moreover, an objective biochemical
arker, the umbilical artery pH, was considered for separating the

ecordings. For this reason, the reported sensitivity (76.83%) can be
ccepted as encouraging. In addition, the results of the experimen-
al study are in agreement with related studies given in Table 7.

From a clinical point of view, automated CTG analysis systems
upport clinicians in their decision-making processes by ensur-
ng diagnostic indices that cannot be detected using the naked
ye [75]. Nevertheless, clinicians note that the visual detection
f macroscopic and temporary changes such as acceleration and
eceleration patterns in FHR time-series are an integral part of a
linical examination. This situation indicates that automated CTG
nalysis systems have not yet been fully adopted by clinicians [36].

In addition, clinicians expressed the opinion that the automatic
etection and notification of specific patterns such as decelera-
ions, low FHRV, bradycardia, and tachycardia are very beneficial
n clinical applications. CTG-AOS was designed to build different
xperimental studies and was developed as a retrospective eval-
ation tool for the numerical analysis of FHR signals. Thus, IBTF

eatures may  contribute to providing more robust decision-making
ools by ensuring new statistical indices for fetal hypoxia detection.
inally, although we achieved rather promising results, we  believe
hat more research is needed using larger databases to determine
hether IBTF features are useful for the detection of fetal hypoxia.

. Conclusion
The main drawbacks of CTG surveillance techniques stem from
he reading and interpretation of CTG traces owing to a lack of prac-
ical standards and high inter- and even intra-observer variability.
or this reason, automated CTG analysis is the most promising way
ocessing and Control 45 (2018) 98–108

to overcome these drawbacks. The overall goal of this study was to
verify an open-access software package called CTG-OAS, which was
equipped with advanced and modern signal processing techniques
for the analysis of FHR signals. CTG-OAS can be used to realize
numerous experimental studies and to develop new algorithms.

A sample experimental study on the usability of IBTF features
such as contrast, correlation, energy, and homogeneity was con-
ducted using CTG-OAS for the detection of fetal hypoxia. We
examined the effects of the novel feature extraction approach,
which is based on a combination of STFT and GLCM, on classification
performance. To this end, three popular machine learning tech-
niques (ANN, SVM, and k-NN) were employed. The performances
of the models were examined by using confusion matrices and were
visualized using ROC curves. We  achieved quite promising results
(Se = 76.83%, Sp = 78.27%, and AUC = 0.84). SVM outperformed the
other classifiers.

Finally, a comparison was  conducted with related studies con-
sidering several significant parameters with regard to automated
CTG analysis. Based on the results of the experimental study and
the detailed comparison, we believe that CTG-OAS can be a valu-
able tool for the analysis of FHR signals as well as in developing
new algorithms.

The details of developments in CTG-OAS can be followed at
www.ctganalysis.com, and the software can be downloaded from
this website. In future work, we will try to enhance the soft-
ware performance using different machine learning techniques and
several heuristic automatic feature selection algorithms to build
stronger decision support tools for the interpretation of CTG signals.
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