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Abstract
Nowadays, internet of things (IoT) applications, especially in smart cities, are fast developing. Clustering is a promising

solution for handling IoT issues such as energy efficiency, scalability, robustness, mobility, load balancing, and so on. The

clustering method, which can be applied in IoT, groups sensor nodes into clusters with one node operating as the cluster

head. This paper intends to determine the usage of clustering in IoT as a case study for smart cities. Furthermore, this study

discusses clustering algorithms on IoT, open issues, and future challenges of clustering in the context of the smart city, and

also existing research papers selected by the systematic literature review technique published between 2017 and 2021.

Also, we provide a technical taxonomy for clustering categorization in IoT, which includes algorithm, architecture, and

application. According to the statistical analysis of 51 chosen research articles in the domain of clustering in IoT, the

results show that the number of clusters has a high percentage of 24%, the energy factor has 23%, the execution time factor

has 18%, the accuracy has 14%, the delay has 9%, the lifetime has 6%, and throughput has 6%.
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1 Introduction

The IoT refers to devices that collect and share data with an

internet connection. IoT connects the world around us to

make it smarter and more responsive and connect the

digital and physical worlds. Cluster analysis, also referred

to as clustering, is the procedure of organizing a group of

things so that things in the same group, known as a cluster,

are similar to things in other groups or clusters.

The Internet is currently thoroughly interconnected with

the future. The discovery of data through data mining cases

like clustering will play a significant role in the field of

intelligent systems, allowing for the provision of appro-

priate services and environments. Data mining approaches

are also utilized in wireless sensor networks to cluster

equipment and identify clusters [1–3].

Clustering is the concept of connecting your IoT devices

to a gateway in a specific scope. Clustering is a method for

dealing with the difficulties of managing the resources of

IoT objects. Clustering helps minimize energy consump-

tion while also improving the scalability and reliability of

object networks. IoT items are combined into clusters to

address scalability, energy efficiency, and robustness

challenges. Wireless sensing networks may have a higher

level of hierarchy thanks to clustering. Clustering, in other

terms, is a technique for identifying structure in unlabeled

data. A clustering method can find groupings of items in a

dataset you do not know anything about by comparing the

average distances between members of one cluster to

members of other clusters.

Smart city apps use data on both real and virtual system

elements. The primary purpose of data collecting is to

obtain accurate and complete information. These data,

which come from various sources, including sensors, are

raw and noisy, and they need to be processed by apps

before they can be turned into useful information [4].

Because a smart city’s primary demand is a dependable,

energy-efficient, and continuous power supply, the com-

plexity of ensuring such a supply grows exponentially. The
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clustering approach is used to overcome the scalability of

power grids and other cyber-physical systems (CPSs) for

future smart cities prone to problems and adverse events

such as cyber-attacks and physical hazards [5].

Techniques based on big data have turned into a note-

worthy data analytics tool in IoT, with data clustering

methods recognized as a vital element for data analysis, the

quick progress of big data, and IoT. Because the IoT

connects sensors and other devices to the Internet, it is

critical for the growth of smart services. Alternatively,

dynamic entities gather various data types from their real-

world surroundings [6].

Smart city devices create data regularly. IoT data is

generally diverse and unorganized when it is collected in

the cloud. Clustering proves to be a promising solution for

resolving IoT-related issues. Depending on each IoT

application’s problems, different clustering strategies are

required [7–9].

Big Data technologies have emerged as key analytics

tools for evaluating IoT data due to the tremendous data

growth in many IoT areas, such as healthcare and Smart

City IoT. Data clustering is an important method of pro-

cessing IoT data among the Big Data technologies. How-

ever, it is currently unclear how to choose an appropriate

clustering technique for IoT data [10–12].

There have been few literature surveys on clustering in

the smart city context. According to the gathered infor-

mation, no complete and systematic literature review on

clustering in the smart city context has been published.

Some studies did not give a taxonomy on clustering in the

smart city context. In addition, several studies failed to

mention or focus on open issues and future research

challenges.

We examined and categorized the articles in clustering

in the smart city context, divided into three major cate-

gories: algorithm, architecture, and application for

answering research questions stated for the proposed study.

This survey paper focuses on five significant contribu-

tions, which are as follows:

• Presenting a systematic study due to clustering in the

smart city.

• Presenting some research questions (RQs) about clus-

tering in the smart city.

• Reviewing evaluation environments are used to evalu-

ate clustering in the smart city.

• Designing a taxonomy to organize various aspects of

clustering in IoT.

• Discussing and focusing on open issues and future

research challenges in the clustering in the smart city.

The following sections are included in the rest of the

article: the summaries of related work are discussed in

Sect. 2. Section 3 addresses the purpose of this study and

gives more information on how to choose related research

articles. Section 4 describes the classification of research

articles, and Sect. 5 highlights existing research activities

and open issues. Finally, Sect. 6 brings the paper to a

conclusion.

2 Related work and definitions

2.1 Related work

Relevant studies on clustering in IoT summarize in this

section. The summary features of each survey in clustering

in IoT are defined in Table 1.

Kousis et al. [4] conducted a bibliometric study to offer

a thorough overview of works relating to Data Mining

technologies utilized in smart cities. The survey paper

aimed to find out the primary DM approaches utilized in

the smart city domain and the evolution of the research

area of data mining for smart cities through time. They

investigated the problem using both qualitative and quan-

titative methodologies. They utilized the Biliometrix

library, written in R, for the bibliometric analysis. The

findings reveal that various data mining techniques are

employed in each stage of a smart city design. According

to the bibliometric data, data mining in smart cities is a

rapidly emerging academic topic. Scientists from all

around the globe are keen to conduct studies and collabo-

rate on this interdisciplinary scientific topic.

Tharwat et al. [5] offered a complete study of artificial

intelligence-based clustering methods for smart city cyber-

physical systems. Their work is the first thorough survey of

AI-based clustering. They mention and compared cluster-

ing techniques and algorithms. They also present a taxon-

omy of an Artificial Intelligence Perspective. And they

discussed clustering objectives. They did not present open

issues, and the Paper selection process is unclear.

Bangui et al. [6] surveyed big data techniques and

clustering methods, outlining the benefits and drawbacks of

each method. They have also linked their review to IoT

research and highlighted the connections between big data,

clustering methods, and IoT. They suggested a set of

examination challenges addressing rising research prob-

lems and concerns in IoT data clustering, big data appli-

cation dynamics, and machine learning applications. This

study, in particular, has stressed the necessity of clustering

techniques in big data in IoT.

Mahyastuty et al. [7] studied wireless sensor network

clustering algorithms (WSN). IoT applications can benefit

from this clustering strategy. They also recommended IoT-

friendly clustering approaches. The clustering method

clearly explains the IoT difficulties, particularly energy

savings. According to the findings of this study, different
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clustering approaches can be employed in IoT. The authors

classify clustering approaches and give a taxonomy of

clustering techniques in this paper, although they do not

address open issues.

Nguyen et al. [8] presented a brief introduction of

space–time series clustering, divided into three types:

• Hierarchical

• Partitioning-based

• Overlapping clustering

They also go into detail about each category’s remedies.

Furthermore, they demonstrate these techniques in urban

traffic data collected in two Chinese smart cities. Views on

great topics and research challenges are also explored,

allowing for greater knowledge of the various space–time

series clustering algorithms’ logic, limits, and advantages.

They presented a taxonomy of their work and also dis-

cussed open issues.

2.2 Clustering methods

(a) Density-based methods

As shown in Fig. 1 in density-based methods, the clus-

ters are in denser areas separated from the less densely

populated areas. In these methods, points within a certain

range of each other are placed in a cluster. A minimum

density is usually considered in density-based methods, and

clustering is performed in areas where this minimum is

observed. These methods are inherently defined for con-

tinuous space. In the figure below, we have some data—the

data cluster forms in each region where the data density is

higher.

The following methods can be mentioned as density-

based methods:

• Density-based clustering (DENCLUE)

• Density-based spatial clustering of application with

noise (DBSCAN)

• Ordering points to identify the clustering structure

(OPTICS)

(b) Partitioning methods

As shown in Fig. 2 in Partitioning methods, we divide a

subset of the desired data set by the number K into a

predetermined set of data subsets. They are suitable for

obtaining groups with a spherical shape or a maximum

convex shape and can be used in small or medium-sized

datasets. This method performs clustering operations based

on n observations and K groups. Thus, the number of

clusters or groups in this algorithm is already known.

Table 1 Related studies of clustering and IoT

Reference Main topic Publication

year

Publisher Review type Paper

selection

process

Open issue Taxonomy Covered

year

Kousis et al.

[4]

Data mining algorithms for

smart cities

2021 MDPI Comprehensive

overview

Not clear Not

presented

Not

presented

2013–2021

Tharwat

et al. [5]

Clustering techniques for

smart cities

2020 Springer Comprehensive

survey

Not clear Not

presented

Presented 2005–2021

Bangui

et al. [6]

Big data clustering

algorithms for IoT

applications

2019 – Not clear Not clear presented Not

presented

2001–2019

Mahyastuty

et al. [7]

Clustering techniques in

IoT architecture

2020 IEEE Survey Not clear Not

presented

Presented 2004–2020

Nguyen

et al. [8]

Clustering on smart cities 2020 Elsevier Not clear Not clear Presented Presented 1990–2020

Fig. 1 Density-based method
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During the Partitioning clustering process, each object will

belong to only one cluster, and no cluster will remain

without a member.

The following methods can be mentioned as partitioning

methods:

• K-means

• k-median

• Fuzzy C means

• Partitioning around medoids (PAM)

• Clustering large application (CLARA)

• Clustering large application based on randomised

search (CLARANS)

(c) Hierarchical methods

As shown in Fig. 3, hierarchical methods, the tree

method divides the data into subgroups. There is no need to

specify the number of subgroups in these algorithms. Types

of hierarchical methods include divisive hierarchical

methods and agglomerative hierarchical methods.

The divisive hierarchical method is a top-down clus-

tering method that starts from the whole data and ends with

the smallest component.

The agglomerative hierarchical method is exactly the

opposite of the divisive hierarchical method. A bottom-up

method starts with the smallest component and ends with

all the data in one category.

The following methods can be mentioned as hierarchical

methods:

• Agglomerative nesting method (AGNES)

• Divisive analysis method (DIANA)

• Balanced iterative reducing and clustering using hier-

archies (BIRCH)

• Clustering using representative (CURE)

• Robust clustering algorithms (ROCK)

(d) Grid methods

As illustrated in Fig. 4, Grid methods are a subset of

density-based methods in which each area of the data space

that is searched is organized in a network-like structure.

For example, the points given on the coordinate page are

plotted, and then the page is divided into networks, and the

points in a network are in a cluster. This method has a

lower accuracy percentage than other methods, but a very

good time in It has clustering.

The following methods can be mentioned as Grid

methods:

• Statistical information grid-based method (STING)

• Wave cluster

(e) Model-based clustering

Fig. 2 Partitioning method

Fig. 3 Hierarchical method
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As shown in Fig. 5 in the model-based clustering

method, a statistical distribution for the data is assumed.

The purpose of performing model-based clustering is to

estimate the statistical distribution parameters and the

hidden variable introduced as the label of clusters in the

model.

The following methods can be mentioned as model-

based methods:

• Expectation maximization (EM) method

• Self-organizing maps (SOM)

2.3 Evaluation factors definition

Execution time: The length of time that the system requires

to complete a task.

Number of clusters: Determining the number of clusters

in a data set.

Lifetime: The time it will take for the first sensor’s

energy to run out.

Throughput: The amount of data transmitted from

source to destination in a given amount of time.

2.4 Machine learning methods in smart city

In today’s technology, machine learning means minimizing

human influence wherever possible. This means that the

data can discover patterns independently and make deci-

sions without the need for new coding. On the other hand,

the IoT aims to connect and interact with various things -

over the Internet. The similarities and ambiguity between

IoT and machine learning make it challenging to identify

the two fields in many cases. However, the IoT is an

important infrastructure for developing machine learning

algorithms and artificial intelligence. The IoTs’ effective-

ness comes from their ability to generate and transmit data,

which machine learning critically needs. Machine learning

algorithms benefit from the information provided by the

IoT ecosystem, which improves their accuracy and effi-

ciency. It is necessary to categorize and analyze the data

received by IoT devices at regular intervals. Also, make

sure it sends information back to the machine so it can

make a choice. Each machine learning algorithm is

responsible for completing a specific task, so we must first

determine what must be completed. Data sorting helps us

discover tasks and apply the appropriate algorithm quickly

[13–15].

Cities may employ real-time data and intelligent

surveillance systems to respond more carefully to the IoT.

Smart city devices constantly generate data. Data man-

agement is essential for a long-term IoT strategy. When

acquired in the cloud, IoT data is typically heterogeneous

and unstructured. The key to establishing IoT smart

applications is intelligent data processing and analysis. On

the IoT, we’ve chosen Smart City as our major application.

Cities are looking for strategies to handle the difficulties of

large-scale development as the population rises and the

city’s infrastructure becomes more complex. Advanced

techniques like machine learning and statistical analysis are

used in data analysis. Machine learning algorithms look for

trends in past sensor data stored in a big data warehouse

and build prediction models. Control applications that give

commands to the drivers of IoT devices use these models

[16–18].

Fig. 4 Grid method

Fig. 5 Model-based method
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A training set is a collection of samples that a learning

algorithm uses as input. There are four types of machine

learning: supervised, unsupervised, semi-supervised, and

reinforcement.

• In supervised learning, the instructional set includes

examples of input vectors and corresponding relevant

vector vectors, often known as labels, that are associ-

ated with them.

• Regression: The training data generates a single

output value in regression.

• Classification: It entails classifying the data.

• Naive Bayesian model: It’s a direct acyclic graph-

based method for assigning class labels.

• Decision trees: A decision tree is a flowchart-like

architecture that includes conditional control state-

ments and decisions and their likely outcomes.

• Support vector machines: SVM is a classifier that

can discriminate between two classes.

• In unsupervised learning, the training set does not need

to be labeled.

• Clustering: the purpose is to locate subgroups within

the data; the grouping is based on similarities.

• Reduced dimensionality: the goal is to summarize

the data in a smaller number of dimensions.

• Reinforcement learning is concerned with the challenge

of learning the most profitable activity or a list of

activities in a given scenario.

• Q learning: is a value-based strategy for providing

information to assist an agent in making decisions.

• Semi-supervised learning is a hybrid of unsupervised

and supervised learning.

Choosing which tasks should be performed is essential

to make the best conclusions possible when analyzing

smart data. The smart city can be considered a set of

healthcare, transportation, and smart grid areas where

machine learning plays an important role. Figure 6 shows

machine learning methods in the IoT and smart city

domain.

(a) Healthcare

Identification and diagnosis of diseases: Diagnosis is

normally difficult; machine learning plays an essential role

in identifying a person’s illness, monitoring their health,

and suggesting measures to prevent it. The disease can

include minor illnesses or acute illnesses such as cancer

that are difficult to diagnose early.

(b) Smart grid

Several machine learning approaches have been

employed in smart grid applications due to the continual

advancement of computational technologies, particularly in

data management and analysis. It’s the final component of

the smart grid system, which is powered by data collection,

analysis, and decision-making. Machine learning approa-

ches enable the smart grid to perform as intended by pro-

viding an efficient way to analyze and then make

suitable grid-running decisions.

(c) Smart transportation

Machine learning has a lot of potential in the trans-

portation industry. Machine learning approaches have

become a feature of smart transportation in recent years.

Using deep learning, machine learning investigated the

complicated interplay between roads, highways, traffic,

environmental components, collisions, and other factors. In

addition to daily traffic management and data collection,

machine learning has a lot of promise.

(d) Smart home

Smart home devices are becoming more interconnected.

Instead of depending solely on direct orders or manually

programmed routines, the goal of incorporating machine

learning into smart homes is to make the home more

valuable and responsive by anticipating users’ require-

ments and patterns. Environmental sensors detect things

like temperature, light, and the presence of a user. This data

and the power usage of some of them during the day can be

recorded and transferred to a remote server. This data can

be utilized to train machine learning models to give smart

home users enhanced convenience, efficiency, and security.

3 Method of research selection

This section provides a summary of SLR-based clustering

in the IoT. Also, explain the research aims, database

selection, and search terms.

This section aims to explicitly indicate the RQs that are

expected to be discovered in ‘‘clustering in the context of

smart cities.’’ Because of the significance of the selected

topic and other factors, such as the lack of a comprehensive

paper on the chosen topic, this SLR paper attempts to know

the following RQs.

RQ1 Which clustering algorithms were used in the smart

city domain?

RQ2 How might data transmission be reduced by using

clustering in the smart city?

RQ3 What evaluation environments are used to evaluate

clustering in the smart city?
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RQ4 What are the evaluation factors in clustering domains

in the smart city context?

RQ5 What are the open issues and future challenges of

clustering in the smart city?

The following string demonstrates how the exploration

string was expressed in terms of synonyms and other

alternatives for the necessary key components:

(‘‘clustering’’ OR ‘‘clustering algorithm’’) AND (‘‘in-

ternet of things’’ OR ‘‘IoT’’) AND (‘‘smart city’’) AND

(‘‘Survey’’ OR ‘‘Review’’).

Figure 7 shows the results of research analyses on

journal citations and analysis methods published by pres-

tigious publishers such as Elsevier, IEEE, Springer, and

others. It shows the number of papers published between

2017 and 2021 in the clustering and IoT domain.

The following inclusion standards are considered when

choosing the final articles:

• Articles that were published after 2017

• Articles with titles that contain keywords

• Research articles

• Articles with relevant content
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Fig. 6 The taxonomy of

machine learning methods in the

IoT and smart city domain
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The following exclusion standards are considered when

choosing the final articles:

• Articles that were published before 2017

• Articles with titles that do not contain keywords

• Not written in English

• Unknown publishers

Subsequently, as presented in Sect. 5, 51 articles were

selected to answer the previously defined RQs.

The primary objective of our study, which is predicated

on a systematic review, is to examine key capabilities and

advancements in the field of clustering in the context of the

smart city while also presenting open issues for future

research.

The research strategy is demonstrated in Fig. 8, which is

categorized into five stages.

A comprehensive taxonomy of clustering in the IoT

context is shown in Fig. 9, including algorithm, architec-

ture, and application.

Figure 10 shows a taxonomy of clustering algorithms in

the context of smart cities due to a literature review.

4 Organization of clustering in the smart
city

4.1 Algorithm

Table 2 shows the classification of the listed articles of the

algorithm in the clustering and IoT domain.

In the Hadoop distributed framework, Srinivas et al. [19]

developed an evolutionary computing-assisted K-Means

clustering technique for MapReduce processing. The sug-

gested solution uses a genetic algorithm to improve cen-

troid estimation and clustering, resulting in superior

clustering for MapReduce support. In order to achieve the

above centroid estimate and clustering improvement, the

suggested GA-based K-Means clustering was used over

Hadoop-MapReduce. As the goal function, the silhouette

coefficient was employed. GA-k means was used in this

case to estimate optimized centroid and clusters across

Mapper and Reducer simultaneously, resulting in a quicker

and more accurate total calculation. Better centroid esti-

mation, clustering enhancement, achieving higher accu-

racy, and low computational time are the advantages of the

idea of the article.

Alazab et al. [20] developed an enhanced model for

selecting the cluster head using wireless sensor networks

(WSN) factors like distance, latency, and energy. The

suggested FA-ROA model was used to accomplish the

cluster head selection procedure. The answers are divided

into two groups depending on the most beneficial fitness

value in the suggested method. The initial set, named Fit-

ness Averaged-ROA, was changed with the help of aver-

aged values of bypass and follower riders. In contrast, the

new group, called Fitness Averaged-ROA, was modified

using the averaged values of the attacker and overtake

riders. The suggested FA-performance ROA was validated

by comparing multiple optimization concepts for living

nodes and normalized energy. Expanding the suggested
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technique by looking at additional performance parameters

is a good idea for the future.

Qin et al. [21] used an enhanced Top-K method to

investigate the topic of edge server deployment in edge

computing settings for smart cities. This algorithm con-

siders the distance between base stations and edge servers

to decrease task access delays and edge server installation

costs, load-balancing between edge servers. The results

suggested that the method for deployment described in this

work outperforms other approaches in terms of server

utilization, load balancing, cost and outperforms different

algorithms in terms of latency by a small margin. They

want to consider the diversity of servers and develop

connectivity among edge servers as future work.

Liang et al. [22] considered the focusing fuzzy cluster-

ing algorithm as a solution to the issue of the cascaded fault

diagnosis based on the weighted computer network’s poor

dynamic adaptive ability in the smart city. The defect

analyses on the cascaded similarity measure around the

surroundings of smart cities objects may be performed

appropriately and sensitively by incorporating the histori-

cal contact proof frame and the timing parameter. The

simulation findings suggest that the proposed technique has

constant cascaded measurements capability in a dynamic

and uncertain smart city, laying a slightly excellent

framework for cascaded connectivity, cascaded manage-

ment, and cascaded decisions based on cascaded

measurements.

Ghoneim et al. [23] presented a traffic control model.

They used the K-means clustering method to propose a

parallel in-memory computing model. Consequently, the

data set utilized in this model, the suggested model, offered

a complete view of the traffic situation in Aaruthu city.

This model made city transit more convenient because it

assists citizens in avoiding traffic congestion and saving

time. The proposed method provides real-time traffic

information for the smart city. The proposed technology-

assisted drivers in preventing traffic jams are one of the

safest and greenest uses since it reduces energy usage, gas

emissions, and fuel consumption. This program was cre-

ated with H2O open source, an in-memory computing

technology that provides quick results for real-time

applications.

Feng et al. [24] presented the contribution as follows:

1. They presented an enhanced K-means algorithm for

clustering the network and a weighted evaluation

function for optimizing the cluster structure.

2. Data fusion was employed to increase the energy usage

rate of cluster heads during the data transmission

phase. They presented an approach to address the

transmission delay problem that data fusion causes.

3. Compared to other algorithms, the proposed method

successfully reduces network energy consumption, and

the data fusion tree construction reduces data fusion

process transmission time.

According to simulation experiment findings, the pro-

posed asymmetrical clustering routing protocol increases

network performance and balances network energy con-

sumption, extending network lifespan. The suggested

technique is particularly well suited to IoT applications

with time constraints. The proposed technique is beneficial

for the IoT delay-constraint application.

Mydhili et al. [25] introduced a unique multi-scale

parallel K-means ?? clustering method, which was fur-

ther refined by using machine learning approaches appro-

priate to challenge optimize energy and scalability

Search in IEEE, 
Elsevier, Springer and 

other databases

Considering 144 
ar�cles published in 
clustering and IoT

Applying inclusion and 
exclusion citeria 

51 research studies in 
clustering and IoT

Fig. 8 Research study selection criteria and assessment chart
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problems in wireless sensor networks. The suggested

algorithm’s isotropy was demonstrated globally and

locally, and the results were empirically confirmed com-

pared to algorithms of reasonable complexity. They used

network simulator (NS2) tool to simulate their idea. The

suggested method performed better, according to the

results.

Han et al. [26] presented an approach based on network

density clustering (CCA-NDC) in wireless sensor networks

(WRSNs). This technique clusters nodes using a mean-shift

algorithm based on density. The experimental findings

show that the suggested method may successfully replenish

the network’s energy and improve its stability. To handle

large-scale locations, they want to contemplate working

with numerous MWCVs in a network simultaneously in the

future. The disadvantage of the presented solution is that it

cannot handle large-scale locations.

Wang et al. [27] suggested a clustered routing algorithm

that is energy efficient. They offered an unequal cluster

formation technique for task scheduling and energy effi-

ciency based on traffic distribution. Furthermore, they

suggested a decentralized cluster head (CH) rotating

method optimize energy usage within each cluster. They

developed a dynamic clustered routing algorithm between

CH nodes to circumvent the energy gap issue in lengthy

transfers to the base station. The effectiveness of their

suggested algorithm was confirmed according to simulation

results.

Azri et al. [28] introduced a three-dimensional analytics

strategy based on dendrogram clustering. This approach

would be used to arrange data, and many outputs and

evaluations would be performed to demonstrate the struc-

ture’s effectiveness for data management in three aspects

of smart cities. 3D dendrogram clustering was presented to

create a hierarchical tree structure for data recovery and

analysis.

Baniata et al. [29] presented an energy-efficient unequal

chain length clustering (EEUCLC) protocol with a routing

algorithm to decrease cluster head load and a based on

probabilities cluster head selection mechanism to extend

network lifespan. Compared to other analogous protocols,

simulation findings proved that the EEUCLC mechanism

improved energy balance and extended network longevity.

Azri et al. [30] developed a new method for organizing

information from wireless sensor networks in a geograph-

ical database. A specific technique, 3D geo-clustering, was

employed to address many challenges with sensor posi-

tioning in a three-dimensional metropolitan environment in

a smart city. The method was created to reduce group

cluster overlap. The method was evaluated through a series

of tests in this study. Based on simulation findings, this

method can balance node energy consumption and extend

the network’s life lifetime. Several tests were carried out to

ensure that the approach for measuring database perfor-

mance was effective.

Bindhu et al. [31] used artificial intelligence models to

install subspace clustering in edge servers for the quick

response and cost savings. The unnecessary and erroneous

connections are pruned at the representation coefficient

matrix using a pruning approach based on near neighbor

(PSCN), a post-process method to improve clustering

efficiency and decrease noise effects. Close neighbors with

greater coefficients and common neighbors have stronger

ties. A sparse matrix may be obtained by reversing the

coefficients and ensuring the intra-subspace connections.

The suggested technique is helpful in IoT-based earth

observation systems and outperforms existing models.

Fouladlou et al. [32] introduced a novel routing method

for IoT WSN devices to increase energy efficiency. In

order to achieve optimal routing and network longevity, a

well-known genetic algorithm is used to cluster sensor

devices. Experimental findings showed that the suggested

routing algorithm performs better than the IEEE 802.15.4

protocol.

Xu et al. [33] enhanced the LEACH protocol’s clustered

routing algorithm to balance the energy consumption of

wireless sensor network nodes while extending the net-

work’s life cycle. The results showed that the modified

LEACH algorithm consumes more energy than the contrast

enhancement, has the minimum cluster head node power

consumption, and has enhanced network connection and

dependability.

Kumar et al. [34] presented a K-Means clustering-based

resource allocation model for IoT to increase the quality of

service (QoS) and coordinate resources. The response time

achieved for transmission of a message from the beginning

until the end was the main criterion for evaluation. The

model’s usefulness is revealed through simulation.

Khan et al. [35] offered a metric for measuring the

performance of several query control strategies. It looked at

how well the query control mechanism (QCM) performed

for QoS-enabled layered-based clustering for reactive

flooding in the IoT. This study used statistical methods to

determine that the QCM algorithm beat the existing tech-

niques for identifying and eliminating duplicate flooding

queries.

4.2 Architecture

Table 3 shows the classification of the listed articles of the

architecture in the clustering and IoT domain.

Gao et al. [36] created a comprehensive approach based

on neural collaborative filtering (NCF) and fuzzy clustering

to address QoS prediction in IoT environments. They cre-

ated a fuzzy clustering algorithm to cluster contextual data

and then developed a novel way for composite computing
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g

h
ea
v
il
y

cr
o
w
d
ed

ro
ad
w
ay
s

E
ff
ec
ti
v
en
es
s

–
S
im

u
la
ti
o
n
an
d

Im
p
le
m
en
ta
ti
o
n

C
it
y
P
u
ls
e

D
at
as
et

D
en
si
ty
-b
as
ed

cl
u
st
er
in
g

al
g
o
ri
th
m

–

M
o
h
ap
at
ra

et
al
.
[3
8
]

T
h
e
es
se
n
ti
al

cr
it
er
ia

o
f

ev
er
y
sm

ar
t
ci
ty

p
ro
je
ct
,

w
h
ic
h
W
ir
el
es
s
S
en
so
r

N
et
w
o
rk
s
m
ee
t,
ar
e

u
n
at
te
n
d
ed

su
rv
ei
ll
an
ce

an
d
d
at
a
co
ll
ec
ti
n
g

P
ro
p
o
si
n
g
a

ra
ti
o
n
al

d
y
n
am

ic
cl
u
st
er

h
ea
d
sc
h
em

e

G
iv
in
g
b
et
te
r

cl
as
si
fi
ca
ti
o
n

ac
cu
ra
cy

R
ed
u
ci
n
g
fa
ls
e

al
ar
m

ra
te
s

–
S
im

u
la
ti
o
n
u
si
n
g

O
M
N
E
T

?
?

–
L
E
A
C
H

E
x
am

in
at
io
n
o
f
ex
is
ti
n
g
fa
u
lt

d
ia
g
n
o
st
ic

te
ch
n
iq
u
es

fo
r

in
te
g
ra
ti
n
g
d
y
n
am

ic
d
ef
ec
ts
in

th
e

n
et
w
o
rk

B
h
ar
ti

et
al
.
[3
9
]

T
h
is

is
an

u
n
re
al
is
ti
c
jo
b

in
te
rm

s
o
f
in
te
ra
ct
io
n
s

b
et
w
ee
n
h
u
m
an
s
an
d

te
ch
n
o
lo
g
ie
s

P
ro
p
o
se
d
fo
u
r-

la
y
er
ed

fr
am

ew
o
rk

M
o
re

ex
ac
t

si
m
il
ar
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y

se
ar
ch
es

C
o
n
su
m
in
g

le
ss

se
ar
ch

ti
m
e

T
ak
es

m
in
im

u
m

C
P
U

th
ro
u
g
h
p
u
t

In
cr
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si
n
g

C
P
U
’s

ef
fi
ci
en
cy

L
es
s
se
cu
ri
ty

S
im

u
la
ti
o
n
an
d

im
p
le
m
en
ta
ti
o
n

u
si
n
g
M
A
T
L
A
B

C
o
ll
ec
t
a

d
at
as
et

A
g
g
lo
m
er
at
iv
e

F
u
zz
y

K
-m

ea
n
s

(A
F
K
M
)

T
h
is
ar
ch
it
ec
tu
re

m
ay

b
e
en
h
an
ce
d

in
th
e
fu
tu
re

to
in
cl
u
d
e
se
cu
ri
ty
,

p
ri
v
ac
y
,
an
d
tr
u
st

fo
r
re
al
-w

o
rl
d

d
is
p
er
se
d
en
v
ir
o
n
m
en
ts

w
h
er
e

re
so
u
rc
e
co
n
n
ec
ti
o
n
is

v
ir
tu
al
.

A
d
d
it
io
n
al
ly
,
so
ft
w
ar
e
ag
en
ts
m
ay

b
e
ad
d
ed

to
th
e
se
cu
ri
ty

co
o
rd
in
at
io
n
an
d
co
m
m
u
n
ic
at
io
n

fr
am

ew
o
rk

ac
ro
ss

se
v
er
al

st
at
io
n
s,

al
lo
w
in
g
fo
r
re
so
u
rc
e
al
lo
ca
ti
o
n

b
ef
o
re

q
u
er
y
p
ro
ce
ss
in
g

S
h
u
ja

et
al
.

[4
0
]

T
h
e
p
ro
ce
ss
in
g
o
f
m
an
y

g
eo
te
x
tu
al

d
at
a

n
ec
es
si
ta
te
s
re
so
u
rc
e-

ef
fi
ci
en
t
m
et
h
o
d
s
an
d

fr
am

ew
o
rk
s

P
ro
p
o
se
d
a

cl
u
st
er
in
g

fr
am

ew
o
rk

R
ed
u
ci
n
g

le
ad
in
g

to
w
ar
d
s

m
em

o
ry

an
d

ti
m
e

ef
fi
ci
en
cy

–
Im

p
le
m
en
ta
ti
o
n

T
w
it
te
r
A
P
I

co
n
ta
in
in
g

tw
ee
ts

d
at
as
et

–
A
im

to
ex
am

in
e
3
D
cl
u
st
er
in
g
w
h
il
e

in
cl
u
d
in
g
so
ci
al
Io
T
te
m
p
o
ra
l
d
at
a

A
ze
v
ed
o

et
al
.
[4
1
]

H
ig
h
n
et
w
o
rk

tr
af
fi
c
is

re
q
u
ir
ed

to
co
n
v
ey

d
at
a

fr
o
m

d
ev
ic
es

to
a
ce
n
tr
al

n
o
d
e

P
re
se
n
te
d
a

ce
n
tr
al
iz
ed

Io
T

d
at
a
cl
u
st
er
in
g

ap
p
ro
ac
h

R
ed
u
ci
n
g

n
et
w
o
rk

tr
af
fi
c

–
S
im

u
la
ti
o
n
an
d

im
p
le
m
en
ta
ti
o
n

G
ro
u
n
d

tr
u
th
s

d
at
as
et

–
–
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Ta
bl
e
3
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o
n
ti
n
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)
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C
h
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u
m
ar

et
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.
[4
2
]

C
o
o
rd
in
at
io
n
b
et
w
ee
n
Io
T

d
ev
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to
d
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iv
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d
iv
er
se

ap
p
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ti
o
n
s
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th
e
re
al

w
o
rl
d

P
ro
p
o
se
d
tw
o

cl
u
st
er
in
g
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g
o
ri
th
m
s

b
as
ed

o
n

h
eu
ri
st
ic

an
d

g
ra
p
h

E
ff
ec
ti
v
en
es
s

N
o
t
m
en
ti
o
n

en
o
u
g
h
d
et
ai
l

S
im

u
la
ti
o
n
u
si
n
g

C
o
o
ja

si
m
u
la
to
r

–
–

–

Ja
b
eu
r

et
al
.
[4
3
]

M
ak
in
g
th
e
m
o
st

u
se

o
f

li
m
it
ed

re
so
u
rc
es

P
re
se
n
te
d
a
n
o
v
el

fi
re
fl
y
-b
as
ed

cl
u
st
er
in
g

m
et
h
o
d
fo
r
Io
T

ap
p
li
ca
ti
o
n
s

E
ff
ec
ti
v
en
es
s

–
S
im

u
la
ti
o
n

–
B
io
-i
n
sp
ir
ed

B
u
il
d
th
e
A
S
F
iC
A

al
g
o
ri
th
m

an
d

ev
al
u
at
e
th
e
re
su
lt
s
o
f

re
co
m
m
en
d
ed

te
ch
n
iq
u
es

to
th
at

o
f
cu
rr
en
t
cl
u
st
er
in
g
al
g
o
ri
th
m
s

li
k
e
L
E
A
C
H

W
o
rk
in
g
o
n
fi
n
e-
tu
n
in
g
th
e
fi
re
fl
y

ap
p
ro
ac
h
so

th
at

R
W
T
s
m
ay

at
tr
ac
t
o
th
er

d
ev
ic
es

b
as
ed

o
n

d
if
fe
re
n
t
ch
ar
ac
te
ri
st
ic
s

S
h
u
k
la

et
al
.
[4
4
]

C
re
at
in
g
a
re
li
ab
le

an
d

en
er
g
y
-e
ffi
ci
en
t
ro
u
ti
n
g

p
ro
to
co
l

P
ro
p
o
se
d
a
m
u
lt
i-

ti
er
ed

cl
u
st
er
in
g

ar
ch
it
ec
tu
re

B
et
te
r
n
et
w
o
rk

li
fe
ti
m
e

S
ca
la
b
il
it
y

B
et
te
r
en
er
g
y

ef
fi
ci
en
cy

N
o
t
m
en
ti
o
n

en
o
u
g
h
d
et
ai
l

S
im

u
la
ti
o
n

–
–

–

E
ff
ah

et
al
.

[4
5
]

S
el
f-
co
n
fi
g
u
re
d
se
n
so
r

n
o
d
es

P
ro
p
o
se
d
a

m
u
lt
ih
o
p

ro
u
ti
n
g

fr
am

ew
o
rk

H
ig
h
er

n
et
w
o
rk

en
er
g
y
-

sa
v
in
g
s

S
ca
la
b
il
it
y

N
o
t
m
en
ti
o
n

en
o
u
g
h
d
et
ai
l

S
im

u
la
ti
o
n
u
si
n
g

M
A
T
L
A
B

R
2
0
1
9
b

–
–

–

Ji
an
g
et

al
.

[4
6
]

M
an
y
Io
T
sy
st
em

s
n
ee
d

cl
u
st
er
in
g
to
w
ar
d
a

d
y
n
am

ic
d
at
a
st
re
am

E
x
em

p
la
r-
b
as
ed

d
at
a
st
re
am

cl
u
st
er
in
g

E
ff
ec
ti
v
en
es
s

N
o
t
m
en
ti
o
n

en
o
u
g
h
d
et
ai
l

N
o
S
im

u
la
ti
o
n
o
r

im
p
le
m
en
ta
ti
o
n

N
o
si
m
u
la
ti
o
n
o
r

im
p
le
m
en
ta
ti
o
n

–
e-
ex
p
an
si
o
n

m
o
v
e

-

S
h
ar
if
et
al
.

[4
7
]

N
et
w
o
rk

tr
af
fi
c

P
re
se
n
te
d
an

Io
T
-

en
ab
le
d
ro
u
ti
n
g

st
ra
te
g
y
b
as
ed

o
n
cl
u
st
er
s

C
h
o
o
si
n
g

cl
u
st
er

h
ea
d
s

w
it
h
as

fe
w

o
v
er
h
ea
d
s
as

p
o
ss
ib
le

–
Im

p
le
m
en
ta
ti
o
n

u
si
n
g
a
6
4
b
it

sy
st
em

w
it
h
a

C
o
re

i3

p
ro
ce
ss
o
r
an
d

S
im

u
la
ti
o
n

u
si
n
g
N
S
3

–
–

Y
u
an

et
al
.

[4
8
]

R
en
ew

ab
le

en
er
g
y
so
u
rc
e

S
u
g
g
es
te
d
a

n
eu
ra
l
n
et
w
o
rk
-

b
as
ed

D
F
IG

In
cr
ea
si
n
g
th
e

sy
st
em

’s

st
ab
il
it
y
is

–
S
im

u
la
ti
o
n
u
si
n
g

M
A
T
L
A
B
/

S
im

u
li
n
k

–
–

–
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similarity. A new NCF model was created that used both

local and global properties. Powerful tests were carried out

on two real-world datasets, and the results showed that the

suggested framework was successful. They plan to inves-

tigate the impact of various neural network-based models

in the QoS prediction job as future work. They also aimed

to examine the role of time in QoS prediction.

Sekar et al. [37] presented a method to anticipate traffic

congestion on heavily populated highways based on current

and previous traffic congestion. Alternative routes for the

specified source and destination are also suggested by this

method. After fuzzifying the data, density-based clustering

provides weightage to the heavily packed segment on the

route map. The weighting of a path at a specific point helps

choose the ideal route. Floyd’s approach was used to

identify the shortest collection of alternative pathways

from one point to another. The system then calculates the

most convenient path for travel at the provided time and

proposes it to the user. The authors provided the idea by

displaying the numerous streets in the route and markings

on the map for easy comprehension.

Mohapatra et al. [38] suggested a rational dynamic

cluster-head approach, in which the cluster-head, like other

nodes in the network, is prone to mistakes. At the end of

each round, the LEACH protocol was changed to include

smart, dynamic cluster-head selection. The suggested pro-

cedure improves accuracy and lowers false alarm rates for

the various probability of periodic and irreversible failures

compared to LEACH. Examining existing fault diagnostic

techniques for integrating dynamic defects in the network

will focus on future work. Under a comparable dynami-

cally defective environment, the suggested fault diagnosis

and distribution technique will be severely assessed.

Bharti et al. [39] proposed a four-layered framework:

1. An ontology was used to find resources and their

related services automatically.

2. Manages resources by producing and representing

knowledge.

3. Gives effective methods for indexing resources based

on their highest similarity match

4. The duty of finding the near-optimal resource from a

list of indexed resources delegated

The collected findings demonstrate that the framework

can do in less time, better reliable match analyses. The

framework was discovered to be consistent in providing

accurate erroneous parameters resources and in assisting in

the discovery of the correct resource with the computation

of maximum resources. The framework used the smallest

CPU throughput possible to execute requests, increasing

CPU efficiency and reducing server load. This architecture

may be enhanced in the future to include security, privacy,

and trust for real-world dispersed environments whereTa
bl
e
3
(c
o
n
ti
n
u
ed
)

R
es
ea
rc
h

C
h
al
le
n
g
es

M
ai
n
id
ea

A
d
v
an
ta
g
e

D
is
ad
v
an
ta
g
e

A
ss
es
sm

en
t

en
v
ir
o
n
m
en
ts

D
at
as
et

U
se
d
al
g
o
ri
th
m

F
u
tu
re

w
o
rk

Q
u
re
sh
i

et
al
.
[4
9
]

T
ec
h
n
o
lo
g
ic
al

o
b
st
ac
le
s,

sy
st
em

co
n
tr
o
l
an
d

ad
m
in
is
tr
at
io
n
,

sc
al
ab
il
it
y
,
an
d
se
cu
ri
ty

p
ro
b
le
m
s

p
ro
p
o
se
d
th
re
e

so
lu
ti
o
n
s
fo
r

Io
V

ch
al
le
n
g
es

In
cr
ea
si
n
g
d
at
a

d
el
iv
er
y
ra
ti
o

In
cr
ea
si
n
g
d
at
a

th
ro
u
g
h
p
u
t

–
S
im

u
la
ti
o
n
u
si
n
g

M
A
T
L
A
B

–
–

C
re
at
e
n
ew

so
lu
ti
o
n
s
fo
r
o
th
er

sm
ar
t

ci
ty

ap
p
li
ca
ti
o
n
s
to

im
p
ro
v
e
d
at
a

co
n
n
ec
ti
v
it
y
,
o
p
ti
m
iz
at
io
n
,

se
cu
ri
ty
,
an
d
p
ri
v
ac
y
fo
r
u
se
rs

Y
in

et
al
.

[5
0
]

In
te
ll
ig
en
t
st
ad
iu
m

sy
st
em

d
ev
el
o
p
m
en
t

C
re
at
ed

a

st
ru
ct
u
re

th
at

is

ce
n
te
re
d
o
n
th
e

at
h
le
te

Im
p
ro
v
in
g
th
e

m
an
ag
em

en
t

ef
fi
ci
en
cy

–
Im

p
le
m
en
ta
ti
o
n

–
K
-m

ea
n
s

–
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resource connection is virtual. Additionally, software

agents may be added to the framework for security coor-

dination and communication across several stations,

allowing for resource allocation before query processing.

Shuja et al. [40] provided a two-step clustering of geo-

textual data. Initially, all of the data points in the dataset

were grouped based on their geographical placements

simply using Euclidean distance. The text-similarity metric

was founded on the Word-to-Vec model’s unsupervised

neural network training was utilized in the second stage to

construct geo-textual clusters inside the geographical

clusters. The two-step hierarchical clustering reduced

clustering dimensionality. On the other hand, the hierar-

chical clustering framework only concedes a small amount

of clustering quality. They want to take the hierarchical

clustering framework variously. Furthermore, they intend

to examine 3D clustering while using Social IoT temporal

data.

Azevedo et al. [41] Proposed a centralized IoT data

clustering approach requiring minimum network traffic and

device processing power. The suggested technique reduces

network traffic by using a data grid to aggregate informa-

tion at the devices. Following data transmission, the pre-

sented technique employs a clustering algorithm designed

to analyze data in a summary representation. Experiments

revealed proof that the proposed technique minimizes

network traffic while producing results equivalent to

DBSCAN and HDBSCAN, two robust centralized clus-

tering methods.

Kumar et al. [42] developed an application-based two-

layer IoT architecture comprised of a sensing layer and an

IoT layer Sensing devices are essential for every real-time

application. Both of these layers are essential for the

development of IoT-based applications. Any IoT-based

application’s effectiveness was reliant on the devices’ and

data gathered by the devices’ efficient communication and

utilization at both levels. The grouping of these devices

aids in this goal, resulting in clusters of devices at different

levels. They also offered two clustering techniques, one

based on heuristics and the other on graphs. The suggested

clustering algorithms are tested on an IoT platform with

standard settings.

Jabeur et al. [43] provided a novel clustering technique

for IoT applications based on fireflies. Clusters were

refined during a micro clustering phase, in which they

competed to incorporate small nearby clusters. They

expand techniques to enable IoT clusters to self-adapt by

employing current events and their anticipated effect on the

network and deployment area. Results showed that clusters

tend to stabilize irrespective of network density. In the

future, they want to construct the ASFiCA algorithm and

compare the effectiveness of their methods to that of

specific current clustering algorithms, such as LEACH.

Shukla et al. [44] Proposed a multi-tiered clustering

architecture and a unique energy-efficient routing protocol

based on the subdivision method. They also created a zone

and cluster creation technique that varies regarding the

network’s size to address a scalable, energy-efficient net-

work. Communication across inter clusters at a short dis-

tance in a multi-hopping method for a broad area network

was a key advantage of the suggested protocol. The scal-

able and energy-efficient routing protocol (SEEP) has been

examined for network lifespan and energy depletion

statistics for various distribution scenarios.

Effah et al. [45] presented a total communication cost

metric-based energy-efficient multihop routing architecture

and applied it in a multihop clustering-based agricultural

IoT network. As the power-constrained clustering-based

agricultural IoT network expands, a more real, power

multihop route-actuating design will be necessary to meet

the stated objective metrics in next-generation IoT appli-

cations. The suggested framework specified where IoT

devices should be placed and how much electricity they

should use. Compared to single-hop routing algorithms

under identical conditions, results demonstrate that the

proposed framework guarantees better performance.

Jiang et al. [46] Focused on dynamic exemplar-based

clustering methods. They first presented a coherent inter-

pretation for two prominent exemplar-based clustering

models using the maximal a priori principle (AP). A novel

exemplar-based data stream clustering technique known as

DSC was presented. The suggested algorithm DSC has the

particular advantage of allowing us to reuse the framework

of the enhanced-expansion move algorithm by just

changing the definitions of numerous variables, eliminating

the need to develop a new optimization mechanism. Fur-

thermore, the DSC method can handle two situations of

similarity. Compared to AP and enhanced expansion move,

results show that algorithm DSC can handle real-world IoT

data streams.

Sharif et al. [47] suggested a cluster-based IoT-enabled

routing approach according to a hybrid scenario incorpo-

rating static and dynamic transportation. Cluster-based

routing is a mechanism for effectively sending packets

through a network, even with low vehicle density. They

implemented their approach using a 64bit system with a

Core i3 processor and Simulated their approach using NS

3.

Yuan et al. [48] presented a DFIG based on neural

networks and a super capacitor energy storage system

(SCESS). The analysis was done in MATLAB/Simulink,

and the results show a considerable increase in the system’s

stability. With the decline of non-renewable fuel sources,

there has been a rise in non-renewable energy sources.

Conventional wind turbine generation systems are not
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d
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p
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ecologically friendly; thus, this study presented a smart

city-based system paradigm to address this issue.

Qureshi et al. [49] attempted to address at least three

aspects of smart cities by designing three nature-inspired

solutions. The dragonfly, moth flame, and ant colony

optimization methodologies were used to develop these

solutions. A simulator is used to verify the efficiency of the

offered solutions. These solutions will aid future investi-

gators in exploring nature-inspired solutions to address

smart cities’ new and complicated systems.

Yin et al. [50] used a K-means clustering technique of

customer classification to develop an athlete-centered sys-

tem to increase the athletes’ service quality. The findings

suggested that using IoT technology to construct and

design an intelligent stadium system may assist in

achieving intelligent stadium management and increase the

intelligent stadium’s management efficiency and provide a

favorable application benefit. The study’s findings

demonstrated that the construction and design of an intel-

ligent stadium system could benefit from IoT technology.

4.3 Application

Table 4 shows the classification of the listed articles of the

application in the clustering and IoT domain.

Yang et al. [51] suggested a hierarchical method for

predicting the returns numbers from each sharing bike

station to accomplish resource resharing. The proposed

model is made up of two stages:

1. Sharing bicycle station clustering by learning network

display based on movement patterns and geographical

location details of sharing bicycles among stations

2. Bicycle sharing station clustering by learning to

display the network based on migration trends and

geographical location information of bicycle sharing

between stations.

The total number of bike-sharing stations was projected

in the hierarchical prediction stage. Eventually, each sta-

tion’s returns number may be calculated. Their strategy

was tested against numerous baseline methods using two

publicly accessible sharing data sets. Findings showed that

the suggested hierarchy could produce the best forecast

outcomes.

Famila et al. [52] presented an Improved artificial bee

colony optimization based clustering (IABCOCT) method

by combining the advantages of the Grenade explosion

method (GEM) with the Cauchy operator. They used net-

work simulator (ns-2.34) to evaluate their presented idea.

Reducing energy consumption rate and maximum lifetime

are the advantages of the proposed algorithm. In future

work, a sink node with mobility, or many sink nodes, can
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be applied to dramatically decrease data collection and

aggregation delays.

Yang et al. [53] provided a high-performance computing

model for dynamic traffic planning. They suggested

transportation planning based on real-time IoT, which

DBN and K-means analyze to provide a correct answer

close to reality and fit the needs of computing with superior

efficiency and low cost. This research used the problem of

hotels in Tianjin as an example to determine the best

dynamic traffic network design solution. The result

revealed that the model, which was based on super high

computing performance, was beneficial for optimal traffic

network planning in real-time mass data circumstances at a

cheap cost and stimulating the building and growth of

smart cities.

Muntean et al. [54] proposed alternate solutions to the

Birmingham car park overcrowding problem. Their method

entails clustering the dataset first to extract key time

intervals during a day and then forecasting data within

these clusters. The greatest forecast rates are achieved by

dividing data into six groups and using the k-Nearest

Neighbor approach to estimate car park occupancy. Their

results demonstrate that dividing data into six groups using

the k-Nearest Neighbor approach to estimate car park

occupancy yields the best forecast rates. This technology

may also be used to address other smart city challenges like

public transportation, traffic management, and smart

lighting.

Qureshi et al. [55] presented a container-based archi-

tecture for a smaller footprint because single-board com-

puters (SBCs) are resource-constrained devices. They used

a proof-of-concept SBC-based Edge cluster for a smart

parking application as a prospective IoT use-case to verify

methodology. Their work demonstrates that the proposed

architecture provides a low-cost, low-energy green com-

puting option. The suggested framework may be used for

other cloud-based applications. The prototype’s successful

deployment highlights the low-cost advantage of installing

a cluster like this in smart city applications. In future work,

they plan to fix the prototype’s dependability and security

shortcomings.

Zou et al. [56] examined the concept of stream data

management and its applicability in smart cities by

applying a cluster analysis technique. Cluster computing

was used to manage data flow from diverse sources, and

this suggested research delivers data flow in the smart city

utilizing cluster computing. The findings compare the

programs in the same environment on both Apache Spark

and Hadoop technologies. The protocols of the real clusters

were reviewed, and the difficulties they face when

deployed in limited situations. In the future, they will test

the performance of the proposed method in a larger number

of scenarios.

Logesh et al. [57] developed a novel user clustering

strategy based on quantum-behaved particle swarm opti-

mization (QPSO) for a recommender system based on

collaborative filtering. The collected findings show that the

suggested strategy outperforms current peer research. They

presented a novel mobile recommendation framework for

urban trip recommendations in smart cities. The assessment

findings show that the generated recommendations are

useful and that users are satisfied with the suggested rec-

ommendation technique. They want to include users’

online activity in user clustering in the future, and we’ll

investigate the potential and consequences of such user

clustering models. They also intend to conduct a compre-

hensive investigation to develop a powerful clustering

ensemble model that incorporates user behavior to generate

reliable recommendations.

Lücken et al. [58] integrated smart street lighting with

traffic sensing technologies in an integrated strategy.

Multilane traffic participant identification and categoriza-

tion are performed using infrastructure-based ultrasonic

sensors installed with a street light system. In the past,

using infrastructure-based ultrasonic sensors in reflection

moment settings constituted an unsolved difficulty for

many acoustic detection technologies, limiting their use.

They propose a method based on an algorithm that blends

statistical standardization with unsupervised learning

clustering approaches. The assessment was based on data

taken on a vehicle test track and real-world deployments

across Europe.

Tabatabai et al. [59] presented a software-defined net-

working (SDN) controller technique for minimizing the

load discrepancies across brokers while maintaining a

restriction on reconfiguration in defense of data and deci-

sion integration scenarios. The limitation of inseparable

topics minimized the variation in brokers’ load within a

reconfiguration cost. The suggested algorithm was assessed

using realistic simulated traffic traces compared to a

baseline heuristic based on instantaneous topic data. The

suggested heuristic performs better load distribution. They

want to test the proposed heuristic in the future using real

IoT data in large-scale trials on a cluster of computers.

They also intend to investigate the possibility of develop-

ing an algorithm that ensures worst-case performance.

Zhang et al. [60] proposed an incremental clustering

technique based on quickly discovering and searching

density peaks (ICFSKM) based on k medoids. Cluster

forming and cluster merging are specified in the proposed

method to merge the recent pattern with the old one for the

ultimate clustering result. Finally, tests were carried out to

verify the proposed approach regarding clustering accuracy

and processing time. The suggested techniques’ perfor-

mance was first examined on a cloud platform with just 10

servers in this research. The results proved the suggested
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methods’ potential scalability on the cloud platform. Future

work will further validate the proposed approaches in the

large-scale cloud platform.

Guo et al. [61] offered a mutual privacy-preserving

K-means technique (M-PPKS) based on homomorphic

encryption to ensure that participants’ privacy and cluster

center’s private data will not be exposed. The suggested

M-PPKS method separates each iteration of a K-means

algorithm into two steps:

1. locating the cluster center closest to each participant

2. calculating a new cluster center

The cluster center was kept secret from participants in

both stages, and no analyst had access to any of the par-

ticipants’ personal information. The suggested M-PPKS

technique may reach high performance, according to

extensive privacy analysis and performance assessment

findings. Furthermore, it may effectively generate approx-

imation clustering results while maintaining private data.

Chithaluru et al. [62] suggested an improved-adaptive

ranking based energy-efficient opportunistic routing pro-

tocol (I-AREOR) according to geographical density, dis-

tance, and surviving energy. As a result, the proposed

technique considered the geographical density, distance,

and remaining energy of the sensor nodes to give a solution

to lengthen the period of first node death. The I-AREOR

protocol examines energy for each round depending on the

dynamic threshold. The exhibited findings suggest that,

compared to current techniques, the I-AREOR clustering

methodology is more effective in optimizing network

lifespan.

Xu et al. [63] presented a clustering technique (Smart-

BEEM) based on BEE(M) to achieve energy-efficient and

QoE-enabled connectivity in cluster-based IoT networks.

It’s a user-centered and context-aware technique that

makes it easier for IoT devices to select the best platforms

for interaction and cluster headers for data transfer. The

findings showed that Smart-BEEM could boost the effec-

tiveness of BEE and BEEM in terms of penetration sen-

sitive durability.

Rani et al. [64] described a variety of IoT applications to

investigate that dynamic clustering-based IoT may effec-

tively serve real-world applications. The suggested tech-

nique uses a dynamic clustering-based approach and

framework base stations to select the cluster node with the

more preferred sensor node. Experiments show that the

presented approach outperforms the dynamic clustering

relay node clustering algorithm.

Bellaouar et al. [65] presented the ‘‘QoSCluster’’

VANET clustering solution, which strived to keep the

clusters while meeting the network’s quality of service

standards. They used the Veins platform, the OMNET

simulator, and the SUMO realistic mobility model to test

their protocol. Reducing communication and increasing the

level of stability are the main advantages of the presented

idea.

Darabkh et al. [66] introduced LiMAHP-G-C, an

energy-aware clustering and routing protocol that tries to

mitigate the obstacles that may arise during the commu-

nication process of heterogeneous smart devices. The

simulation findings reveal that their suggested protocol

beats other current studies in terms of network lifespan,

resource consumption, and scalability measures. Adapting

and analyzing different software-specified network con-

trollers will greatly complement this work in the future.

Furthermore, evaluating the influence of IoT sensor energy

heterogeneity on IoT network longevity would be a

worthwhile research topic. Finally, implementing the

mobility option will pose a significant challenge and serve

as a case study for many IoT researchers.

Zheng et al. [67] presented a technique for CRSNs that

is network stability-aware clustering (NSAC). The protocol

design of NSAC incorporates both spectrum dynamics and

energy usage simultaneously. According to extensive

simulations, the proposed NSAC protocol clearly surpasses

existing techniques in terms of network stability and

energy usage.

Tripathi et al. [68] provided a novel meta-heuristic-

based clustering algorithm that takes advantage of

MapReduce’s strengths to handle massive data challenges.

The suggested approaches use the military dog squad’s

searching capabilities to find the best centroids and the

MapReduce architecture to handle large data sets. In

addition, a MapReduce-based parallel variant of the sug-

gested approach (MR-MDBO) was provided for clustering

large datasets generated by industrial IoT. Furthermore, the

performance of MR-MDBO was investigated. Experiments

showed that the provided MR-MDBO-based clustering

beats the other clustering accuracy and computation time

methods.

Zhang et al. [69] presented a grid-based clustering

approach for industrial IoT using load analysis. The net-

work load is statistically studied first, followed by creating

a load model. A series of phrases is also inferred to rep-

resent the network load distribution. The total number of

packets delivered at each level is proportional. Finally, the

network was divided into unequal grids based on the ideal

cluster size, with each grid’s nodes forming a cluster.

Results showed that the suggested approach performs

better.

Table 5 shows the evaluation factors in the clustering

and IoT domain.
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Table 5 Evaluation factors in clustering and IoT

Research Execu�on �me Number of Clusters Energy Delay Life�me Throughput Accuracy

Srinivas et al. [19]         

Alazab et al. [20]        

Qin et al. [21]         

Liang et al. [22]        

Ghoneim et al. [23]        

Feng et al. [24]        

Mydhili et al. [25]        

Han et al. [26]        

Wang et al. [27]  

Azri et al. [28]   

Baniata et al. [29]   

Azri et al. [30]      

Bindhu et al. [31]       

Fouladlou et al. [32]        

Xu et al. [33]        

Kumar et al. [34]         

Khan et al. [35] 

Gao et al. [36]        

Sekar et al. [37]        

Mohapatra et al. [38]         

Bhar� et al. [39]        

Shuja et al. [40]        

Azevedo et al. [41]        

Kumar et al. [42]        

Jabeur et al. [43]        

Shukla et al. [44]         

 Effah et al. [45]        

Jiang et al. [46]        

Sharif et al. [47]

Yuan et al. [48]

Qureshi et al. [49]

Yin et al. [50]

Yang et al. [51]        

Famila et al. [52]         

Yang et al. [53]        

Muntean et al. [54]        

Qureshi et al. [55]        

Zou et al. [56]        

Logesh et al. [57]        

Lücken et al. [58]        

Tabatabai et al. [59]        

Zhang et al. [60]        

Guo et al. [61]        

Chithaluru et al. [62]        

Xu et al. [63] 

Rani et al. [64] 

Bellaouar et al. [65]     

Darabkh et al. [66]        

Zheng et al. [67]        

Tripathi et al. [68]        

Zhang et al. [69]         
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5 Discussion and comparison

The approach for analyzing the selected research in clus-

tering and IoT was outlined in the previous sections. Fur-

thermore, we categorized and evaluated the research

depending on several factors, including the algorithm used,

simulation or implementation, future work, datasets,

advantages, disadvantages, evaluation factors, etc. Clus-

tering and IoT categories are broken down statistically and

compared in this section. We also discuss IoT intrusion

detection systems as future work direction of IoT in this

section.

5.1 IoT intrusion detection systems (IDS)

The IoT attempts to connect queries through the Internet,

whereas SDN provides managed services coordination via

detaching the handle plane and the data plane.

The IoT has arisen as a distinct type of wireless sensor

network (WSNs) in the last decade. Software-defined net-

working (SDN) is a new paradigm for organizing and

controlling the enormous volumes of data created by IoT

devices. It decouples the data plane from the control plane

of network devices, allowing for simple deployment and

maintenance. In addition, to improve and protect the SDN-

IoT network, network function virtualization (NFV) has

evolved. It allows network devices to be virtualized and

implemented as software components.

Furthermore, SDN-WSN is vulnerable to security

threats, negatively affecting the system’s vulnerability and

QoS performance. As a result, the massive implementation

of WSNs is complex and problematic; managers must

employ unique adaptation methods when using specific

applications that necessitate adaptability and administra-

tion. The integration of SDN into WSNs is proposed, and a

new model has been created and appears to address these

issues.

One future research work direction is considering

intrusion detection systems in IoT [70, 71].

An IDS is a tool that monitors data flow to detect and

guard against an invasion that compromises an information

system’s confidentiality, integrity, and availability. An

IDS’s operations may be broken down into three parts. The

stage of observation, which uses network-based or host-

based sensors, is the initial step. The second stage is the

evaluation step, which depends on feature extraction or

pattern recognition algorithms. The final level is the

detection stage, which depends on the oddity or abuse

discovery of intrusions. Security and privacy are critical

issues in every IoT architecture based on every smart

infrastructure. Intelligent devices are in danger due to

security issues in IoT-based platforms. In conclusion, IDSs

are crucial for combating security attacks related to IoT

that target a handful of these security weaknesses. Tradi-

tional IDSs may not be a solution for IoT devices’ limited

CPU and storage capabilities, and the particular protocols

employed [72, 73].

The security of IoT applications has become a key

problem as the variety of providers and users in IoT net-

works grows. As IoT technologies and smart environments

are combined, smart things become more effective. How-

ever, in essential smart environments, the consequences of

IoT security flaws are quite serious. There will be a con-

cern for systems in IoT-based smart environments without

sufficient security mechanisms.

There are many ways to classify IDS types, especially

IDS for IoT, because most of them are still under research.

• Anomaly-based IDS (AIDS)

• Host-based IDS (HIDS)

• Network-based IDS (NIDS)

• Distributed IDS (DIDS)

• IoT IDS deployment strategies

IDS can also be classified according to how it detects

IoT threats. IDS can be categorized as distributed, cen-

tralized, or hierarchical in IDS deployment strategies [74].

Distributed IDS: A distributed IDS consists of multiple

IDS scattered over a large IoT ecosystem that connects

with a central server. Distributed architectures are used by

a number of IDSs. A portion of the network is tasked with

inspecting the other nodes. Compared to centralized IDS,

distributed IDS provides various benefits to incident ana-

lysts. The primary benefit is recognizing attack types across

a whole IoT ecosystem. This might help boost the speed

with which IoT attacks are detected and prevented [74].

Centralized IDS: The IDS is deployed on central devices

in the centralized IDS location. As a result, the packets

exchanged between IoT devices and the network may be

checked by an IDS placed on a boundary switch. However,

inspecting network packets passing through the border

switch is insufficient to detect abnormalities affecting IoT

devices. In a centralized IDS, network traffic is monitored.

Different network data sources are used to extract this

traffic from the network. A network-based IDS can keep

track of all the machines on a network [74].

Hierarchical IDS: The network is divided into clusters in

a hierarchical IDS. Sensor nodes that are close together are

usually part of the same cluster. Each cluster has a cluster

head, which observes the network nodes and participates in

network-wide investigations [74].

• Synchronization between multiple IoT IDS

The IoT is predicted to transform consumers’ daily lives

by allowing data exchange between widespread objects
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over the Internet. However, because networks are entities

with widely different resources, such a broad goal imposes

prohibitive limits on applications requiring time-synchro-

nized activity for historical data sorting or simultaneous

execution of specific activities. On the one hand, current

time synchronization solutions are difficult to adapt to

resource-limited devices. On the other hand, solutions for

restricted systems do not scale well to diverse placements.

Time synchronization is a critical middleware service for

distributed systems and the distributed lDS [75].

5.2 Research questions

In addition, the following analytical reports on the Sect. 2

research questions were posed:

5.2.1 RQ1: Which clustering algorithms were used
in the smart city domain?

According to studies and literature reviews, clustering

algorithms used in the smart city are listed below.

• K-means

• K-means ??

• K-medoids

• CFS clustering

• ICFSKM

• Mean-shift clustering algorithm

• Low-energy adaptive clustering hierarchy(LEACH)

• NR-LEACH algorithm

• Fuzzy clustering algorithm

• Agglomerative Fuzzy K-means (AFKM)

• Bio-inspired

• Density-based spatial clustering of applications with

noise(DBSCAN)

• Artificial bee colony (ABC) algorithm

• Density-based clustering algorithm

5.2.2 RQ2: How might data transmission be reduced
by using clustering in the smart city?

Data mining is one of the approaches for analyzing large

amounts of data and extracting information and knowledge

from it. Various techniques extract the pattern from this

data, each with its own set of applications. Clustering

Simulation

53%

Implementation

23%

Both simulation 

and 

implementation

18%

No simulation or 

implementation

6%

Fig. 11 Percentage of

evaluation environments

presented

smart city 
and clustering 

simulators

MATLAB

Network 
Simulator

OMNET++

Cooja 

Carlo

Python

Fig. 12 Simulator platforms
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algorithms are one of the most essential and extensively

used data mining tools. Similar inherent similarities are

used to group similar data in clustering or categorization.

And it identifies the pattern and extraction hidden in the

essence of data based on this categorization and similarity.

Finding these patterns also makes data administration for

various applications relatively simple. Clustering is a type

of unsupervised learning. A database containing data

without labeling the target or group to which the data

belongs is referred to as an unsupervised learning

approach. It is used to find a meaningful structure or pat-

tern for categorizing data in general [34, 35, 40].

Clustering divides a group of data points into several

categories. The data points in each group are the most

similar and are not comparable to data points in other

groups. A set of items or data is sorted into groups based on

their similarity and dissimilarity; this is a significant task

for data mining and evaluating large amounts of data.

Clustering algorithms divide data into distinct groups

called clusters based on their related qualities. When pre-

sented with a tiny collection with minimal features, clas-

sifying it is simple. Consider the following scenario: you

are faced with a massive collection of thousands of data

sets, and you are tasked with categorizing them; this is a

challenging and time-consuming task for humans. Clus-

tering algorithms are the greatest instrument for handling

such issues since classification work with many charac-

teristics is beyond human tolerance. When there are a lot of

data attributes, this method is used. Clustering algorithms

perform analysis that is highly different from human data

categorization. These algorithms have a thorough grasp of

the data, cluster formation and discover a cluster quickly.

Clusters with small distances between cluster members,

clusters with high data density, distances, and certain sta-

tistical distributions are among the qualities on which these

algorithms form these clusters [22, 39, 57].

5.2.3 RQ3: What evaluation environments are used
to evaluate clustering in the smart city?

We discovered that 23% of the research studies had

implemented the proposed idea, and 53% of the study

papers used simulation methods to evaluate the presented

idea. We can point to MATLAB simulation platforms as

popular simulators. In addition, 6% of the papers did not

include any implementation or simulation, but 18% of

articles use both simulation and implementation methods,

as shown in Fig. 11.

Figure 12 shows the simulator platforms that are used in

this concept.

5.2.4 RQ4: What are the evaluation factors in clustering
domains in the smart city context?

Figure 13 compares the evaluation factors in the domains

of clustering in the smart city context. The statistical per-

cent of evaluation factors demonstrates that the number of

clusters has a high percentage of 24%, the energy factor

has 23%, the execution time factor has 18%, the accuracy

has 14%, the delay has 9%, the lifetime has 6%, and

throughput has 6%.

5.2.5 RQ5: What are the open issues and future challenges
of clustering in the smart city?

(a) Maintenance of clusters

Execution time

18%

Number of Clusters

24%

Energy

23%

Delay

9%

Life time

6%

throughput

6%

Accuracy

14%

Fig. 13 Evaluation factors in

clustering in the context of the

smart city
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Network maintenance is the desired role in the IoT

network architecture. Therefore, finding the nearest nodes

in a given network using an effective synchronization

mechanism is complicated. Because nodes in the network

are not static and do not have a set position, cluster stability

is one of the challenges. Because the environment in IoT

networks is always changing, it is vital to do network

maintenance. The most challenging difficulty in a network

with movable nodes is determining the best cluster head to

maintain a long-lasting network.

(b) Redundancy of data

Because numerous sensor nodes in IoT approaches may

send redundant data to the cluster head, the rapid expansion

of IoT devices and sensors in smart cities creates massive

data. Using a data fusion/aggregation approach may miti-

gate this type of problem.

(c) Multiple paths

Another issue that arises when using cluster-based

methods to transmit data is that when several pathways

exist, the capability of the paths is generally reduced due to

the interference created by the close paths. As a result, the

packet loss ratio rises, causing network performance to

suffer.

(d) Management of data

The amount of data created by the IoT and its applica-

tions like the smart city is enormous and constantly

changing. As a result, obtaining and managing valuable

data in such a large setting is too tough. Handling this

dynamic, as well as the variability of data types, is a sig-

nificant challenge. Because data is the foundation of every

IoT industry, it must be kept safe, secure, and well-

managed.

(e) Multiple connectivity

Every device in the IoT applications must be connected.

As a result, numerous devices are connected in actual IoT

scenarios, each with its communication standard. It is

challenging to establish seamless connectivity due to the

heterogeneity of communication protocols and interfaces.

6 Conclusion

This survey focuses on clustering and IoT, particularly the

smart city approach. The SLR-based method was discov-

ered by an exploratory search of 144 publications pub-

lished between 2017 and 2021. Finally, we investigated 51

papers about IoT and clustering. It is possible that not

every research on the SLR-based method has been exam-

ined. We conducted a significant study on clustering and

IoT using the findings of over 100 authors and papers. Due

to the increasing number of studies completed in this field,

it is impossible to verify that all studies have been covered

by the research ended in 2021.
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