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• After estimating the relationship between advertising expenditures and sales, a marketing

manager might attempt to predict sales for a given level of advertising expenditures.

• A public utility might use the relationship between the daily high temperature and the demand for

electricity to predict electricity usage on the basis of next month’s anticipated daily high

temperatures.

• Sometimes managers will rely on intuition to judge how two variables are related.

Regression analysis:

• A statistical procedure to develop an equation showing how the variables are related if data can be

obtained.

Dependent variable, or response: The variable being predicted.

Independent variables, or predictor variables: The variables being used to predict dependent variable
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Simple Linear Regression Model:

• To develop better work schedules for Butler Trucking Company,the managers want to estimate the total

daily travel times for their drivers.

• The managers believe that the total daily travel times (y) are closely related to the number of miles

traveled in making the daily deliveries (x).

• β0 and β1 are population parameters that describe the y-intercept and slope of the line relating y and x.

• The error term ε accounts for the variability in y that cannot be explained by the linear relationship.

• Assumption: ε is a normally distributed variable with a mean of zero and constant variance for all

observations.
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• In practice,β0 and β1 are not known and must be estimated using sample data.
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Least squares method:

Aprocedure for using sample data to find the estimated regression equation.

• It minimizes the sum of squares of the deviations between observed and predicted values of y.

𝐸 𝑦 𝑥 = The mean value of y for a given value of x.

Ƹ𝑦 =The point estimator of E(y|x).

• For the ith driving assignment in sample,xi is the miles traveled and yi is the travel time (in hours).
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• Longer travel times coincide with

more miles traveled.

• The relationship appears to be

approximated by a straight line;

• A positive linear relationship

Regression
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• For ith driving assignment, the estimated regression equation provides:
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Residual:

Least Squares Estimates of the Regression Parameters:

Regression
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• The regression model is valid only over the experimental region, which is the range of values of the 

independent variables in the data used to estimate the model.

Extrapolation: Predicting the value of dependent variable outside the experimental region which is a risky

task and should be avoided if possible.

• No empirical evidence that the relationship between y and x holds true outside the range of x values in

the data used to estimate the relationship.

• For Butler Trucking,any prediction of the travel time for a driving distance less than 50 miles or greater

than 100 miles is not a reliable estimate.
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Three points are always true for a simple linear regression:

• The sum of predicted values Ƹ𝑦𝑖 is equal to the sum of the values of the dependent variable y.

• The sum of the residuals 𝑒𝑖 is 0.

• The sum of the squared residuals 𝑒𝑖
2 is minimized.

Regression
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Assessing the Fit of the Simple Linear Regression Model:

SSE:

• A measure of the error as a result of using the estimated regression equation to predict the values of the

dependent variable in the sample.
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If we want to predict travel time without knowing the miles traveled,we use ҧ𝑦 = 6.7as a predictor of y.

Regression
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For the Butler Trucking Company,the value of the coefficient of determination is

r2 is the percentage of SST that can be explained using the estimated regression equation.

66.41% of the variability in travel time can be explained by the linear relationship between.

Regression
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The Multiple Regression Model:

• β0,β1,β2, ... ,βq: The population parameters

• Error term e is a normally distributed variable with a mean of zero and a constant variance across all

observations.

• βj: The change in the mean value of y that corresponds to a one-unit increase in xj, holding all other

independent variables constant.
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Least Squares Method and Multiple Regression:

ButlerTrucking Company and Multiple Regression:

• With r2=0.6641, 33.59% of the variability in sample travel times remains unexplained.

• Butler’s managers felt that the number of deliveries made on a driving assignment also contributed

to the total travel time.

• For a fixed number of deliveries, the mean travel time will increase by 0.0672 hours when the

distance traveled increases by 1 mile.

• For a fixed distance traveled, the mean travel time will increase by 0.69 hours when the number of

deliveries increases by 1 delivery.

• r2=0.8173.

Regression
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F test for testing the null hypothesis that multiple regression parameters are all equal to zero.

Test Statistics:

𝐻0: 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑞 = 0

𝐻𝑎: ∃𝑗 = 1,2, … , 𝑞; 𝛽𝑗 = 0

𝐹 =

𝑆𝑆𝑅
𝑞

𝑆𝑆𝐸
𝑛 − 𝑞 − 1

≈ 𝐹𝑞,𝑛−𝑞−1
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Inference and Regression:

• The statistics b0,b1,b2, .. .,bq as random variables are point estimators of β0,β1 ,β2 ,...,βq.

• Ƹ𝑦 is a point estimator of E(y | x1,x2 ,.. .,xq),the conditional mean of y given values of x1,x2,...,xq.

• Different samples will result in different values of b0,b1,b2,. ..,bq.

• If b0, b1, b2, . . . ,bqchange relatively little from sample to sample, they have low variability and more

reliability.

• If b0, b1, b2, . . . , bqchange dramatically from sample to sample, they have high variability and less

reliability.

• How confident can we be b0,b1,b2, ... ,bq for the Butler Trucking multiple regression model?

• Do they have little variation and so are relatively reliable,or do they have so much variation that they

have little meaning?
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Statistical inference:

• The process of making estimates and drawing conclusions about one or more characteristics of a

population through the analysis of sample data.

• The regression parameters β0,β1 ,β2 ,...,βq.

• The mean value and/or predicted value of y for specific values of independent variables x1,x2, ...,xq.

Conditions Necessary forValid Inference in the Least Squares:

1. For any given combination of x1, x2, . . . , xq, the population of potential error terms ε is normally

distributed with a mean of 0 and a constant variance.The regression estimates are unbiased

2. The values of εare statistically independent.

• Simple scatter charts of the residuals versus the predicted values of y and the residuals versus x are an

used to assess whether these conditions are violated.

Regression
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• The center of the residuals should be approximately zero

• The errors should be symmetrically distributed with values near zero occurring more frequently than

values that differ greatly from zero.

• A pattern in the residuals such as this gives us little reason to doubt the validity of inferences made on

the regression that generated the residuals.

29

Violation of at least

one condition
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(a) The variation in residuals increases as x increases,(residuals do not have a constant variance).

(b) The residuals are positive for small and large values of x but are negative for moderate values of x.

The model underpredicts y for small and large values of x and overpredicts y for intermediate values of

x. The regression model does not adequately capture the relationship between x and y.

(c) The residuals are not symmetrically distributed around 0. The residuals are not normally distributed.

(d) The residuals are plotted over time t as an independent variable.A distinct pattern across every set

of four residuals. The residuals are not independent. Perhaps,we have collected quarterly data.

The residuals violate conditions either because:

(1) An important independent variable has been omitted or

(2) The functional form of the model is inadequate to explain the relationship.

31
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Testing Individual Regression Parameters:

• When regression model satisfies the necessary conditions, we can begin testing hypotheses and

building confidence intervals.

• As the magnitude of t increases in any direction,we are more likely to reject the null hypothesis.

• Rejecting the null hypothesis means that a relationship exists between y and x j.

• Smaller p-values indicate stronger evidence against the null hypothesis (i.e., stronger evidence of a

relationship between xj and y).

• The null hypothesis is rejected when p-value is smaller than predetermined level of significance

(usually 0.05 or 0.01).

Confidence interval for a regression parameter:

If the confidence interval does not contain zero, the null hypothesis is rejected at the level of

significance.
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Addressing non-significant independent variables:

• If we do not reject the null hypothesis, the question of how to handle the corresponding x is raised.

• Do we use the model with the non-significant x, or do we rerun without the non-significant x and use

the new result?

• If practical experience dictates that the non-significant x has a relationship with y,the x should remain

in the model.

• If the model sufficiently explains the y without the non-significant x, rerun the regression without the

non-significant x.

Note:

• The estimates of the other regression coefficients and their p-values may change considerably when

we remove the non-significant x.

Regression
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• In Butler Trucking multiple regression model, the p-value for b0 is 0.5354 (Not statistically

significant).

• Should we remove the y-intercept?

• This will force the y-intercept to go through the origin. However, this can substantially alter the

estimated slopes and result in a less effective and less accurate regression.

• Regression through the origin should not be forced.

• If there are strong a priori reasons for that,collect data for which the values of x are at or near zero to

empirically validate this belief and avoid extrapolation.

• If data is not obtainable,then forcing the y-intercept to be zero may be a necessary action,although it

results in extrapolation.
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Multi-collinearity:

• The correlation among the independent variables

• Most independent variables in a multiple regression problem are correlated with one another to some

degree.

• In Butler Trucking,we could compute the sample correlation coefficient r(x1,x2) to determine the extent

to which these two variables are related.

• r(x1,x2)=0.16. Some degree of linear association between x1 and x2.

• Let x2 denote the number of gallons of gasoline consumed.

• x1 (the miles traveled) and x2 are now related. Logically, x1 and x2 are highly correlated and multi-

collinearity is present in the model.

Regression

37
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• When we conduct a t test to determine whether β1 is equal to zero, p-value is 3.1544E-07 which means

travel time is related to miles traveled.

• When we conduct a t test to determine whether β2 is equal to zero,p-value is 0.6588.

• Does this mean that travel time is not related to gasoline consumption? Not necessarily.

• It probably means that with x1 in the model, x2 does not make a significant marginal contribution to

predicting y.

• If we know the miles traveled,we do not gain much new useful information in predicting driving time by

also knowing the amount of gasoline consumed.

Regression

39
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The difficulty caused by multi-collinearity:

• A parameter associated with a multi-collinear independent variable is not significantly different from

zero when the independent variable actually has a strong relationship with the dependent variable.

• This problem is avoided when there is little correlation among the independent variables.

Common rule-of-thumb test:

• Multi-collinearity is a potential problem if the absolute value of the sample correlation coefficient

exceeds 0.7 for any two of the independent variables.

• Multi-collinearity increases the standard deviation of b0,b1, ...,bq and Ƹ𝑦

• Inference based on these estimates is less precise than it should be.

• Confidence intervals for b0,b1, ...,bq and Ƹ𝑦 are wider than they should be.

• We are less likely to reject the null hypothesis.xj is not related to y while they in fact are related.

• If the primary objective is inference, avoid including highly correlated independent variables.

• If the primary objective is prediction, then multi-collinearity is not a concern.

Regression
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Categorical Independent Variables:

• Sometimes, we must work with categorical independent variables such as marital status (married,

single),method of payment (cash,credit card,check), ...

• Butler driving assignments require the driver to travel on a congested segment of a highway during

the afternoon rush hour.

• This factor may contribute substantially to variability in the travel times across driving assignments.

• How do we incorporate into a regression model information on which driving assignments include

travel on a congested segment of a highway during the afternoon rush hour?

• Dummy variable: If an assignment includes in the model the travel on the congested segment of a

highway during the rush hours
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The dummy variable could potentially explain a substantial proportion of the variance in travel time that

is unexplained by the current model

We add x3 to the current Butler Trucking multiple regression model.

Positive residuals-

Under-predicting

Negative residuals

Under-predicting

43
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• r2= 0.8838: The regression model explains approximately 88.4% of the variability in travel time for the

driving assignments in the sample.

• Using a dummy variable provides two estimated regression equations to predict the travel time.

• 1.One that corresponds to driving assignments that include travel on the congested segment of highway

during the afternoon rush hour period

• 2.One that corresponds to driving assignments that do not include such travel.

Regression
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More Complex Categorical Variables:

• If a categorical variable has k levels,k – 1 dummy variables are required,each dummy variable is 0 or 1.

• A manufacturer of vending machines organized the sales territories into three regions:A,B,and C.

• The managers want to use regression to predict the number of vending machines sold per week.

• Several independent variables (the number of sales personnel,advertising expenditures, etc.).

• Sales region is also an important factor in predicting the number of units sold.
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b0:the estimated mean sales for Region A,

b1:the estimated difference between Region B and Region A,

b2:the estimated difference between Region C and Region A.

Regression
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Modeling Nonlinear Relationships:

Reynolds, Inc., a manufacturer of industrial scales and laboratory equipment.

• Managers want to investigate the relationship between length of employment of their salespeople

and the number of electronic laboratory scales sold.
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• The relationship is significant (p-value = 9.3954E-06 for the t test that β1 = 0) and a linear relationship

explains a high percentage of the variability in sales r2= 0.7901.

• A pattern in the scatter chart of residuals against the predicted values of y that a curvilinear

relationship may be a better fit.

Regression
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Quadratic Regression Models:
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Piecewise Linear Regression Models:

• As an alternative to a quadratic regression model

• Below some values of Months Employed,the relationship between Months Employed and Sales appears

to be positive and linear

• The relationship between Months Employed and Sales appears to be negative and linear for the

remaining observations.

Knot, or breakpoint:

• The value of the independent variable Months Employed at which the relationship between Months

Employed and Sales changes.
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The knot: approximately 90 months.
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• A dummy variable that is zero for any observation for which the value of Months Employed is less than

or equal to knot:

• P-value corresponding to the t statistic for knot term (p-value=0.0014) is less than 0.05

• Adding the knot to the model with Months Employed as the independent variable is significant.

• A salesperson’s sales are expected to increase by 3.4094 electronic laboratory scales for each month of

employment until 90 months.

• The salesperson’s sales are expected to decrease by 4.4632 electronic laboratory scales for each

additional month of employment.
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Interaction Between Independent Variables:

Often the relationship between the dependent variable and one independent variable is different at

various values of a second independent variable.

Tyler Personal Care

• Two factors believed to have the most influence on sales are unit selling price and advertising

expenditure.

• To investigate the effects of these two variables on sales, prices of $2.00, $2.50, and $3.00 were paired

with advertising expenditures of $50,000 and $100,000 in 24 test markets.

57
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• The difference between mean sales for advertising expenditures of $50,000 and mean sales for

advertising expenditures of $100,000 depends on the price of the product.

• At higher selling prices, the effect of increased advertising expenditure diminishes.

• Evidence of interaction between the price and advertising expenditure.

• p-value to the t test for Price*Advertising is 8.6772E-10 meaning interaction is significant.

• The relationship between advertising expenditure and sales depends on the price.

• The relationship between price and sales depends on advertising expenditure.

Regression
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• How can price have a positive estimated regression coefficient?

• With the exception of luxury goods,we expect sales to decrease as price increases.

• This model can make sense if we work through the interpretation of the interaction.

• The relationship between Price and Sales is different at various values of Advertising Expenditure.

• The relationship between Advertising Expenditure and Sales is different at various values of Price.

• The change in the predicted value of sales when Price increases by $1 depends on advertising

expenditure.
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• If Advertising Expenditures is $50,000 when price is $2.00,we estimate sales:

• At the same level of Advertising Expenditures ($50,000) when price is $3.00, we estimate sales:

• When Advertising Expenditures is $50,000, a change in price from $2.00 to $3.00 results in a

450,167 - 321,167 =129,000 unit decrease in estimated sales.

• If Advertising Expenditures is $100,000 when price is $2.00,we estimate sales:

• At the same level of Advertising Expenditures ($100,000) when price is $3.00, we estimate sales:

• When Advertising Expenditures is $100,000, a change in price from $2.00 to $3.00 results in a

826,167 - 393,167 = 433,000 unit decrease in estimated sales.

• When Tyler spends more on advertising, its sales are more sensitive to changes in price.
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• The relationship between Advertising Expenditure and Sales is different at various values of Price:

• The change in the predicted value of the dependent variable that occurs when Advertising

Expenditure increases by $1,000 depends on the price.

• If Price is $2.00 when Advertising Expenditure is $50,000, we estimate sales:

• At the same level of Price ($2.00) when Advertising Expenditure is $100,000, we estimate sales:

• When Price is $2.00, a change in Advertising Expenditures from $50,000 to $100,000 results in a

826,167 - 450,167 = 376,000 unit increase in estimated sales.

Regression
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• If Price is $3.00 when Advertising Expenditure is 50,000,we estimate sales:

• At the same level of Price ($3.00) when Advertising Expenditure is $100,000, we estimate sales:

• When Price is $3.00, a change in Advertising Expenditure from $50,000 to $100,000 results in a

393.167 - 321,167 = 72,000 unit increase in estimated sales.

• When the price of Tyler’s product is high, its sales are less sensitive to changes in advertising

expenditure.



9/14/2023

33

Regression

64

• For the Butler Trucking, suppose the relationship between miles traveled and travel time differs for

driving assignments that included travel on a congested segment of a highway and those did not.

• We could create a new variable for the interaction between miles traveled and the dummy variable

(x4 =x1x3 ) and estimate the following model:

• We can combine a quadratic effect with interaction to produce a second-order polynomial model

with interaction between the two independent variables.

Regression

65

Model Fitting:

Variable Selection Procedures:

• When there are many independent variables to consider, special procedures are sometimes

employed to select the independent variables to include in the regression model.

Backward elimination:

• Begin with all of the independent variables.

• At each step,backward elimination considers the removal of an independent variable.

• A criterion is to remove least significant independent variable among those currently are not

significant at a specified level of significance.

• Refit the regression model with the remaining independent variables.

• The procedure stops when all independent variables in the model are significant at a specified level.
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Forward selection:

• Begin with none of the independent variables.

• At each step,forward selection considers the addition of an independent variable.

• A criterion is to add any the most significant independent variable currently significant at a specified

level.

• Refit the regression model with the additional independent variable.

• The procedure stops when all the independent variables not in the model would not be significant at

a specified level of significance if included in the model.

Regression
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Stepwise selection:

• Begin with none of the independent variables.

• A criterion for independent variables to enter the model and a criterion for independent variables

to remain in the model.

• A criterion adds the most significant variable and removes the least significant variable at each

iteration.

• First, the most significant independent variable is added to the empty model if its level of

significance satisfies the entering threshold.

• Each subsequent step involves two intermediate steps:(1) The most significant independent variable

not in the model is added if its significance satisfies the threshold. (2) The least significant

independent variable in the model is removed if its level of significance fails to satisfy the threshold.

• The procedure stops when no independent variable not currently in the model is significant and all

independent variables currently in the model are significant.
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Best subsets procedure:

• Simple linear regressions for each of the independent variables are generated

• The multiple regressions with all combinations of two or more independent variables are generated.

• Once a regression model has been generated for every possible subset of the independent

variables, the entire collection of regression models are compared and evaluated by the analyst.

Use your own judgment and intuition about your data to refine the results of these algorithms.

Regression
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Overfitting:

• If we attempt to fit a model too closely to the sample data, it does not accurately reflect the

population, the model is said to have been overfit.

• The use of complex functional forms or independent variables that do not have meaningful

relationships with the dependent variable.

• An overfit model can be misleading with regard to its predictive capability and its interpretation.

• Overfitting is difficult to detect and avoid,but to mitigate this problem:

(1) Use only independent variables that you expect to have real and meaningful relationships with the

dependent variable.

(2) Use complex models,such as quadratic and piecewise linear,only when you have a reason.

(3) Do not let software dictate your model.

(4) Use iterative procedures, such as stepwise and best-subsets, for guidance not to generate final model.

(5) Use your own judgment and intuition about your data and to refine your model.



9/14/2023

36

Regression

70

Cross-validation:

• If you have access to sufficient data,assess your model on data other than the sample data.

Holdout method:

• The sample data are randomly divided into mutually exclusive training and validation sets.

Training set:

• The data set used to build the candidate models that appear to make practical sense.

Validation set:

• The set of data used to compare model performances and ultimately select a model for predicting

values of the dependent variable.

Regression
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• We might randomly select half of data for use in developing regression models.

• Then we use the remaining half of data as a validation set to assess and compare the models’

performances and ultimately select the model that minimizes some measure of overall error.

• Results of a holdout sample can vary greatly depending on which observations are randomly

selected for the training set, the number of observations in the sample, and the number of

observations that are randomly selected for the training and validation sets.
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k-fold cross-validation:

• The sample data set is randomly divided into k equal-sized, mutually exclusive subsets called folds,

and k iterations are executed.

• For each iteration, a different subset is designated as the validation set and the remaining k – 1

subsets are combined and designated as the training set.

• The model is estimated using the respective training set and evaluated using the respective

validation set.

• The results of k iterations are combined and evaluated.

• A common choice for the number of folds is k = 10.

• The k-fold cross-validation method is more complex and time-consuming, but the results are less

sensitive to how the observations are randomly assigned to the training validation sets.

Regression
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Leave-one-out cross-validation:

• For a sample of n observations, an iteration consists of estimating the model on n – 1 observations

and evaluating the model on the single observation that was omitted from the training data.

• This procedure is repeated for n total iterations so that the model is trained on each possible

combination of n - 1 observations and evaluated on the single remaining observation in each case.
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Big Data and Regression:

Inference and Very Large Samples:

• A credit card company with a very large database of its customers when they apply for credit cards.

• The customer records include information on the customer’s annual household income, number of

years of post-high school education,and number of members of the customer’s household.

• In a second database,the company has records of the credit card charges accrued by each customer

over the past year.

• A data analyst links these two databases to create one data set of all relevant information for a sample

of 5,000 customers.

Regression
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Inference and Very Large Samples:

• The file contains these data,split into a training set of 3,000 observations and a validation set of 2,000

observations.

• The company has decided to apply multiple regression to develop a model for predicting annual

credit card charges for its new applicants (y).

• The independent variables are the customer’s annual household income (x1),number of members of

the household (x2),and number of years of post-high school education (x3).
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• Coefficient of determination: 0.3632 indicating that this model explains approximately 36% of the

variation in credit card charges accrued by the customers.

• P-value for each test of the individual regression parameters is also very small indicating that the

estimated slopes associated with the dependent variables are all highly significant.

• For a fixed number of household members and number of years of post-high school education,

accrued credit card charges increase by $121.34 when a customer’s annual household income

increases by $1,000.

• For a fixed annual household income and number of years of post-high school education, accrued

credit card charges increase by $528.10 when a customer’s household increases by one member.

• For a fixed annual household income and number of household members, accrued credit card

charges decrease by $535.36 when a customer’s number of years of post-high school education

increases by one year.



9/14/2023

40

Regression

78

• The small p-values associated with a model that is fit on an extremely large sample do not imply that

an extremely large sample solves all problems.

• Virtually all relationships between independent variables and the dependent variable will be

statistically significant if the sample size is sufficiently large.

• How much does sample size matter?

Regression
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• The individual values of the estimated regression parameters in the regressions based on 50

observations show a great deal of variation.

• In these 10 regressions,the estimated values of b0 range from 22,191.590 to 8,994.040,the estimated

values of b1 range from 73.207 to 155.187, the estimated values of b2 range from 2489.932 to

1,267.041, and the estimated values of b3 range from 2974.791 to 207.828.

• p-values based on 50 observations are substantially larger than p-values based on 3,000

observations.

• suppose the credit card company also has a separate database of information on shopping and

lifestyle characteristics that it has collected from its customers during a recent Internet survey.

• To increase the variation in the dependent variable explained by the model, we decided to include

the number of hours per week spent watching television (x4).
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• Coefficient of determination: 0.3645 indicating the addition of new independent variable increased

the explained variation in sample values of accrued credit card charges by less than 1%.

• The estimated regression parameter for x4 is 12.55.

• A 1-hour increase coincides with an increase of $12.55 in credit card charges accrued by each

customer over the past year.

• The p-value associated with this estimate is 0.014 meaning that there is a relationship between x4and

y.

• When the model is based on a very large sample,almost all relationships will be significant whether

they are real or not

• on a very large sample, Statistical significance does not necessarily imply that a relationship is

meaningful or useful.
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Model Selection:

• when dealing with a sufficiently large sample, the p-value of every independent variable will be

small,and variable selection procedures may suggest models with most or all the variables.

• If developing a regression model to make future predictions, the selection of the independent

variables to include in the regression model should be based on the predictive accuracy on

observations that have not been used to train the model.

Model A: y with three independent variables x1, x2, and x3

Model B: y with four independent variables x1,x2,x3,and x4
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• Compare the models based on predictive accuracy on the 2,000 observations in the validation set.

• For the first observation in the validation set (account number 18572870).

• Account number 18572870 has actual annual charges of $5,472.51

• Model A’s prediction has a squared error of (5,472.51-10,315.93)2 = 23,458,721

• Model B’s prediction has a squared error of (5,472.51 - 9,983.92)2 = 20,352,797.

• Model A’s predictions are slightly more accurate than Model B’s predictions on the validation set, as

measured by squared error.
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Prediction with Regression:

Butler Trucking Company

Multiple regression equation based on the 300 past routes using Miles (x1) and Deliveries (x2) as the

independent variables to estimate travel time (y) for a driving assignment:
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Confidence interval:

• An interval estimate of the mean y value given values of the independent variables.

Prediction interval:

• An interval estimate of an individual y value given values of the independent variables.


