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Abstract— One of the most significant difficulty in Wireles
Sensors Network (WSN) is the development of an efftive
topology control method that can support the qualiy of the
network, respect the limited memory and at the sameime
increase the lifetime of the network. This paper itroduces a new
approach by mixing a non-cooperative Game Theory tdnique
with a decentralized clustering algorithm to addres the problem
of maximizing the network lifetime. More precisely, this
approach uses Game Theory techniques to control thectivities
of a sensor node and its neighbors to limit the nuber of the
forwarding messages and to maximize the lifetime dghe sensor's
battery. In other words, the approach will decreasethe energy
consumed by the WSN by decreasing the number of fearded
packets and improve the network lifetime by harveshg energy
from the environment. The simulations results showthat the
performances in terms of energy saving and increasy the
number of data packets received by base station qeérforms
those with distributed based clustering algorithmswithout GT,
such as low energy and location based clustering LEL@nd
LEACH algorithms.

Keywords—WSN; sensor lifetime; energy harvesting;
clustering protocols; game theory; equilibrium

1. INTRODUCTION

The WSN has required an important attentivene$isese
years. It is implicated widely in different domajrsuch as
health care, ecosystem monitoring, environmentaéssng,
target tracking, maintaining control, and urban aare
applications [1] [2] [3]. The major activities ofsensor node
are capturing the data information in its urbaniemment,
aggregate it and forward it to reach the sink usgiogting
protocols. Moreover, the finite batteries capadityplies a
limited lifetime of the sensor nodes and their agglons. For
this problem, several solution techniques have lpreposed
to prolong the network lifetime. Some of these 8ohs are
based on topology control, routing protocols, daggregation,
forecasting approaches and others [4] [5] [6] B]] The main
tasks of our study is to extend the network lifetirby
decreasing the wasted energy during the sensoragciilties,
and compensate the loss of
environmental energy in the sleeping mode. Our qsed
method is based on a non-cooperative MGET in atasing

hierarchical structure. This approach is dividedwo phases.
The first one consists to select dynamically thestrs and
their clusters heads based on sensors energy aatiolo [9].

In the second phase, the sensor node aggregateeriang
messages by a compression method to save sensergye
and memory and decided to stay out of the commtiait&o
charge its battery in the sleeping mode or to etmemarket
game and send the message to its neighbors. Thablsui
decision of the sensor node depends on the prdtyabil
obtained by maximizing its utility.

In this paper, the rest main contributions are cétmed as
follows:

Section] presents the categories of clustering protocals. |
addition, it shows the different types of the GTheir
applications in WSN and the GT principle. In seatio, we
explain the energy consumed by the different aaiviof an
arbitrary sensor node and the model of sensorlsargeable
battery. In section!, we adapt a non-cooperative game theory
in a decentralized clustering protocol to prolomg WSN
lifetime, decrease the wasted energy in the netwamk
increase the number of data information arrivethéeoBS. The
simulation results are presented and investigated Finally,
we conclude the paper in section

2. Related work
2.1. Clustering

Clustering protocols are one of the effective téghes
of broadcasting for organizing the network and iowimg its
lifetime and Election of cluster heads (CHs) play
significant role in energy consumption managemei@].[
Clustering protocols can be categorized in two sdas
Centralized [11] and distributed clustering aldamits [12].

2.1.1.Centralized clustering

In centralized clustering, the BS is the organizeform
clusters. At the start of each round, sensors nédes to
transmit their location information and energy s¢ato the

energy by harvestings. The BS will collect all information from all ¢hsensors

nodes in the network, select Cluster Heads (CHY, fanm
clusters. This type of clustering is not a verytahle way to



do clustering for a large number of sensors orelargtwork
wide.

For example, BCDCP (Base-Station Controlled Dynamic p

Clustering Protocol) is a centralized clusteringtpcol with a
unique BS that is capable of complex computatibe, €Hs
are selected by the BS randomly and all the roaiek paths
for transmission and reception of data informatoa selected
by the BS [13]. Each node needs to transmit datasages
regarding its location and residual energy to tiedBring the
formation of clusters. Therefore, BCDCP increasesdesign
complexity and the energy consumption of the nddethe

large-range networks. BCSP (Base station Centchl&ienple

Clustering Protocol) is a protocol where in the &%s not
collect any information about location of the sensods but
utilizes information about remaining energy of easnsor
node and the number of CHs depending on the ciranos
of the sensor network [14]. Each node should sendurrent
energy information along with the sensing inforroati
increasing the overhead. The drawback of this paitis that
due to its centralized implementation, it is notagpropriate
for sensor networks with a large number of nodesddition,

without any location information, BCSP cannot guéea a
uniform distribution of CHs nodes and their cluster

2.1.2.Distributed clustering

Distributed clustering techniques eliminate thecheé a
centralized station to create CHs and clusters.ldWeenergy
and hierarchical structure models are generallyl usecreate
clusters and select CHs in two levels. At the fesel, there is
a selection of CHs and at the second level, tha detssages
are transferred by sensor nodes to BS via CHs. &% |
receives messages and does not control the creation
clusters. EEMDC (Energy Efficient Multi level andsfance
aware Clustering) is that extends the WSN lifetimkile
providing more stability and reliability to the meirk [15].
This routing protocol splits the network area itticee logical
layers. After the partition of the network areag¢ thotspot
problem is fixed, the distance between the nodesttzndCH
and between the CH and the BS are taken into ateoiuen
considering the hop-count value of the nodes. titexh, CHs
are elected by acquiring the average leftover gnefgthe
nodes, and the data messages are delivered tdSthisiBg the
shortest distance path to the BS. ICCBP (Inter t€tu€hain
Based Protocol) is a new clustering algorithm theets multi-
hop and intra-cluster communication with updatingsGvhen
the existing CHs dissipate their energy [16]. IT][1la new
structure to construct clusters and establish octiores
between sensors is proposed. In this protocol,dik&ance
between CHs depends on a threshold calculatedebgigimal
message transmission to insure the connections ebatw
clusters. In addition, this protocol creates audttwireless
sensor networks. LEACH (Low-Energy Adaptive Clustgr
Hierarchy) protocol is one of the most popular aeedized
clustering protocol based on the homogeneous WSISE [
LEACH is a dynamic clustering method that updatestdrs
and head clusters (CH) each round. Each roundsstatth a
setup phase and finishes with steady state. lis¢hg phase,
it rotates the CHs role among all sensor nodesxjered
energy uniformly. Each sensor will pick a randonmiwer
between 0 and 1. If this number is less than ashulel,

T (n) that will be defined, the sensor node becomes adtH
the current round. The threshold is set as follows:

forn€G

T(n) = 1-p (r X mod 5) #HE #(1)

0 Otherwise

wherep is the cluster head probability in the netwarks the
current round of election an@is the set of nodes that were
not cluster head in the last round. In this paper,use the
clustering approach based on LEACH protocol wittategy
based on location and residual energy of a sensde 1o
select the CHs [19].

2.2. Game Theory

The Game Theory (GT) is extensively applied
economics to maximize the outcomes by using
mathematical models such as the strategic gameytii@othe
differential information economy which players sagf net
trades and prices [20]. In the recent years, Gihdeeasingly
applied in WSN for different objectives, such as
communication security, energy efficiency, contgpbwer
transmission, data collection and pursuit evasiph] [[22]
[23]. In this section, we review the GT used to amte the
energy conservation and extend the network lifetifitee GT
can be classified in two top main categories: coajpee and
non-cooperative games.

in
the

2.2.1. Cooperative Game Theory based approach

To decrease the energy consumed in the networke som
sensor nodes cooperate to form coalitions. Theitoell
game is considered as one of the most significgoé tof
cooperative game theory. In [24], a power contraimg
theoretic model is proposed to optimize the trafidsetween
energy consumption, and data packets transmission
performance. It takes in consideration the indisidutility of
each sensor player. A novel approach is proposg@5shto
identify the overlapping community form in sociattworks.
This approach is based on the shapely values misohait
activates with a weight function to find the stabtelitions of
underlying community form of the network. The sHgpe
values and the weight function are updated by tdrancunity
detection algorithm using the local information. odmer type
of cooperative game is the bargaining game théaryachieve
the two opposite objectives, which are prolongihg WSN
lifetime and maintaining the quality of the sensacsvities in
parallel, a Kalai-Smordinsky Bargaining Solution used to
find the best distribution among coalition memharg26].

2.2.2. Non-Cooperative based

approach

Game  Theory

For the non-cooperative game theory, sensor noekest r
selfishly to preserve their residual energy by sifg to receipt
a data information and forward it in multi-hop netk. The
optimal responses for energy efficient non-coopezaiame
theoretic are obtained when each sensor playerowepr its
strategy to maximize its utility, given the strategof other
sensors players. In [27], a non-cooperative gareerthmodel
is proposed to control the transmit power leveld e Nash



Equilibrium solution exists and attained accorditay the
channel condition and power level. In addition, ann
cooperative game theory is used in the electioth@fCHs for
the clustering model in [28]. In this game modek sensor
node decides to declare itself as a CH or not byulzing the
optimal probability in the mixed strategy that dege on the
maximizing of its payoff.

In addition to the non-cooperative and cooperatjaene
theories, the repeated game theory is involved witllass of
active games, in which a game is played for severas and
the players have the ability to spot the resulthef preceding
game before attending the upcoming repetition [R9]30], a
control scheme based on reinforcement learning gende
theory is proposed as a routing game model to geovd
packet-forwarding mechanism for underwater wirekssmssors
network and reduces the energy consumption.

In this paper, we propose a non-cooperative regegame
theory. Mostly, a game theory consists of a setl@jers, a set
of strategies for each player and a set of corredipg utility
functions. For a WSN, the sensors are the playérss a
particular game, wherd = {S(1),S(2),...,S(P)}is a finite
set of the sensor nodes= {x(1),x(2),...,x(P)}is the vector
representation of the strategies taken by the senBo=
{Ux(D),Ux(2),...,Ux(P)}is the corresponding utility
function of node j represented WYj, Uj(j = 1,2,...,P),
corresponds to the utility value of each node. atie is
obtained at the end of the decision taken by tmsaenode

S(). A strategy for a player is a whole organizatioh o

decisions in all possible states in the game. Tlageps;
sensors effort to act selfishly to maximize the@nsequences
agreeing to their preferences. We have to formutaeutility
functions in a way that will help nod#j) to select a strategy
that characterizes the best response to its siategvery
different mixture of individual decisions of strgtes can
produce a different strategy profile. For a nongmative
repeated game theory, the solution concept invgliXmlayers
is obtained when each player has made the besbnesp
against the others players decision of probatslitidhis

Eg Receiving energy cost

Eswitch-radio | SWitching state energy cost in the radio

Eswitch—mcy | Switching mode energy cost in the
MicroController Unit (MCU)

Ve Voltage supply
C Total energy consumption
L(S;) Number of bits information

* Sensing energy consumption

The sensing energy cost depends on the type abrsei®r
example, the temperature sensors consumed lessrtémpo
energy than gas sensors. The sensor node canrcantarse
sensors, and each one has its individual energgucoption
attributes. Generally, the sensing energy consampfior a
S; can be expressed as follows:

Es = L(S;) X Vg X 1(8;) X T(S;)#(2)
where I(S;) is the needed amount of current, d@xd;) is the
duration to detect and collek€sS; ) bits data information.

* Processing energy consumption

The sensor consumes energy to read the data memsage
to write it in its memory. The processing energystomption
could be calculated by [31]:

> L(S;) X Vg
8

where Iyt and Ig..q are the necessary amount current to
write and read one byte dataTy,;. and Tr..q are the
necessary duration to treat thgs; ) data information.

EP X (IWrite X TWrite + IRead X TRead)#(3)

» Communicating energy consumption

The energy consumed to transmit and recdi(g) is
computed following the first-order wireless comnuation
model for the radio hardware illustrated in fig3R2].

solution is named mixed strategy Nash Equilibrium. b Er(d)
its packet T
3. ENERGY MODEL Transmit Transmitter
. electronics Amplifier
3.1. Energy consumption model for a sensor I ;
The energy cost for a sensor depends on the energy L(Siy X Eetec

consumed to achieve its activities. In this sectiwa present
the different factors that play a main role in domsumption of
energy. To determinate the residual energy of aenddis

required to find the total energy consumption afode in the
operating of one data packet information. The mmtatutilized

for the factors causing energy consumption by aaenode
are described in Table 1.

Table 1: Notations definition

Notations Definition
n Number of sensor nodes in the network
S; Sensor node wheie= {1, 2, ...,n}
Eg Sensing energy cost
Ep Processing energy cost
Er Transmitting energy cost

Er(d)
bits packet
Receive

electronics

L(si) X Eelec
Figure 1. First order radio energy model

Transmitter expends energy to run the radio elaitsoand the
power amplifier. The necessary energy requiredramsmit
L(S;) bits data message is:

_ L(SL) X Eelec + L(Sl) X Efs X d2 whend < dO
Te7\L(S;) X Egoe + L(S;) X Eppyp X d* when d > d,

4



where E,;.. represents the energy consumed to transmit or

receive 1 bit messag, the constatjtsandE.,, depend on the

transmitter amplifier model.E¢ is for the free space model,

Enp is for multipath model,d is the transmitter receiver
distance and, is a threshold distance calculated as follows:

E
do = fS/Emp #(5)

And the energy consumed by the radio to reckigg bits
data information is defined by:

ERi = L(Sl.) X Eelec #(6)
» Switching Radio sensor state energy consumption

The sensor dissipates a significant amount of gnésg
change from a state (i.e., sensing, processingsnriting and

receiving)i to anotherj. For the switching states in the radio,

the wasted energy can be determined as:

Vdc

Eswitch—Rradio = - X (Istj - Isti) X Tsti_j 7

Wherelstj is the current draw of the radio in the state clvat

to, andly,,is the current draw of the radio in the currentesta

andetiJ. is the necessary time for the radio to switch fataie

itoj.

»  Switching the microcontroller (MCU) mode energy
consumption

The sensor wastes energy by switching between 6& M
modes. In this paper, we just take in consideratimnactive
mode and the sleeoing mode. This wasted energggiigible
compared to switching radio energy consumption. @hergy
cost for the computational MCU mode can be exprkase

ESwitch—MCU = Vdc X (IActive X TActive + ISleep X TSleep)#(B)

The total energy consumed by each sedsa defined as
follows:

C =Es +Ep + Er, + Eg, + Eswitch—Rradgio t Eswitcn—mcu #(9)

3.2. Rechargeable battery model

The applications of the sensor node are limitedthoy
availability of the power stored in its battery. tHe sensor

node expends all its energy, it is considered aad.de

Moreover, it disturbs the dispatching of the infation data
to reach the sink. In view of the fact that thelaemg of the
sensor’'s battery by a new one and the redeployrokitie
sensors are very costly, it is not appropriate hange the
sensor’'s battery. To overcome these problems, émsoss
nodes can use energy harvesting supplies to rezhhegr
batteries. However, the utilization of renewableergy
depends on the network environmental conditionssalar,
wind, hydrogen, and hybrid sources [33]. In thiick, we
considered that the sensor’s battery can be reetidrgm the
environment (see Fig.2).

Energy

source Electricity
]

—» Convert Store | Drive Use

A

Captors Transducer Battery Supercapacitor Sensor

Recover

Figure 2. Energy harvesting for WSN model

4. THE PROPOSED APPROACH GAME THEORY WITHIN
CLUSTERING ALGORITHM FORWSN

The distributed clustering algorithm uses rounduad,
each round is made up of set-up phase and steadhg fitr the
purpose of reducing unnecessary energy costs.pSetase is
for the building of the clusters and the electiérthe CHs and
steady phase is for the sensor’s states (see Fig.3)

Cluster Head elction
land clusters formation

A\ 4

Network formation

Set-up Phase
. Data packets Data packets
Data aggregation = transmission —P| received by the base
station
Steady Phase

Figure 3. Set-up and steady phases

4.1. Set-up phase

It concerns the formation of the clusters and theiads
for each round using sensor location and individeradrgy
consumption [19]. Two CHs cannot be in the samstehu For
this reason, the distance between CHs should lgebthan a
threshold distance. The remaining energy levelaichesensor
node plays an important role in increasing theifife of the
network. CHs can ensure the link between sensodstlaa
Base Station (BS). For a round, if a CHs is dedd t
communications between the sensor nodes in itsecland
the BS are interrupted and no data information frtms
cluster can reach the BS. A sensor node that hasidual
energy bigger than a threshold energy could beci@él for
the actual round.

E(Si) > ﬁopt X EtoSink #(10)



where
,Bopt = ((rmax - r)l(rmax X (EtoSink|E0(Si ))) #(11)

whereE (S;) is the residual energy of the sensorE;sink 1S
the necessary energy for a sensor to transmit @ dat
information to the BSﬁopt is the maximum number of data
messages that the senstrcan send to the BS;,,, iS the
maximum number of rounds (that corresponds to #tevark
lifetime) andr is the actual round.

The proposed set-up phase is illustrated by a thancscheme
in Fig.4.

For each round, the selection of the CHs is basedhe
location and residual energy and each non-CH seadestides
to belong the cluster that corresponds to the minindistance
between its location and the CH location. Eachtetubas its
unique CH that can be updated after each roundhspoc

4.2. Seady phase

It corresponds to the data processing, transmitand
receiving between the sensors in the same clugtées phase is
divided in two stages: Data information aggregaton entry
market game theory for the communication betweéghbers’
nodes in the same cluster.

« Data information aggregation

To save the maximum amount of energy consumingnduri
sensors communications and to increase the linavadable
space in the memory, the data messages are coegbress
before their registration in the sensor’s memory.

If we compress a messageldf;) bits to a message b(S;)/
a, the saving energy obtained by compressing the dat
information can be expressed as follows:

Esavingl- =[1-1/al.[Ep + Er + Eg] — Ecompress #(12)

WhereE omyress IS the energy cost to comprdss;) bits data
packet message.

eployment o
sensors based on
2D uniform
distribution

y

Round <-- 1 to

rmax

if Round <= rmax

Sensor node <-- 1
toN

f distance between

No

End

No

sensor node and CHs>
JThreshold distance

If sensor energy >

Sensor node is a
non CH node

Threshold energy

Yes

Sensor node
becomes a CH
for actual round

Steady phase

No

Figure 4. Flowchart for the set-up phase



» The Game Theory based control to maximize its utility, given the strategy of iigighbors (i.e.,

. . a mixed strategy).
At this stage, we propose a non-cooperative gareeryh ay)

based algorithm to control the energy consumed Hey t To determine a mixed strategy equilibrium, we need
sensors in the network. This algorithm is callegl Bmofitable  consider the expected utility of each player. Ifamdomly
Energy Market Game (PEMG) wherein each player bas tnodej in the clustei enters the market with a probabiliy(y),
decide if he wants to participate or to stay ouhefmarket at  the expected utility of the nogecan be expressed as follows:
each round. The market defines trading rules atugrb a . . . . .
strategy. In this work, the strategy has two aatidn enter E[U;(x:(D)] = P() x (9:() — ;D) + (1 = (D)

the game or to stay out the game. Each player ggesor) M;

calculates a payoff that can affect or be affedbydthe ) )

payoffs of other players (i.e. its neighbors). Tgagoff is a x (Qi(l) +fi(])) x| 1- 1_[(1 - Pi(k))
function of the sensor’s residual energy. More igadg, the k#j

payoffs depend on the players’ strategies that stathe (16)
sleeping mode to charge their batteries or entrgdme to

transmit the sensing data messages. It should be noted this expected utility of nodeeaches its

maximum when the battery of the sensor is full.(ithe

_ . residual energyg;(j)is at its maximum) and the energy
In what follows, a PEMG is deployed within eachat&r. The consumptiorC;(j) is 0.

players in each clustérre S;(j) wherej = {1,2--- N;} is the _ _ o __
current number of sensors in the cluster for thmder, m;(k) ~ The Figure fig.5 shows the variation of the expecutility
denotes the number of messages sent by a giveerpldy) function for a given sensgr with the variation of the number

M; is the number af;(j) neighbors and;(j) is the individual of neighbors between 1 and 30 ,a’?d the variatiorthef
ut]ilit function that vvlil(ljz)e r%sented Iatég) probability to enter the game, e.@;(j) is between 0.1 and 1.
y P ’ We consider that the neighbors have the same pifitypab

) . enter the gameg (k) = 0.3, k # j. Assuming in the simulation
The players;(j) can take one of two decisions denoted byat the maximum energy capacity available.s;, the result
x;(j) set to0 or 1: Entering the game with;(j) =1 and  shown in fig.5 shows that the expected utility fime has a
participate by sending messages or staying olteogame and maximum which is the maximum energy in the sensor's
harvesting energy to charge its battery witlfj) = 0. The  battery.
sensor’s decisions can be expressed as follows:

~ (1, S;(j) enters the game 056 , : : : :
%) = { 0, S;(j) stays out the game #(13)
. . . 05 : -
In this paper, our game model in each cluster fisele by: T
. . 0.45F o 77
G; = {Ni'Mj'Xi(])jsNi' Ui(])jeNi} #(14) n / //. 7
3
The utility function for a sensor node dependshendost of 8 04r
the strategy decision taken and it can be exprdsged z —Pi(01
0351 — Pifjj=0.2
9D —C(),  if x;(j) =0and I x;(k) =1 2 Pifj}=0.3
Ui(x()) =4 9D+ £, if xi()) = Oforallj€ M; T sl — 0
0, ifx()=1 g P05
(15) w i Pi(j=0.8
095+ ——— Pifj=0.7
where i = j , the cost functionC;(j) is the total energy — Fiji=0.8
consumed bys;(j) to send a message, the gain funciiefy) oz | —PiF09
is its residual energy angi(j) is the energy harvested to ! Pij=1
recharge the sensor’s battery. - . . . . .
When a sensor playgrselects the actioto enter the game to 0 5 10 15 20 25 30
transmit messages and its neighbors sensors nottthautility Number of neighbors

is g:() — (). The utility is g:(j) + £i(j), If the sensor Figure 5. The expected utility function varies with the number of

playerjdecidesnot to enter the game to harvest and charge its nodes nei o ) :
- : ghbors and the probability P;(j) and has a maximum that
battery and that, one of its neighbors enters #mey corresponds to the maximum battery capacity.

In our proposed non-cooperative market entry gahe best Since the best response for a sensor node is wWharility

response dynamics for the sensors players _canql_éreut in reaches its maximum, we derive the expected ufilibction
the context that each sensor node updates itegyrat order and the derivation is obtained by:



OE[U;(x;(NDN] _ . . . .
TG -+ D) + (g:() + (D)
X 1_[(1 - P(k))
k#j
#
17)

Setting the derivation to zero, we get the maxinastiollows:

Mj
GO +LGD) _TT(1 - Pik))## ##
(gi(i) + fi(i)) 1,;[
Letting a;(j) = 2Dy ang g,(k) = (1 - P,(k)), we

(9iD+£i(D)
obtain a system a¥l; equations from eq. 18
that can be written as:

( a;(1) = q;(2) x q;(3) x ... X q;(M;)

l @;(2) = q;(1) X q;(3) X .. X q;(M;)

L (M — 1) = ¢:(1) % ...x q(M; — 2) x q:(M,)
a;(M;) = (1) x .. x q;(M; — 2) x q;(M; — 1)

(19)

which can be rewritten as:
M; Mimt
[ J(a®)
j=1

= | [ #0)
j=1
sinceq;(k) = (1 — P;(k)), the eq. 20 becomes :

Mj
[Ja-ww)
j=1

The optimal probability for a given sensor ngde the cluster
i to enter the market game can be then expresdeticass:

Mj—l M:
,Inkil(ai(k)) )
#(22
a;(j) (
The maximum utility for a sensor player depends in

strategy and also on the combination decisionsllobther
neighbors players.

Mi-1 .
j M;

= | J@o)#en
j=1

P(j)=1-

The utility matrix for sensor playe (j) is shown in Table 2.
For the calculation of the utility matrix for eachuster game,
the resulting utility coming from the combinatiorf the
actions taken by the players (to enter the marketegor not
to enter the market game) are taken into considerads
indicated by eq.15. If a node playein the clustei enters the
market, its utility will be (g;(j) — C;(j)) regardless of the
action of its neighbors in this cluster. If nonetbé nodes in
the same cluster enters the market, this meansathdahe

cannot find any available energy sources to hamedtcharge
their batteries. For this reason, these sensosvea payoff
equal to0. It is assumed thdlC;(j) < g;(j)), so that at least a
node would enter the market if no other sensor ndokes.
However, if one node enters the market, then eécltso
neighbors would prefer to be selfish and would mmeze its
residual energy by charging its battery.

Table 2: Symmetric entering market game matrix

All S;(k) do not | Atleastone
enter the market | enters the market
S;(j) enters the 9:() = CG:() 9:() = G
market
Si(j) doesn't 0 g:() + £i()
enter the market

aunletX = {x;(1), ...x;(M;)} be the vector representation of the

strategies played by the sensors.
Lhe utility matrix forS;(j) can be written as follows:

(gi(j) e Ci(j)) (gi(f) - Ci(f))
0 (9:() + (D)

In a symmetrical market game, the strategy thanaa player
and its neighbors decide to enter the game mailet,
X ={1..1}, or the strategy that a sensor player and its
neighbors decide to charge their battery in thepstegy mode,
i.e., X={0..0}, are not Nash equilibria. Indeed, it is
impossible for each node to find out a best respdnsthe
strategy decisions. Namely, no pure-strategy NaghliBrium
exists in our game. However, to permit the entrykegame
to have symmetrical Nash equilibria, the playera eaopt
mixed strategies. For any node, @5 () — C;(j)) > 0, the
sensors players do not have a dominant strategyassiemed
that each sensor player is allowed to choose itategly
decisions randomly following a probability distriimn. In
other words, there arld; mixed strategies Nash equilibria in
the game and the best responses are obtained hherility

of a nodg to enter the market is equal to the utility of tieele

j to stay out of the market and thus we can complte
equilibrium probability from the table 2 by:

Ui(x;(j) = 0) = U;(x; (j) = D#(24)

U;(j) = #(23)

(0:() = (D) xp = (@) + fi()) x (1 — (A —p)"™") #(25)
#

Therefore, from the above eq. 25, we can calctifezte
equilibrium probabilityP; to enter the game forM; Nash
equilibrium with a mixed strategies as follows:

3 (9:() — Ci(j))>Mj_1 #(26)

Pe()=1- (1 COET0)

nodesj and their neighbors’ nodes are out of energy and



(9:)-c:)
(9.(0+£,0)
eg. 26, we can notice that the probability decreageen
the number of neighbors players increases. For pbearim
the limiting cases, whilgM; — 1) is varying from 1 to
infinity, the probability of entering the marketrga will be

since we havé < < 1. Subsequently, from the

changing from 1 to 0.
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Figure 6. Entering game probability varies with the number of
nodes neighbors for a Nash Equilibrium mixed strategies

Fig. 6 depicts the entering game probability teagiven in Eq.
26 with increasing number of neighbors of the seufrom 1
to 30, for different values of actual energy in Hatteryg; (j).

When the number of neighbors decreases (from 3J when
some neighbors nodes dead, the forwarding enteyamge

increases.

5. SIMULATION RESULTS

For our experiments, we used 200 sensor nodesirin 0

network, where nodes are randomly distributed i80k2000
m2 area. The BS is deployed at the center of tea. &or the
simulations, a sensor node considers another semsoa
neighbor if the distance that separate them is flotivan a
threshold D. This threshold D is the maximum radiith

which a sensor can receive a fixed number of loitsaffixed

power transmission.

Table 3: Simulation parameters

Parameter value
Network area (m2) 100X 100
BS location (50, 50)
Number of sensor nodes 200
Initial energy (J)E, 0.5
E.ec (nJ/bit) 50
parameters of amplifier energy 0.0013
consumptiorEmp (pJ/bit/m4) ahd 10
andEf's (pJ/bit/m2)
Data aggregation energy (J) 5X10%?

Parameter value
Size of data packet (bits) 4000
Nl_meer of bits transmitted by sensor 2500
(bits) L
Compression percentage (%) 20
Round epochs,, ;. 5000, 10000
Proper percentage of CH nodes (%) 5
p
Distance (mD 10

In Fig.7, we compare the energy consumed by thear&tfor
7000 rounds by comparing our proposed approach etitar
protocols from the literature: the LEACH clusteripgptocol
[18] and a clustering based protocol [19]. The ltesshow
that these Leach protocol consumes all its enefigy 2000
rounds. An improved version of Leach via a low gyeand
location based clustering approach (LELC) preseiriefd 9]
stills have energy for 5000 rounds. Fig.7 shows #is results
of the two versions of the proposed PEMG with Gdarheory
(GT), Popt GT and Pnash GT, according respectiteeyq.22
(optimal probability) and Eqg.26 (Nash equilibrium
probability). The either PEMG versions extend fifitime of
the network beyond 7000 rounds. The results shew tiat
Popt GT consumes less energy than the PEMG witth Nas
probability Pnash GT.
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Figure 7. Energy Consumption by the network

The figure fig.8 shows the evolution of number ofad
sensors. For Leach clustering protocol, the majaritsensor
nodes are died before 2000 rounds of time. At #rmaestime,
with LELC clustering protocol, the number of de&mhsors is
less than the half of the number of dead sensocesodlLeach
protocol. Moreover, when the WSN is dead, after G600
rounds, the number of dead nodes is 120. It &ifls than the
dead nodes in Leach protocol after 2000 rounds.

In the case of Pnash GT, the number of dead nedie ihalf
of the total number after 7000 rounds (i.e., 508)ile in the
case of Popt GT and LELC without GT, 60% of thetiahi
number of sensors are dead. This is mainly becafusar GT
based protocols provide the harvesting option & génsors.
Moreover, with Popt GT, the strategy taken by aseen



privilege the action to enter the market and thaading
messages, i.e., maximizing the strategy of comnatinig
messages via Popt maximization. However, for Pi@Bhall
the strategies taken by the sensor are equallyapteb
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Figure 8. Dead Nodes in the network

The simulation results reported in Fig.9 show that number
of packets received by the BS for PEMGT with Pniamsbur

clustering protocol is more important than all to¢her

approaches and that the network is still activeeraft000
rounds. However, in the case of clustering withemyt GT, the
network lifetime is limited to 5000 rounds. In ditth, the

small difference in energy consumed by the netwmmtween
Pnash and Popt in PEMGT is justified by the numbgr
packets information that reach the BS and the siderof the
network lifetime.
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Figure 9. Number of Data Packets received by the BS. With Pnash
GT, the network is still active as the packets continue to be received

by BS beyond the other protocols.
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6. CONCLUSION

In this paper, a clustering based protocol usingoa-
cooperative game theory (GT) approach is proposéd the
aims to prolong WSN lifetime. The GT permits toemsor to
decide between two actions: to enter the game ramdrit a
message or to stay out the game and harvest tgeher
battery. For the network organization, a clusterprgtocol
based on sensors locations and energy consumpsiamnsed
and a GT based algorithm is deployed within eaaktet. The
objective is to find out the Nash Equilibrium (N&)lution for
mixed strategies. The simulation results show thiz
proposed approaches outperforms those without GfErins
of energy consumption, nodes and network lifetinhesther
words, combining a GT based approach with a clungfer
protocol provides an efficient solution for enetggrvesting to
prolong WSNs lifetime. The future work will focusahe
control of the energy harvesting process in thasen
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