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Abstract
One critical issue within network security refers to intrusion detection. The nature of intrusion attempts appears to be

nonlinear, wherein the network traffic performance is unpredictable, and the problematic space features are numerous.

These make intrusion detection systems (IDSs) a challenge within the research arena. Hence, selecting the essential aspects

for intrusion detection is crucial in information security and with that, this study identified the related features in building a

computationally efficient and effective intrusion system. Accordingly, a modified feature selection (FS) algorithm called

modified binary grey wolf optimisation (MBGWO) is proposed in this study. The proposed algorithm is based on binary

grey wolf optimisation to boost the performance of IDS. The new FS algorithm selected an optimal number of features. In

order to evaluate the proposed algorithm, the benchmark of NSL-KDD network intrusion, which was modified from

99-data set KDD cup to assess issues linked with IDS, had been applied in this study. Additionally, the support vector

machine was employed to classify the data set effectively. The proposed FS and classification algorithms enhanced the

performance of the IDS in detecting attacks. The simulation outcomes portrayed that the proposed algorithm enhanced the

accuracy of intrusion detection up to 99.22% and reduction in the number of features from 41 to 14.

Keywords Intrusion detection system � Anomaly-based detection � Modified binary grey wolf optimisation �
Grey wolf optimisation

1 Introduction

The enhanced intrusion detection system (IDS) can detect

forms of damaging attacks in existing environments. The

IDS is placed within the network that it protects and col-

lects network packets promiscuously in the same manner as

a network sniffer. IDS detects hostile, harmful, and net-

work-damaging events. The collected packets are analysed

by the IDS, which signals the system administrator to block

the connections of the attack so that more network damages

are prevented due to malicious attacks. The system is also

connected to firewall, which is a key technological aspect

that maintains network security [1, 2].

The IDS can be classified into two major groups based on

detection techniques. The first group refers to signature-

based detection or the ‘misuse detection’, while the second

group is ‘anomaly-based detection’ [3]. Misuse detection

system depends on signatures and can only work efficiently

in known attacks scenarios. Unknown attacks, however,

cannot be detected by this system. The anomaly detection

system, on the other hand, draws upon the attacker’s action in

comparison with the actions displayed by a normal user.

Anomaly detection works in unknown attack scenarios with

rates that are highly false and positive. The IDS can function

at many stages, such as data collection, pre-processing,

feature selection (FS), and classification. Since IDS addres-

ses massive amounts of data, the feature must be demanding.

The attributes in IDS could contain correlations that are

false that would eventually prevent the process from run-

ning smoothly or hinder the learning task. Certain features
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could be redundant or even irrelevant, hence decreasing the

classifier accuracy and increasing computation time. Thus,

such classification is appropriate for FS approaches, which

are centred in gaining features subset to address the issue

without jeopardising its performance. FS is used to choose

features that are informative and relevant, apart from

reducing feature set and general data, as well as enhancing

performance and comprehension of data.

The selection process of important features is referred to

as FS, while classification incorporates selected significant

features that constitute a subset. In IDS, the significant

computation overhead is crucial [4], wherein accuracy is a

concern [5] by minimising computation time [6], as IDS

has the capability of identifying various intrusions in real

time. Thus, ranking and selecting a subset of extremely

discriminating features is the most challenging task in

designing an efficient IDS [7]. FS approaches and optimi-

sation methods have recently been the focus of attention in

selecting important features [8].

In precise, not all features are regarded as significant or

even relevant in detecting intrusion. Some features may be

noisy, irrelevant, and redundant, thus should be rejected.

Based on the classification, the FS refers to pre-processing

task that minimises the number of features and error rate of

classification—the typical dual contradicting objectives. FS

addresses these issues to enhance the level of accuracy [9].

Such challenge cannot be easily addressed by using

classical optimisation approaches. Alternative optimisation

techniques are available, such as swarm-based algorithms

that offer ideal solutions. The idea of swarm-based algo-

rithms is generated from the natural and social behaviours

of species. It is worth mentioning that various computa-

tional techniques have been proposed by researchers to

mimic species’ behaviours in search of food, which rep-

resents an optimal solution to the problem [10]. Several

IDS-based FS algorithms have been proposed in the liter-

ature, such as particle swarm optimisation (PSO) [11],

artificial bee colony (ABC) [12], and ant colony optimiser

(ACO) with PSO [13].

A wide range of heuristic methods tends to imitate

nature’s biological and physical systems’ behaviours as

worldwide optimisation robust methods. One of the many

evolutionary computation (EC) methods is PSO that

accomplishes practical solutions depending on position and

fitness that are calculated based on position, as well as the

speed of the practical to detect direction when the practical

is moving [10]. Grey wolf optimiser (GWO) improvements

were carried out by researchers to enhance the accuracy of

IDS [14–16]. However, most boosts have suffered from

low rates of data set coverage and accuracy due to the

massive data set volume.

The GWO algorithm is proposed in [17] on the basis of

modelling grey wolf social hierarchy and hunting habits

towards finding prey, as represented in the solution to the

optimisation problem. The social hierarchy is simulated by

categorising the population of search agents into four types

of individuals: alpha, beta, delta, and omega, based on their

fitness. The search process is modelled to mimic the

hunting behaviour of grey wolfs via three stages: searching,

encircling, and attacking the prey. The first two stages are

dedicated to exploration, while the last one is exploitation.

The reduced number of search parameters is an advantage

of the GWO algorithms reflected in varied applications.

This study contributes to the following three assertions:

1. The proposed modified binary grey wolf optimisation

(MBGWO) embeds the omega wolf in deciding to

update the next location within the original GWO.

2. The MBGWO is proposed to identify network intru-

sions that display better accuracy and the smallest

number of features.

3. The MBGWO was tested by using NSL-KDD data set

based on true positive, true negative, and accuracy.

The following section presents the related scholarly

studies. Background information regarding IDS, GWO, and

binary grey wolf optimisation (bGWO) is depicted in

Sect. 3. The proposed MBGWO approach is discussed in

Sect. 4. The new approach assessment and the evaluation

outcomes are provided in Sect. 5. The conclusions and

future researches are given in Sect. 6.

2 A review of related studies

The IDS-based anomaly techniques, which are previously

mentioned, are still implemented for certain reasons as

briefly reviewed in the following scholarly studies.

Both bGWO and neural network classifier can be applied

to select the significant features as a new method for the IDS

network. The irrelevant features are removed by using GWO

on the NSL-KDD data set to boost the accuracy rate and to

reduce the feature set. However, the false alarm rate and the

feature select subset have been neglected [18].

The GWO refers to a metaheuristics swarm intelligence

approach that has been vastly applied to overcome

numerous optimisation issues because of its exceptional

traits, when compared to other approaches, including fewer

parameters and nil requirement of derivative information

for the first search. Additionally, this approach is flexible,

simple, easy, and scalable, and can offer the right balance

between exploitation and exploration at the searching

phase, thus leading to convergence that is favourable. With

that, the GWO has gained much attention across multiple

domains in no time [19].

The most attractive operator within optimisation algo-

rithm refers to the selection task, which mimics the
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survival of the fittest principle. Upon greedy selection, the

search is biased towards exploitation and the pressure

becomes higher. On the contrary, upon random selection,

exploration is emphasised, and the pressure is lower. Being

driven by three best solutions, the GWO selection process

becomes greedy [20].

GWO is a technique that is based on swarm optimisation

to detect the features’ subset so that the SVM accuracy and

the naı̈ve classification are enhanced, while minimising the

number of features. First, the model incorporated the filter-

based principle so that redundancy by mutual information

was decreased. Second, the wrapper approach was used to

guide the classifier performance. However, the false posi-

tive rate was neglected [21].

The PSO model works based on several linear program-

ming principles to upgrade the attacks’ detection accuracy

rates. Multiple criteria linear programming (MCLP) is a

technique of classification based on mathematical pro-

gramming. The MCLP has the ability to solve real-life data

mining issues. The PSO approach is robust and simple for

implementation by enhancing the performance of theMCLP

classifier. In a study, the outcomes included detection rate,

false alarm rate, and running time. Nonetheless, the selected

subset of features is neglected [12].

The ABC and AdaBoost algorithms are used for selec-

tion, classification, and evaluation of features. They are

hybrid approaches used for an anomaly network-based IDS

to obtain the highest detection rate and the lowest false rate

based on simulations carried out on NSL-KDD and ISC-

XIDS2012. These hybrid methods have been reported to

achieve high accuracy and detection rates. However, the

number of features was high, which contributed to high-

dimensional space [13].

In order to address the most challenging problem related

to the high number of features in detecting intrusion, a

study proposed a new method by combining PSO and

information entropy minimisation method with hidden

naı̈ve base classifier. The performance of the proposed

method was evaluated on NSL-KDD data set. The obtained

results reduced the number of features, although it did not

enhance the accuracy rate [22].

Both ACO and PSO were utilised by Parsian et al. [14]

in intrusion detection. The suggested hybrid technique

decreased the false alarm rate and attained higher accuracy

rate. The IDS effectiveness had been based on data col-

lection. The researchers confirmed that the data, which led

to the intrusion detection engine, determined the IDS

quality. The intrusion detection employed the hybrid

swarm intelligence algorithm (PSO/ACO). A comparison

of the findings was performed with the outcomes retrieved

from SVM algorithm.

A hybrid algorithm that detects network intruders was

proposed by Amudha et al. [23] by combining ABC with

improved PSO to specifically identify network traffic

irregular patterns. Friedman and ANOVA tests verified the

classifier accuracy.

As for this present study, a genetic algorithm (GA)- and

SVM-based IDS is proposed. GA is combined with SVM

so that the overall performance of SVM-based IDS is

enhanced and the best SVM classifier detection model is

determined. The study outcomes demonstrated that the

SVM-based IDS did not only select the best parameters for

SVM classifier, but also selected the best features amongst

the feature set as a whole. There was an improvement in all

attack types detection rate. It displayed better separation

between normal and attack. Nevertheless, the empirical

work excluded false alarm rate [24].

3 Background

The theoretical background of IDS based on FS method is

outlined in this section. It also depicts a brief overview of

FS methods employed in intrusion detection based on

network traffic. The most well-known IDS approaches are

also reviewed.

3.1 Theoretical background of IDS based on FS
method

Although FS and dimensionality reduction are very close,

they differ. It selects an optimum subset of relevant fea-

tures that represents an original feature set with the least

rates of error to design a classification model [25].

The framework architecture of IDS, which is based on

features selection using SVM classifier, is illustrated in

Fig. 1 [25]. Network traffic refers to input (NSL-KDD data

set) and attack detection, whereas deduction and alarms are

final outputs. The IDS model is composed of three signif-

icant steps: training, FS, and classification.

In the first step, the input served as the trained data set to

generate features positions and to assess each position.

Positions of the highest classification AC and the smallest

features number were selected. Such optimised features’

positions of each attack and normal traffic represented the

final output in this step. In intrusion detection, training is

regarded as the first step, wherein SVM is trained with

training data set. The SVM creates support vectors based

on training data set classification so that more accurate

detection in the following step is achieved. The traffic data

set is classified into normal traffic or anomaly traffic [25].

3.2 Grey wolf optimisation (GWO)

Grey wolves inspired GWO as a novel metaheuristic that

imitates the hierarchy of leadership and grey wolves’
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hunting mechanism in the nature. In the attempt of

simulating the hierarchy of leadership, GWO used four

kinds of grey wolves: alpha, beta, delta, and omega [17].

Grey wolves often prefer living within a pack. The

average size of the group ranges between 5 and 12.

Their hierarchy is an extremely strict social dominant

one. Figure 2 illustrates the features contained in the

grey wolf pack.

For a mathematical model of GWO, the most suit-

able result is alpha (a) in the first place. Accordingly, beta

(b) and delta (d) represent appropriate results in the

second and third places, respectively. Another expected

result is the omega (x). Based on GWO algorithm, a, b,
and d guide the hunt (optimisation), whereas x wolves

track three wolves. The grey wolf encircles its prey, and

this is the main phase during the hunt. Therefore, Eqs. (1)

and (4) are used to mathematically model the encircling

behaviour.

W iter þ 1ð Þ ¼ P iterð Þ � A � Di; ð1Þ

where Di is calculated in Eq. 2, iter is the current iteration,

P is the prey’s position, and Y is the grey wolf’s position.

Di ¼ C � P tð Þ �W tð Þj j; ð2Þ

where A and C are coefficient vectors and are calculated in

Eqs. (3) and (4).

A ¼ 2b � r1 � b ð3Þ
C ¼ 2 � r2; ð4Þ

where the components of b are decreased (2–0) in a linear

pattern during iterations, while r1 and r2 are random vectors

in [0, 1]. Hunting is often directed by alpha. Beta and delta

occasionally take part in the hunt. Nonetheless, in an abstract

search space, the location of the optimum (prey) is unknown.

Thus, in order to carry out a mathematical simulation of grey

wolves’ hunt action, it was predicted that alpha (the best

candidate solution), beta, and delta would exhibit more

Fig. 1 Framework of IDS based on features selection method

Fig. 2 Features contained in the grey wolf pack [17]
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acquaintance of where the prey could potentially be located.

Accordingly, the best three results attained were reserved.

Searching agents (including omegas) are obliged to update

locations based on the best search agents’ location. To update

the wolves’ location, Eq. (5) is used.

W iter þ 1ð Þ ¼ W1 þW2 þW3

3
; ð5Þ

where y1, y2, and y3 are defined in Eqs. (6)–(8), respectively.

W1 ¼ Wa � A1 � Diaj j ð6Þ

W2 ¼ Wb � A2 � Dib

�
�

�
� ð7Þ

W3 ¼ Wd � A3 � Didj j; ð8Þ

where Wa, Wb, and Wd are the first three best solutions in

the grey wolf at a given iteration iter, A1, A2, and A3 are

defined in Eq. (3), and Dia, Dib, and Did are defined in

Eqs. (9)–(11), respectively.

Dia ¼ C1 �Wa �Wj j ð9Þ

Dib ¼ C2 �Wb �W
�
�

�
� ð10Þ

Dib ¼ C3 �Wb �W
�
�

�
�; ð11Þ

where C1, C2, and C3 are defined in Eq. (4).

In conclusion, in order to emphasise exploration and

exploitation, parameter b was decreased from 2 to 0

according to Eq. (12).

b ¼ 2�iter
2

MAXIter
; ð12Þ

where iter is the current iteration and MAXIter is the total

number of iterations allowed in the algorithm. The GWO

algorithm was outlined by Algorithm 1.

3.3 Binary grey wolf optimisation (bGWO)

In adhering to GWO, wolves often practice changing loca-

tions to some places in the space. Regarding specific chal-

lenges pertaining to FS, the obtained results were limited to

the binary {0, 1} values, which inspired a special version of

GWO [26]. The work proposed a novel bGWO applied for

FS tasks. The wolves that updated the equation represented a

three-location vector function:wa,wb, andwd, whichworked

on inviting each of the wolves to the most suitable three

results. Based on the GWO principle, the location of a given

wolf is incorporated while keeping the binary restriction

according to Eq. (5). The researcher applied the update on

GWO, which is described in detail in Eqs. (13)–(23). The

central updating equation is framed in Eq. (13).

Wtþ1
i ¼ ‘‘Crossover’’ w1 � w2 � w3ð Þ ð13Þ

w1, w2, and w3 are binary vectors that represent the impact

of the wolf’s move towards alpha, beta, and delta grey

wolves based on a particular sequence. Equations (14),

(17), and (20) give the mathematically calculated w1, w2,

and w3, respectively.

wd
1 ¼

1 if wd
a þ stepbda

� �

� 1

0 otherwise

�

; ð14Þ

where wd
a is the alpha wolf location vector in d and stepbda

is a binary step in d. They are mathematically determined

in Eq. (15).

stepbda ¼
1 if stepcda � rand

0 otherwise

�

; ð15Þ

where rand is randomly selected from uniform distribution

2 0 � 1½ � and stepcda is the dimension d continued valued

step size that is mathematically determined by the sig-

moidal function in Eq. (16).

stepcda ¼
1

1þ e�10 Ad
1
Dida�0:5ð Þ ; ð16Þ

where Ad
1 and Dd

a are calculated using Eqs. (3) and (9) in

dimension d.

wd
2 ¼

1 if wd
b þ stepbdb

� �

� 1

0 otherwise

(

; ð17Þ

where wd
b is the beta wolf location vector in d and stepbdb is

a binary step in d, determined mathematically in Eq. (18).

stepbdb ¼ 1 if stepcdb � rand

0 otherwise

�

; ð18Þ

where rand is randomly selected from uniform distribution

2 0 � 1½ � and cstepdb is dimension d continued valued step size,

determined by the sigmoidal function according to Eq. (19).
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cstepdb ¼ 1

1þ e
�10 Ad

2
Didb�0:5

� � ; ð19Þ

where Ad
2 and Didb are mathematically determined in d

according to Eqs. (3) and (9).

wd
3 ¼

1 if wd
d þ stepbdd

� �

� 1

0 otherwise

�

; ð20Þ

where wd
d is the delta wolf location vector in d and stepbdd

is a binary step in d, which are mathematically determined

by Eq. (21).

stepbdd ¼
1 if stepcdd � rand

0 otherwise

�

; ð21Þ

where rand is randomly chosen from uniform distribution

2 0 � 1½ � and stepcdd is the continued valued step size for d.

They are determined by the sigmoidal function according

to Eq. (22).

stepcdd ¼
1

1þ e�10 Ad
3
Didd�0:5ð Þ ; ð22Þ

where Ad
3 and Didd are mathematically obtained in d ac-

cording to Eqs. (3) and (9).

A simple strategy of random probability distribution

crossover was implemented per dimension to crossover w1,

w2, and w3 outputs in accordance with Eq. (23).

wd ¼
wd
1 if rand\

1

3

wd
2

1

3
� rand\

2

3
wd
3 otherwise

8

>>><

>>>:

: ð23Þ

The bGWO algorithm is profiled by Algorithm 2.

4 Modified binary grey wolf optimisation
(MBGWO)

In MBGWO, the wolves keep changing their position

based on four best solutions: a, b, d, and x, to reduce the

impact of the best solutions. The bGWO used the crossover

approach to change the position of the grey wolves to a

point in the space based on three best solutions: a, b, and d,
in GWO to perform FS. Figure 3 illustrates the flow

chart of the proposed MBGWO FS algorithm.

The bGWO was unrestricted to GWO for FS problem.

However, in MBGWO, the next position changed based on

the four best solutions of a, b, d, and x using the crossover

approach. It motivated the special version of GWO by

adding the omega wolf to participate in changing the

positions of the grey wolves via Eq. (23). The attempt of

reducing the impact rate of any of the best solutions by

increasing the number of the wolves that participated in the

decision led to reduction in the impact rate of the decision

of any wolf from 0.33 to 0.25. This is described in detail in

Eqs. (24)–(28). The central updating equation is formed in

Eq. (24).

Wtþ1
i ¼ ‘‘Crossover’’ w1 � w2 � w3 � w4ð Þ ð24Þ

where w1, w2, w3, and w4 are binary vectors that represent

the wolf move impact on alpha, beta, delta, and omega

grey wolves in sequence. w1, w2, w3, and w4 were mathe-

matically determined in Eqs. (14), (17), (20), and (25),

respectively.

wd
4 ¼

1 if wd
x þ stepbdx

� �

� 1

0 otherwise

�

; ð25Þ

where wd
x is the location vector of the omega wolf in d and

stepbdx is a binary step in dimension d. Equation (26) is

used to determine these.

stepbdx ¼ 1 if stepcdx � rand

0 otherwise

�

; ð26Þ

where rand is a randomly selected number from uniform

distribution 2 0 � 1½ � and stepcdx is the continuous valued

step size for dimension d. Equation (27) is used to calcu-

late the sigmoidal function.

stepcdx ¼ 1

1þ e�10 Ad
4
Didx�0:5ð Þ ; ð27Þ

where Ad
4 and Dd

ix are mathematically determined by

Eqs. (3) and (9) in dimension d.

A simple strategy of random probability distribution

crossover was implemented per dimension to crossover w1,

w2, w3, and w4 outcomes, as illustrated in Eq. (28).

Neural Computing and Applications

123



wd ¼

wd
1 if rand\

1

4

wd
2

1

4
� rand\

2

4

wd
3

2

4
� rand\

3

4
wd
4 otherwise

8

>>>>>>><

>>>>>>>:

: ð28Þ

Algorithm 3 outlines the modified binary grey wolf

optimisation (MBGWO) algorithm.

The MBGWO can be considered as an enhanced version

of the original bGWO in [26]. However, it displayed

varying solution update (next position move) process based

on positions of four wolves, instead of three. The MBGWO

also exerted different decision impact rate calculation,

which exhibited a great impact on the algorithm’s search

performance. Finally, although the new position update

process of the MBGWO algorithm increased the overall

processing time of the algorithm, it did improve the overall

performance of the algorithm.

4.1 Proposed fitness function

The basic component of MBGWO is fitness function,

which is used to evaluate if a subset meets the objectives.

The significant parameters of accuracy and number of

features have been applied by researchers for fitness

function and to assess each feature subset. The general

performance of IDS is based on how efficiently it detects

intrusions and the accurate diagnosis of the attacks. The

detection rate or classification accuracy, as well as the

number of features, is a significant factor in detecting

intrusions in network security. The fitness function, which

is used in the model, is as follows:

Fitness ¼ P � aþ 1

NF

� 	

� b; ð29Þ

where NF is the number of subset features for classifica-

tion, while P, a, and b depend on the empirical scope. The

discussion of the important use of the expression 1
NF

� �

in

Eq. (29) is illustrated in the following example:

Suppose that the value of P depends on the accuracy of

classifier and is equal to 99.55%, the value of a is equal to

0.6 depending on the empirical scope, the value of b is

equal to 0.4 based on the value of a, and the value of NF is

equal to 18. Based on Eq. (29), the fitness is equal to

59.752. However, if the number of features is increased to

21, the value of fitness will be equal to 59.749. This indi-

cates that the decreasing number of features increases the

value of fitness.

5 Evaluation of the proposed algorithm

The proposed algorithm is evaluated using different eval-

uation scenarios as shown in Sect. 5.1. The IDS perfor-

mance metrics such as accuracy (AC), detection rate (DR),

and false positive rate (FPR) are presented in Sect. 5.2.

5.1 Evaluation scenarios

This section evaluates the robustness of the proposed

algorithm using NSL-KDD (KDD99 modified version)

data set with various attack-based scenarios. The charac-

teristic of NSL-KDD data set is provided in Sect. 5.1.1,

while attack-based scenarios are presented in Sect. 5.1.2

5.1.1 NSL-KDD data set

The NSL-KDD data set was used in this study because it is

an effective data set in comparing different intrusion

detection methods. The number of training and testing data

sets in NSL-KDD seemed reasonable. The experiments

were performed in the whole data set, and not in a selected

portion. The NSL-KDD has certain advantages:

• Redundant records are excluded from the data set and,

therefore, there are fewer chances of the classifier

biasing towards frequent records.

• A better detection rate as there are less/no duplicate

records in the data set.

• Different evaluation results can be compared as it is

affordable to run the testing and training data sets. The

NSL-KDD data set is, therefore, used for testing and

training purposes.
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The NSL-KDD training data set was made up of 21

different attacks, and 37 attacks were present in the testing

data set. In addition to known attacks, 14 unknown attacks

were found in the testing data set, which were absent in the

training data set and made it more difficult for any con-

ventional ID method. Each attack was classified under one

of the four categories: DoS, Probe, U2R, and R2L.

• Denial of service attack (Dos): in this attack, the

attacker keeps memory resources too busy that memory

is not available to handle the request of legitimate users,

such as back, land, neptune, pod, smurf, and teardrop.

• Probe attack: the attacker collects information about

computer network by sending probing messages to

them to access security controls of the machine, such as

ipsweep, nmap, portsweep, and satan.

• User to root attack (U2R): the attacker starts by

obtaining some legitimate users’ credits and exploits

system weaknesses to obtain root users’ rights, such as

buffer_overflow, loadmodule, perl, and rootkit.

• Remote to local attack (R2L): the attacker sends

packets to a machine on the network by exploiting

system loopholes (vulnerable points) and becomes a

user of the remote machine, such as ftp_write, guess_-

passwd, imap, multihop, phf, spy, warezclient, and

warezmaster.

Figure 4 portrays the major types of attacks in both

training and testing data sets.

Fig. 3 Flow chart of the

proposed MBGWO feature

selection algorithm [25]
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5.1.2 Scenarios

The proposed approach parameters for varying scenarios

using NSL-KDD are presented in Table 1. The simulations

were performed in MATLAB using SVM classifier with

simulation parameters, as tabulated in Table 1.

5.1.2.1 Scenario 1 This scenario compared the four FS

methods: GWO, MGWO, bGWO, and MBGWO, based on

the average accuracy performance (AAP) and the average

of the subset selected features (ANF), which were calcu-

lated using Eqs. (30) and (31), respectively.

AAP ¼
Prun

i¼1 ACi

run
ð30Þ

ANF ¼
Prun

i¼1 NFi

run
; ð31Þ

where AC is the accuracy rate and NF is the number of

features.

Based on this comparison, the SVM was used as a

classifier that applied the separated KDD train with

125,973 records and KDDTest? with 22,544 records,

where the fitness function, which depended on the detec-

tion rate and the number of selected features, is used in

Eq. (32).

Fitness ¼ DR � aþ 1

NF

� 	

� b; ð32Þ

where DR is the detection rate, NF is the number of fea-

tures, and the values of a and b are as given in Table 1

based on the toning for the scope of scenario. It is worth

noting that based on the conducted experimental tests, the

detection rate for the separated data set was low and,

therefore, the researchers suggested using it as the target

for the fitness function measurement (for this scenario),

instead of accuracy (see Sect. 4.1). This step had signifi-

cantly improved the accuracy results.

5.1.2.2 Scenario 2 This scenario validated the proposed

MBGWO approach. The testing average performance

accuracy, the average number of features, as well as the

best and the worst accuracy evaluation parameters of the

proposed system, had been compared with other different

FS methods, such as bGWO [26], binary PSO [27], and

binary BAT [28]. Based on this scenario, the data set

merged between KDDTrain-20Percent and KDDTest-21.

Next, 80% were selected from the data set as train data and

20% as test data. The fitness function used in this scenario

relied on the accuracy rate as a fitness parameter according

to Eq. (33).

Fitness ¼ AC � aþ 1

NF

� 	

� b; ð33Þ

where AC is accuracy, NF is the number of features, and

the values of a and b are given in Table 1.

5.1.2.3 Scenario 3 For an intensive evaluation of the

proposed detection method, the MBGWO approach was

compared with other state-of-the-art algorithms from the

literature. The comparison focused on the four main eval-

uation parameters for the IDS issue: AC, DR, FPR, and the

number of features selected. The outputs of the compared

algorithms are presented in Table 8.

5.2 Evaluation metric

Several criteria for IDS performance, such as DR, FPR, and

AC, were calculated to approve the proposed method in

Eqs. 34–36.

AC ¼ TPþ TN

TPþ TNþ FPþ FN
ð34Þ

DR ¼ TP

TPþ FN
ð35Þ
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Fig. 4 Major types of attacks in

both training and testing data

sets

Neural Computing and Applications

123



FPR ¼ FP

TNþ FP
; ð36Þ

where TP, TN, FP, and FN are the confusion matrices that

represent true and false classification results.

• True positive (TP): intrusions that are successfully

detected by the IDS.

• False positive (FP): normal behaviour that is wrongly

classified as intrusive by the IDS.

• True negative (TN): normal behaviour that is success-

fully labelled as normal by the IDS.

• False negative (FN): intrusions that are missed by the

IDS and classified as normal.

The following are the possibilities of classifying events,

as portrayed in Table 2.

5.3 Evaluation results

5.3.1 Scenario 1

The experimental test of scenario 1 was performed. The

results of comparing anomaly-based IDS FS algorithms

with AAP and ASF are given in Table 3.

Based on the results presented in Table 3, the compared

algorithm that included the original grey wolf GWO gen-

erated AAP at 79.66% with ANF of 28 features. The

MGWO achieved a similar AC with a smaller number of

24 features. The bGWO achieved 81.07% as AAP with the

average of 26 features. The MBGWO attained 81.58% with

a similar number of 26 features. Based on the results, the

modification made to the original GWO enhanced the next

location selection process. In MGWO, the opinion of the

fourth grey wolf (omega) was considered for the next

location decision-making. In bGWO, stochastic crossover

strategy, which was added to the original GWO, improved

the next position selection (refer to Sect. 3.3, Eq. 23). The

MBGWO outcomes emphasised omega wolf significant

improvement for the decision-making process when it was

combined with bGWO. In conclusion, based on Table 3,

the experimental outputs highlight the powerful impact of

the two added modifications (binary decision and omega)

on the original GWO for the IDS problem.

5.3.2 Scenario 2

Tables 4, 5, 6, and 7 illustrate the validation results of the

anomaly-based IDS FS approach using NSL-KDD data set

(separated training and testing data) for Scenario 2. Dif-

ferent classes of attacks were evaluated to detect AC with

two state-of-the-art methods so as to critically evaluate the

proposed MBGWO performance of the challenging IDS

problem.

Based on Tables 4, 5, 6, and 7, the experimental results

indicated that the proposed MBGWO outperformed the

other state-of-the-art methods in terms of ANF with rea-

sonably close values to AAP. In precise, MBGWO can

balance between searching for a significant AC and a

smaller number of features. This reflects the advantage of

multi-objective fitness function (see Sect. 4.1), as applied

in MBGWO. For example, the AAP for detecting a normal

class versus anomaly class using MBGWO is 98.26 with 20

features only. The AAPs for the same classes using binary

GWO, binary PSO, and binary BAT methods were 98.21,

98.41, and 98.54% with 23, 26, and 25 features, respec-

tively. In comparing the best detection AC that was

achieved by the proposed MBGWO (98.31), 16 features

only with that of bGWO, binary PSO, and binary BAT

(98.35%, 98.51%, and 98.57% with 20, 23, and 23 fea-

tures), a slight difference was found in terms of AC.

Table 1 Simulation parameters

settings
Parameters Scenario 1 Scenario 2 Scenario 3

Number of run method (run) 20 runs 20 runs 20 runs

Number of population (np) 12 12 12

Number of iterations (iter) 20 iterations 20 iterations 20 iterations

Kernel function to SVM RBF RBF RBF

a in fitness function equal 0.6 0.6 0.6

b in fitness function equal 0.4 0.4 0.4

Table 2 Confusion matrices

Actual Predicted

Abnormal Normal

Abnormal TP FN

Normal FP TN

Table 3 Results of feature

selection methods for Scenario

1

Algorithm AAP (%) ANF

GWO 79.66 28

MGWO 79.66 24

bGWO 81.07 26

MBGWO 81.58 26
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However, as for features, MBGWO exhibited a significant

variance.

In general, based on the compared results of all classes

of attacks, MBGWO reduced the number of features

required for the detection process for an acceptable AC.

For instance, the best AC value, which was achieved by

MBGWO for the five evaluated classes of attacks, ranged

between 97.48 and 99.61%, while the number of features

selected for the best accuracy ranged between 10 and 16

features only. However, for bGWO, binary PSO, and bin-

ary BAT methods, the best AC values ranged between

97.24 and 99.64%, 97.64 and 99.81%, and 97.89 and

99.87%, while the numbers of features selected ranged

between 9 and 20, 18 and 25, and 16 and 27, respectively.

In conclusion, there was no significant variance between

the best accuracy, which was achieved by the compared

methods for all types of attacks, in comparison with the big

difference in the number of the used features by the pro-

posed method. The proposed MBGWO method drove the

optimisation search towards maximum detection AC and a

minimal number of features employed for the detection.

5.3.2.1 Convergence of MBGWO This section presents the

performance of convergence for MBGWO and bGWO.

The bGWO has always been ineffective in addressing FS

with multiple objectives as it could only detect a handful of

optimal solutions within a single run, which implies run-

ning for a number of times at attaining a certain number if

features. The MBGWO algorithm presented in this present

study is based on population with the metaheuristic

approach that can seek numerous solutions within a run.

Figure 5 illustrates the optimum sets of features gained by

bGWO and MBGWO upon addressing NSL-KDD data

sets.

Table 4 Results of MBGWO on

NSL-KDD data set
Class AAP ANF Best accuracy Feature number Worst AC Feature number

Normal 98.26 20 98.31 16 97.86 14

Dos 99.42 17 99.55 14 98.95 13

Probe 98.66 16 98.94 14 98.00 11

U2R 99.59 12 99.61 10 99.52 10

R2L 97.36 18 97.48 14 96.67 11

Table 5 Results of the bGWO

on NSL-KDD data set
Class AAP ANF Best AC Feature number Worst AC Feature number

Normal 98.23 21 98.35 20 97.87 16

Dos 99.40 18 99.48 16 99.55 20

Probe 98.58 18 98.52 14 98.59 20

U2R 99.59 12 99.64 9 99.61 14

R2L 97.33 19 97.24 15 96.97 13

Table 6 Results of binary PSO

on NSL-KDD data set
Class AAP ANF Best AC Feature number Worst AC Feature number

Normal 98.41 26 98.51 23 98.28 23

Dos 99.73 23 99.79 24 99.62 25

Probe 98.88 22 98.94 19 98.79 20

U2R 99.77 18 99.81 18 99.71 20

R2L 97.58 23 97.64 25 97.51 25

Table 7 Results of the binary

BAT on NSL-KDD data set
Class AAP ANF Best AC Feature number Worst AC Feature number

Normal 98.54 25 98.57 23 98.40 20

Dos 99.79 23 99.83 20 99.70 23

Probe 98.96 21 99.04 20 98.79 20

U2R 99.80 18 99.87 16 99.68 21

R2L 97.74 22 97.89 21 97.54 18
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Based on Fig. 5, upon selecting 16 and 17 features, the

MBGWO gave better outcomes than bGWO for AC.

Nevertheless, the values of AC in MBGWO increased from

97.01 to 98.31% with the decrease in the number of fea-

tures from 21 until 16. On the contrary, the bGWO dis-

played unstable curve, wherein the AC values hit

approximately 98.35% with increment in the number of

features.

5.3.3 Scenario 3

Table 8 shows the MBGWO approach, in comparison with

other state-of-the-art algorithms derived from the literature.

Based on Table 8, the results of the proposed MBGWO

approach revealed significant improvements in the algo-

rithm in terms of balancing between the maximised AC and

DR, the minimised FPR, and the number of features. In

precise, the proposed algorithm displayed the capability of

attaining better AC, DR, and FPR with smaller number of

features, when compared to the other modified algorithms

derived from the literature.

The multi-objective fitness function, which was incor-

porated in MBGWO, demonstrated a significant perfor-

mance. It enhanced the overall performance of the

approach by enabling the algorithm to search for more

precise features to reduce the number of features applied

for the detection process. Based on Table 7, the outputs

indicated that the algorithm achieved 99.22% AC with

99.10% DR, and FPR of 0.006% using 14 features only.

This exhibited an exceptional performance considering the

two conflicting objectives of the IDS problem, i.e. to

increase AC of classification and to decrease the number of

features so as to minimise high-dimensional search space.

6 Conclusion and future work

An MBGWO that addresses IDS problem is proposed in

this study. A fourth wolf schema was added to the GWO

with a binary formulation for the IDS FS process. The new

proposed algorithm was tested on the NSL-KDD data set.

Varied scenarios were performed to carry out a thorough

evaluation upon MBGWO and bGWO. The scenarios were

based on the type of data set separation, where the subsets

of training and testing data played a key role in FS and

intrusion detection accuracy. Varied evaluation metrics

were applied for the algorithm experimental evaluation

process. These metrics included accuracy, detection rate,

false positive rate, and the number of features selected,

each of which reflected a specific performance measure-

ment. The findings concluded that the MBGWO is indeed a

practical method to address IDS problems. The ability of

the algorithm to increase the accuracy value and to

decrease the number of features for the detection process

significantly enhanced the performance of the IDS. It was

discovered that the added multi-objective fitness function

with the fourth grey wolf had a direct impact on the

algorithm’s next position selection process. The obtained
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Fig. 5 Number of feature sets

gained by MBGWO and bGWO

Table 8 MBGWO, in comparison with state-of-the-art algorithms

from the literature

Algorithm AC% DR% FPR% Number of features

Binary GWO 99.50 – – 24

AdaBoost 98.90 99.61 0.014 25

PSO-discretize-HNB 98.20 98.00 0.014 11

MBGWO 99.22 99.10 0.0064 14

Neural Computing and Applications

123



experimental outcomes, when compared with other modi-

fied algorithms, demonstrated that the proposed MBGWO

had a higher impact on the IDS problem.

Other aspects can be considered as improvements for

future studies. The next location decision can be further

enhanced by adapting the velocity parameter of the PSO

algorithm, where three wolves of the original GWO may

participate in the next location decision, similar to local-

best and global-best locations, upon participating in PSO

algorithm. In precise, the next location update equation,

which is used in the PSO, could be amalgamated into the

original GWO, so that the three wolves could participate in

the velocity calculation process.
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