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Abstract

This research assesses the effect of outdoor parameters, including solar radiation and shading and 

glazing configurations, on indoor thermal comfort and air quality in multi-purpose halls in 

Auckland, New Zealand. The Design of experiment (DOE) method by using CFD simulation has 

been used for this study. Input parameters are windows length, overhang angle, and overhang 

length, while output parameters are occupant zone average temperature and mass fraction. The 

temperature sensitivity to the glazing parameter changes with time, and its maximum occurs at 

11:00 and is 95%, while for shading ones happen at 9:00 and is 50%. The peak of CO2 mass 

fraction sensitivity to glazing and shading parameters coincides at 9:00 and is 90% and 80, 

respectively. The variation rate of temperature and CO2 mass fraction VS. Glazing parameter 

(W.L) is approximately positive on the summer day. However, it has nonlinear and complex 

behavior, while shading one has a sinusoidal behavior. On the other side, On the winter day, the 

temperature variation rate is almost linear regarding this factor. The result shows that appropriate 

shading and glazing situation for each time is different, and for reaching the best comfort, dynamic 

shading and glazing should be designed. Comfort criteria sensitivity within the school is highly 

dependent on glazing parameters compared with shading configurations. The temperature can be 

controlled up to 3 and 1.6 degrees in the summer winter day, respectively. Finally, it can be 

concluded that glazing tools can compensate for a significant amount of required heating in the 

winter days, and shading devices and opening windows can control the air quality in the school 

buildings with neglectable overheating. 

Keywords: Thermal comfort, indoor air quality, response surface, solar energy, computational 

fluid dynamics.
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Nomenclature

Cp Specific heat (J. Kg-1. K-1) 𝑠 Direction vector

D Diffusion coefficient of chemical species 

(m2.s-1)

𝑟, Position vector

IIAQ Index of Indoor air quality t Time (s)

g Gravity acceleration (m.s-2) T Temperature (K)

k Turbulent kinetic energy (m2.s-2) U Velocity modulus (m.s-1)

L Characteristic length (m) ui Velocity components (m.s-1)

n Normal direction xi Coordinates (m)

p Fluid pressure (Pa) Greek symbols

𝑟, Direction (m) α Thermal diffusivity (m2.s-1)

𝑎λ Spectral absorption coefficient ɛ Turbulent energy dissipation (m2.s-3)

n Refractive index λ Thermal conductivity (W.m-1K-1)

(𝑎λ + 𝜎λ) Optical thickness µ Dynamic viscosity (kg.m-1s-1)

𝐼𝑏λ Black body intensity ρ Density of the mixture (kg.m-3)

J Diffusion flux φ Concentration

Eij dissipation tensor C1ɛ, C2ɛ constants of transport equations

𝐼λ irradiation intensity 𝛺′ Spatial angle

1. Introduction

Due to the rising level of pollution and its relationship with health problems, more attention has 

been given to indoor air quality in recent years. New building designs pay much more attention to 

insulation and save energy, which significantly impacts indoor air quality [1, 2]. For this reason, 

higher ventilation rates are recommended to improve indoor air quality, which should perform 

well in removing pollutants from indoor air [3-5]. On the other hand, thermal comfort has a 

particular importance, as it interacts with well-being, energy consumption, and productivity, 

particularly in schools [6]. A proper school building design results in a standard teaching space 
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quality in terms of temperature and pollution, significantly influencing teachers’ and students’ 

health and educational achievement. The building design has a crucial impact on energy 

consumption and other natural resources, while the building energy consumption ratio to total 

energy demand is about 35.3% [7]. Some previous studies have revealed that the thermal comfort 

and IAQ of the schools are significantly below the standard levels. As a case in point, Pereira et 

al. conducted a survey-based analysis from students of a school in Portugal. Results showed that 

thermal comfort and IAQ were lower than standard level [8], and Al-Hubail et al. concluded that 

at 54% and 24% of schools, PM10, and CO2 concentration, respectively, are higher than the 

allowed standards in the State of Kuwait with the desert climate [9]. High or low temperature, 

relative humidity, and velocity lead to thermal discomfort [10] that both issues have been lead to 

a decrease in children’s performance during education [11-13]. The thermal distribution and IAQ 

of schools have been investigated in several recent studies. Asere et al. investigated the indoor air 

quality in some educational buildings and concluded that CO2 levels were reported as 2707 ppm, 

and it can be concluded that the rate of air change was very low and should be increased. [14]. For 

the standard level of IAQ, ASHRAE recommends CO2 levels not exceeding 700 ppm above 

outdoor levels [15]. In order to evaluate indoor thermal comfort, Two standards, ASHRAE 55[16] 

and ISO 7730[17] in parallel, is developed. Both of them use two indices by the name of predicted 

mean vote (PMV) and predicted percentage of dissatisfied (PPD) that depends on six factors, 

including metabolic rate, Clothing insulation, Radiant temperature, Air temperature, speed, and 

humidity. Three of them ( velocity, humidity, and temperature of the air) can be extracted from 

CFD simulation. In this research, temperature and velocity that is entirely coupled together is 

investigated and humidity variation investigation is neglected. Since using passive method for 

heating and cooling can con not satisfied all of requirement energy for this building and vast 
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majority amount of this energy should be provided by active HVAC system. Thermal comfort 

indices that represent the local thermal situation cannot be used and in this research average output 

parameter is investigated. One of future studies for this project can be adding a mechanical 

ventilation n system and thermal comfort analysis based on PMV and PPD indices.

To evaluate indoor thermal comfort, Two standards, ASHRAE 55[16] and ISO 7730[17] in parallel, is 

developed. Both of them use two indices by the name of predicted mean vote (PMV) and predicted 

percentage of dissatisfied (PPD) that depends on six factors, including metabolic rate, Clothing insulation, 

Radiant temperature, Air temperature, speed, and humidity. Three of them ( velocity, humidity, and 

temperature of the air) can be extracted from CFD simulation. In this research, temperature and velocity 

that are entirely coupled together are investigated and humidity variation investigation is neglected. Since 

using a passive method for heating and cooling can con not satisfied all of the required energy for this 

building and the vast majority amount of this energy should be provided by an active HVAC system. 

Thermal comfort indices that represent the local thermal situation cannot be used and in this research 

average output parameter is investigated. One of the future studies for this project can be adding a 

mechanical ventilation n system and thermal comfort analysis based on PMV and PPD indices

 Griffiths et al. concluded that the IAQ of the classroom is at an acceptable level when the CO2 

concentration does not exceed 1000 ppm [18]. The primary sources of this emission generation in 

the classroom are student and teachers respiratory systems where CO2 more than 1000 ppm in a 

classroom results in yawn and dizziness for students [19]. Vilcekova et al. experimentally recorded 

the average indoor air temperature, relative humidity, and CO2 concentration for a school in the 

summer and winter seasons. They proposed that to increase indoor air quality, thermal comfort, 

and optimization measures are needed  [20]. Stabile et al. studied the effects of different natural 

ventilation situations on the concentration of CO2 and the number of particles directly affecting 
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Italian classrooms' indoor air quality. they concluded that manual airing outdoors is not appropriate 

for reducing all pollutant species [21]. Razali et al. investigated schools in Malaysia and found 

that the outdoor air quality has the minimum impact of classroom IAQ except for schools near 

busy roads [22]. Dynamic control of ventilation strategy means that using an automated, regulated 

ventilation rate to provide good IAQ reduces energy cost and makes a delay in starting mechanical 

ventilation [23]. Athienitis et al. concluded that the building's energy requirement would be 

intensively decreased using a controllable shading device.  [24]. Designing proper ventilation for 

an educational building by considering the least energy consumption and passive methods is 

complicated. During winter, the windows are closed to decrease heat loss, while the lack of fresh 

air causes low IAQ. On the other side, Increasing the window-to-wall ratio (WWR) to achieve 

high IAQ in summer may increase winter heat loss. For designing passive ventilation, it is essential 

to protect windows from solar radiation during summer days by various methods like shading tools 

[25]. The main reason for the application of shading device is to control the direct solar radiation 

[26]. Shading configuration mainly depends on building shape and orientation [27]. Park et al. 

proved that using overhang, regardless of wind velocity, leads to an increase in air change per hour 

(ACH) [28]. Yao showed that by using vertical moving shading, building energy demand will 

reduce by 30.87%, and thermal comfort improves by 21% in China [29]. By concerning the 

overheating phenomena in glazed buildings, Simmler et al. carried out various experiments and 

numerical simulations [30]. Poirazis et al. investigated a sensitivity analysis of a single skin glazed 

office building. The main parameter that they have investigated was the window to wall ratio, the 

building's orientation, and the configuration of the façade. They concluded that careful design 

based on thermal simulation should be carried out to decrease energy consumption and promote 

thermal comfort, especially for the highly glazed building [31]. Various software is available to 
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calculate thermal comfort during the days [25]. However, it is concluded that the studied methods 

to calculate the average temperature conditions neglect the significance of calculating local 

ventilation conditions. Depends on the building locations, climate conditions and etc. various type 

of shading device can be used. In this article adjustable horizontal shading device instead of fixed 

one is used to avoid leakage of solar radiation during the morning or afternoon. Currently, CFD 

simulation is predominantly popular for evaluating the natural ventilation in buildings as it 

provides highly accurate information compared to Zonal Approach methods. Therefore, CFD 

models have been applied in many studies to assess and optimize the natural ventilation of 

buildings [32]. Table 1 indicates a summary of recent natural ventilation and thermal comfort 

studies in buildings based on CFD simulations. It also indicates the object of analysis, significant 

findings and observations derived from each study. Moreover, a new optimization method, 

including a Design of Experiments (DOE) with genetic aggregation response surface methodology 

(RSM) can be employed to achieve the optimal parameters of the simulated model, in terms of 

indoor thermal comfort and air quality. Abdeen et al. used this method to improve indoor airflow 

and obtain the solar chimney's optimal parameters connected to a building [33]. In the northern 

part of New Zealand, the Auckland region experiences a subtropical climate that is warm and 

humid in summer and mildly cold in winter [34]. The maximum temperature in summer is below 

the maximum allowable world organization health. Hence, there is no pressing need for cooling in 

the summer, however, considering shading and glazing configuration at different times of the day, 

different building zones will be overheated, and it is necessary to use pedestal ceiling fans to 

overcome this issue. However, winter's minimum temperature is lower than the permissible 

temperature to have standard thermal comfort [35]. Although this difference is not significant, and 

by consuming little energy for heating, it can be compensated.
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Many simulations have been done to investigate thermal comfort and indoor air quality in 

buildings in various locations. Most of them have been done with methods that have examined the 

building's overall thermal behavior and have not addressed the local temperature and airflow 

behavior. Especially the effect of solar radiation at various times of the day can be modeled in 

detail. The CFD simulation can evaluate the quality of local ventilation in every building zone. 

Local improvement of the building’s comfort will be more comfortable and accurate, leading to 

optimizing energy consumption. As mentioned in Table 1, several CFD simulation studies have 

been done in various office buildings, and they have evaluated thermal comfort situations, with no 

focus on indoor air quality.

Table 1: A summary of recent natural ventilation and thermal comfort studies in buildings based on 

CFD simulations

Main Focus Major Findings/Observations Ref.

The effect of natural airflow of 
schools on thermal comfort

The classrooms' airflow rate at upper levels is 
higher than that in the lower levels, and this 
trend is similar for the three dominant winds 
from the north, northeast, and south.

[36]

Impact of louvers on cross-ventilation 
in an isolated building

Opening situated in the upper part of the 
building shell provide the highest volume 
flow rate. Opening situated in the center 
provides the highest air exchange efficiency.

[37]

Evaluation of natural cross ventilation 
of a building with CFD

Wind velocity on the building roof and the 
apartment's airflow rate can be accessed via 
CFD with acceptable accuracy.

[38]

Evaluation of indoor natural 
ventilation according to the window 
parameters

A 2.5% decrease in air temperature and a 6-
fold increase in air velocity can be achieved 
by optimizing window parameters.

 [39]

A method for assessing natural indoor 
ventilation in hot climates

Calculate the indoor air velocity in hot 
climates causes the Heat Balance Index (HBI) 
method to provide more accurate results.

[40]

Impact of ventilated office buildings 
on visual and thermal comfort

The connections between buildings and street 
layout are well illustrated by parametric 
analysis. A similar building configuration for 
each climate was concluded for the best 
ventilation purposes.
The ratio of 0.3 windows to the wall is the 
optimal value for reducing the solar gains and 
removing the external overhangs.

[41]
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The efficiency of natural greenhouse 
ventilation

64% of maximum heat can be removed with 
the closed windward roof vent and open wall 
vent. Wind direction as the key element to 
improve the system of vent control has been 
suggested.

[42]

Air movement in low-rise buildings 
with non-rectangular floor-plan 

Natural airflow has the potential to reduce the 
building’s cooling requirement by 65%.

[43]

Cross ventilation in the presence of 
wind catcher ventilation. Evaluation 
of building was based on three critical 
factors, including induced airflow 
rate, air exchange performance, and 
air age.

Outlet opening should not be closed to the 
wind catcher because it leads to a significant 
decrease in the IAQ, and on the other hand, 
the best suggestion is to use a one-sided wind 
catcher and windows simultaneously.

[44]

Natural ventilation in underground 
constructions

The access tunnel is the crucial element in the 
ventilation of underground construction, 
where the ground temperature plays an 
essential role in regulating natural ventilation.

[45]

Comparison of volume flow rate and 
the volume-averaged local mean age 
of air for evaluating ventilation 
performance 

The volume-averaged Local mean age of the 
airfield was a more accurate representation of 
the building's local ventilation performance 
than the velocity vector field.

[46]

Table 1 Continuation

Main Focus Major Findings/Observations Ref.

Finding the Impact of a void 
connected to the multi-story housing 
on natural ventilation.

A 50.88 % increase in air velocity can be 
achieved in the living units by increasing the 
void dimensions to 50% of the living spaces.

[47]

Impact of a windward window and 
various wind exchangers on natural 
ventilation

The flow distribution in the living room is the 
critical factor for selecting the wind 
exchanger configuration and the volume flow 
rate.

[48]

Assessing of natural airflow of High-
rise building with balcony

The speed of cross ventilation was reduced by 
adding a balcony.
The balcony has a positive effect on single-
sided ventilation and improves it.

[49]

Assessing the indoor air quality of a 
building concerning air pollution 
caused by traffic

Indoor air quality in naturally ventilated 
buildings is weaker than the external 
environment.

[50]

Evaluating CFD simulation by solving 
the RANS turbulence model for air 
quality assessment caused by 
temperature stratification.

RANS CFD simulation can predict 
temperature stratification 

[51] 
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CFD simulation of two ventilation 
method simultaneously and predicting 
the air quality and the thermal 
comfort

Passive child beams can compensate for the 
temperature gradient caused by the 
displacement ventilation method

[52]

Study the air quality and thermal 
comfort of a kitchen room with 
different exhaust volumes

By increasing the air volume flow rate, 
satisfaction will be raised.

[53]

Thermal comfort and indoor air 
quality assessment in the presence of a 
smart windows ventilation (SWV) 
integrated system coupled with an 
active system.

Applying the SWV system conjugated with 
an active system has better thermal comfort 
and IAQ performance in winter than in the 
summer.

[54]

Predicting the pressure coefficient of a 
building in the presence of single 
shaded louvers.

The windward section's pressure coefficient is 
maximum compared, and another critical 
factor that they reached was the best 
performance of the horizontal louvers would 
occur when the angle of them is between 60° 
to 75°.

[55]

Also, the effect of using shading and glazing devices on these two essential qualities in educational 

buildings has not been studied so far. The coupled interaction of these two parameters has not been 

considered before, while these parameters' effects cannot be studied separately. It means that by 

changing the shading configuration, buildings' thermal comfort and air quality behavior are 

changed compared to the glazing parameter, and vice versa. The computational cost for all the 

experiments' simulation is about ten times more than using the DOE method. Therefore, this 

method is the best-suggested method for satisfying this goal. A few kinds of research using 

computational fluid dynamics has been done on air conditioning in school buildings for 

Auckland’s geographical location. This study investigates shading and glazing configurations' 

capability to investigate the indoor thermal comfort and IAQ in a multi-purpose hall by evaluating 

the corresponding parameters' interactive impact. The central composite design of DOE 

methodology has been used to reduce the number of experiments and investigate the simultaneous 

effects of shading and glazing parameters. The genetic aggregation method has been used to obtain 

the response surface of the obtained results.

2. Methodology
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2.1 Geometry 

As shown in Figure 1, the simplified geometry of a multi-purpose hall with a central courtyard 

with twelve windows and overhangs has been used in this study. Geometry dimensions are 

10×10×4 m with a 3×3×4 m central courtyard. The length, angle of the overhang, and window 

length will change at various design points. During summer, it was assumed that all windows are 

open, while during winter, the windows are closed (outdoor temperature is lower than standard), 

which requires an active ventilation method to increase IAQ in this season. Solar radiation angle 

during winter is lower than in summer, and since shading study in this season is not the aim of this 

research, the overhang during winter was not applied, and only thermal comfort was studied. Since 

this research's primary focus is on passive ventilation, the summer season's main active parameter 

is the overhangs and windows length and angle.

Figure 1. Schematic of the multi-purpose hall with windows, overhang, and courtyard

2.2 Computational fluid dynamics models
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In the reviewed literature, different turbulence models have been employed to model turbulence 

effects. Among them, Rouaud et al. conducted a turbulence sensitivity analysis for all of the K-

Epsilon sub-model. Their result showed that the RNG sub-model could simulate the fluid flow of 

air and determining turbulent intensity [56]. Chen et al. investigated the application of two K-

Epsilon sub-models for a free and forced convection in a room with applying a jet stream; they 

found out that the RNG turbulence model has a better result [57].

In this research, a commercial Reynolds-Averaged Navier-Stokes (RANS) finite volume code 

(ANSYS FLUENT 2019 R3) was used to perform these simulations. Ideal gas density law is used 

for considering the buoyancy effect in the classrooms. The species transport model applying first 

Fick’s law predicts the CO2 generation and its diffusion, convection, and distribution in the 

building. Outdoor CO2 mass fraction is 400 ppm[58], and the student’s and teacher’s respiratory 

system is supposed to be a primary indoor CO2 source. The RNG K-ɛ model is used to solve 

turbulence effects, and the PISO method is employed for coupling the velocity and pressure 

equations. The energy equation is enabled to predict temperature distribution, and the DO radiation 

model is used to determine volumetric radiation calculation and consider the effect of air on 

absorbing and scattering radiation. This model can solve semi-transparent wall radiation in an 

appropriate angle discretization. This model's computational cost and memory requirement are 

relatively low. In this model, using a gray band, it is possible to solve the problem by the 

assumption of gray or non-gray radiation [59]. The solar ray-tracing model is used to determine 

the solar radiation and direction in each time and location, while in this method, the solar load is 

applied to the energy equation as a source term. There is a calculator that, by selecting the day, 

hours, and particular position on the ground, the sun location direction vector in the sky can be 

calculated [60]. Five and Four different hours during the day are selected for summer and winter 
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days, respectively. It is evident that the solar radiation magnitude and direction entirely depend on 

the time of the day. Therefore, the optimized configuration at each time will be different.

The governing equation is used as the general form as follows: 

Continuity equation:

∇.(ρu) = 0 (1)

Momentum equation

μ∇2u +
1
3μ∇(∇.u) + ρg = ∇p (2)

The equations of the K-ɛ turbulence model are as follows:

Turbulence kinetic energy equation:

∂(ρεui)
∂xi

=
∂

∂xj[μt

σk

∂k
∂xj] + 2μtEijEij ― ρε (3)

Turbulence dispersion equation:

∂(ρεui)
∂xi

=
∂

∂xj[μt

σε

∂ε
∂xj] + C1ε

ε
k2μtEijEij ― C2ερ

ε2

k (4)

Energy equation:

ρ[u
∂E
∂x + v

∂E
∂y + w

∂E
∂z] = ∇.(k∇T) ― ∇.pv + Qv + Qg (5)

Fick’s law of diffusion:

j = ―D
dφ
dx

(6)

Radiation equation:
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∇.(𝐼λ(𝑟, 𝑠)𝑠) + (𝑎λ + 𝜎λ)𝐼λ(𝑟, 𝑠) = 𝑎λ𝑛2𝐼𝑏λ +
𝜎s

4𝛱∫
4𝛱

0
𝐼λ(𝑟, 𝑠)𝜑(𝑠.𝑠′)𝑑𝛺′ (7)

2.3 Validation

M.L.pereira et al. studied the effect of several configurations of ventilation on thermal comfort, 

air velocity, and IAQ [61]. They used several lamps to model solar radiation. In the current study, 

solar radiation is the primary input parameter that affects thermal comfort. The result of their 

research is used to validate the numerical simulation. The configuration used as a base is ceiling 

supply and return to the near floor. The temperature distribution in the direction of building height 

has been compared with numerical simulation. Both effects of buoyancy flow and forced 

convection are considered the main ways of heat transfer in building, and the ideal gas law is used 

to predict the density of air in different temperature distribution. Also, since there is a zone with a 

high-temperature situation, the radiation effect should be considered. Because of the high 

relevance between temperature and velocity distribution, sensitivity analysis is done in various 

RANS turbulence models. 
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Figure 2. The geometry of the simulated room 

Figure 3. Temperature validation with turbulence sensitivity analysis, A: SIMPLE methods B: PISO 

method.
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Figure 4. velocity validation with experimental data in the direction of height

The simulation room's geometry is shown in Figure 2 and, the turbulent sensitivity analysis results 

to find the best-fit equation for validating temperature are shown in Figure3. Both SIMPLE and 

PISO methods are used for the pressure coupling method and compared with experimental results. 

The second-order upwind discretization scheme is used to solve the density, momentum, turbulence, 

energy, and discrete ordinated equations. The results show that the maximum error occurs at the 

bottom and is below 4% in all turbulence models, which is entirely acceptable. So, for predicting 

the magnitude of temperature, all methods are acceptable. However, the temperature gradient 

comparison between numerical and experimental results should also be made since its accuracy in 

the direction of the building’s height is crucial and must be lower than 3 K/1.8m (human height).  

It is shown that the Reynolds Stress Model (RSM) and K-ɛ RNG temperature gradient is closer to 

experimental results than the rest of the turbulence methods. There is a significant difference 

between RSM and experimental results in the mean height values. Hence, k-epsilon RNG is 

selected for the turbulence method. The temperature gradient belongs to the PISO method result 
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is lower than the SIMPLE ones and is closer to that of experimental. In this section's conclusion, 

the assumption of using ideal gas for destiny rule, the k-ɛ RNG method for the turbulence model, 

PISO pressure coupling method, and DO radiation model can predict temperature distribution by 

considering solar radiation and wind speeds. Although in this research, the effect of wind speed 

on the indoor ventilation situation is neglected. Since in this work, the focus area is on the thermal 

comfort and IAQ, and the other hand, IAQ highly depends on the velocity field, Figure 4 shows 

the velocity validation with experimental data based on the previous method, and the result shows 

that these methods can predict velocity filed with acceptable accuracy, in a way that the minimum 

and the maximum error is 7 and 13 percent, respectively.

2.4 Boundary and zone condition

No-slip boundary condition with thermal convection condition is used for all of the walls. All wall 

participates in solar ray tracing. The solar radiation intensity and direction highly depend on the 

building's location and the time of the experiment. Five and flour different solar radiation, 

diffusion, and direction for five hours are applied for summer and winter. This magnitude can be 

seen in table 2. This experiment was conducted for the first day of winter and summer for Auckland 

city. Semi-transparent and opaque Solar Boundary condition type is used to model the thermal 

situation of windows, and other walls, respectively, and zero heat flux is applied for the building's 

thermal condition. One-layer Shell conduction is used for all walls with concrete material 

properties for considering the effect of building wall conductivity and its impact on thermal 

resistance between indoor and outdoor environments. 

Table 2: solar radiation information for the first day of July and January

First day of July
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time Direct radiation 

(W/m^2)

Diffusion radiation

(W/m^2)

Sun direction vector

9:00 808 111 (0.713, -0.08, 0.69)

11:00 866 92 (0.33, -0.26, 0.90)

13:00 874 75 (-0.14, -0.29, 0.94)

15:00 840 104 (-0.57, -0.17, 0.79)

17:00 724 113 (-0.78, 0.08, 50)

First day of January

9:00 547 44 (0.71, -0.67, 0.18)

11:00 844 65 (0.32, -0.85, 0.39)

13:00 872 66 (-0.14, -0.89, 0.43)

15:00 731 58 (0.58, -0.76, 0.28)

The student geometry is not modeled, and heat generated from each student is neglected, and the 

CO2 source term at the inhabitant zone is used for modeling the CO2 generation from three 

students.

2.5 Meshing

The computational boundary domain was discretized using unstructured elements. Mesh 

independency analysis was performed at four different mesh element sizes, and the average 

temperature related to each one is listed in Table 3. It can be seen that the monitored value became 

constant by changing the mesh element size from third to fourth mesh case (deviation of less than 

1%). Therefore, the mesh by 2460064 element number is selected for future simulations. The 

temperature plot for these four grids shown in the direction of height is shown in figure 5, and it 

can be seen, the temperature result of 2460064 and 3440454 is highly close together. Standard wall 
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function is used for near-wall treatment modeling. Maximum and mean y+ of building walls are 

61 and 31, respectively, and it can be concluded that the element size near walls is fine enough.

Figure 5. Impact of grid resolution on the temperatures in the direction of height

Table 3: Impact of grid resolution on the selection zone average temperatures.

Mesh name Number of elements Average temperature

(°C)

Variation

(%)

1 441970 24.57

2 1381571 24.73 0.6

3 2460064 24.58 0.57
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4 3440454 24.56 0.09

2.6. Design of Experiment (DOE)

In this study, all factors related to thermal comfort and IAQ are entirely coupled together, and it is 

not possible to carry out each parameter investigation separately by keeping the constant number 

for other parameters. Besides, simulation for factorial of all parameter has a high computational 

cost. Therefore, DOE and Response Surface Methodology were used to decrease the number of 

experiments and considering whole parameter interaction to evaluating thermal comfort and IAQ. 

The Central Composite Design (CCD) DOE scheme is used, this model divides each input 

parameter range into five levels, and the total number of experiments depends on the number of 

input parameters (K) and F (a phrase invoice to decrease the number of the simulation) based on 

the formula1, so since the number of input parameters is three and one, respectively, so F is zero, 

the total number of simulation for summer and winter is fifteen and five respectively. Genetic 

aggregation is used as a response surface methodology to produce the best response levels based 

on its CFD simulation output. The advantage of this model has the highest accuracy, reliability, 

and smoothness. The number of runs for winter and summer for each hour is 5 and 15, respectively. 

Since four and five different times are simulated for winter and summer, the simulation's total 

number is 100. A system with 32 cores (2×Xeon 2670) with 32 GB memory was used for this 

research, while the run time for each simulation was about 6 hours.

Number of design point=                                                                                    (8)                                                                                                       2(𝐾 ― 𝑓) +2𝑘 ― 1

Results and Discussion

The chosen latitude and longitude of this city (36.8485°, 174.7633° E) and time zone +12 GMT 

are applied to represent Auckland's geographical location. The steady-state simulation is 



21

performed for five and four different times for summer and winter days, respectively. This 

procedure applied for two days, the first day of January and July.

Figure 6. Contours related to 9:00. A: Temperature distribution, B: CO2 mass fraction, C: 3D buoyancy 

flow velocity distribution in the hall building.

Figure 6. A and B show the temperature and CO2 mass fraction distribution on building walls. All 

parts of Figure 6 are captured from the simulation at 9:00. Hotspot zone caused by direct solar 

radiation occurs at three different zones at the bottom of the building, and its temperature 
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magnitude is about 305 K. At the same time, the minimum temperature is 298.5 K, which is one 

degree higher than the outdoor level. The location, volume size, and peak temperature of these 

zones will change by various parameters such as time, glazing, and shading conditions. Changing 

Time leads to a change in temperature distribution within the building. For instance, at 9:00, the 

solar radiation is on the eastern and southern windows. Here, the hotspot zones can be found close 

to the eastern side of the building. Another hotspot zone is visible close to the building's western 

side due to solar radiation passing the southeast windows. The CO2 mass fraction is higher in the 

zones far from the windows, resulting in the worst IAQ. There is a strong relationship between 

temperature, velocity distribution, and CO2 distribution. Figure 6.  C shows the 3D velocity 

distribution caused by buoyancy flow. The reason for this type of flow in this building is the 

temperature gradient at various locations. Figure 6 A shows that the temperature distribution is not 

uniform, and velocity distribution is different based on these temperature gradients. The velocity 

magnitude inside the hall shows that velocity increases by getting closer to the hotspot zone, and 

consequently, IAQ is enhanced at these regions, despite the distance from the windows. The 

minimum and maximum CO2 mass fraction at this time in the building are 400 and 460 ppm, 

respectively. The minimum value belongs to the outdoor IAQ situation that causes the locations 

near to the windows having the CO2 mass fraction close to this value. 
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Figure 7. Contours of A: Velocity distribution, B: CO2 mass fraction distribution, and C: Temperature 

distribution at various section planes of the summer day.
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Figure 8. Contours of A: temperature distribution, B: velocity distribution, and C: CO2 distribution at the 

level of 0.9m in several hours of the summer day.
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Figure 7 A shows the velocity distribution at six different cross-sectional planes. In the absence of 

outdoor wind speed, maximum velocity is 0.41 m/s. As mentioned, temperature gradients cause 

velocity distribution as a result of buoyancy. Shading and glazing are the most influencing factors 

on the temperature distribution. Velocity magnitudes in the zones that are close to windows are 

higher than other zones. Also, since the maximum temperature gradient is located at the bottom 

and windows, these zones' velocity is higher than others; therefore, maximum air exchange will 

occur at these zones. Zones close to the roof stay with the least velocity magnitude and rarely 

exchange during the time. Figure 7. B and C show the CO2 mass fraction and temperature 

distribution at six cross-sectional planes passing through the windows. The zones close to windows 

have a lower temperature and also a smaller CO2 mass fraction. All the flow properties such as 

velocity and temperature and CO2 mass fraction are entirely coupled together. By comparing the 

temperature, CO2 mass fraction, and velocity contours, the hotspot zones and the zones close to 

windows have higher velocity and lower CO2 mass fraction.

Figures related to CO2 mass fraction and temperature distribution at middle horizontal and middle 

vertical planes show the effect of applying windows on the courtyard side. The temperature and 

CO2 mass fraction magnitude of zones that are close to courtyard windows are considerably low. 

So, it can be concluded that using windows on the courtyard is so useful for increasing thermal 

comfort and IAQ. Figure 8. A shows the temperature distribution at a height of 0.9 m for various 

times of the day. The maximum temperature at this section at 9:00, 11:00, 13:00, and 15:00 are 

302K, 300 K, 299.7, and 301 K, respectively, and there is no high temperature at this height. It is 

evident that velocity and CO2 distribution are non-uniform, as shown in Figure 8 B and C, and 

depend on temperature and velocity, respectively. A higher temperature gradient leads to higher 

velocity magnitude, and the higher velocity results in a lower CO2 mass fraction. Furthermore, the 
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CO2 mass fraction indirectly depends on the temperature distribution. Velocity distribution 

depends on the glazing and shading situation, which have been comprehensively analyzed in this 

research.

3.1 Winter

During the winter, windows are closed; hence, the CO2 mass fraction inside the room will 

continuously increase if no active or mechanical ventilation systems are available. Since this 

study's focus is passive ventilation of buildings, it is evident that by assuming closed windows, 

improving IAQ is not possible, and therefore the thermal condition is investigated. Using the 

overhang as a shading tool is neglected because the maximum solar heat gain is desired. The sun's 

altitude on the winter day is lower than the summer one; therefore, the projected solar radiation 

magnitude on the inhabitant is higher. Consequently, solar radiation's effect on the selected zone 

thermal situation is more than summer, despite the outdoor temperature being considerably lower 

than summer.

Table 4. shows the number of experiments with different windows length is conducted for different 

hours of the day in winter. This parameter variation on the occupant zone average temperature in 

the different hours of the day is depicted in Figure 9. This analysis's main target is to find increasing 

occupant zone temperature due to solar radiation, and It is assumed that all windows are closed 

and semi-transparent. While the outdoor temperature is 287.15 K and heat transfer interaction with 

the outdoor environment is possible, there is no flow interaction with the outdoor environment. By 

increasing the window length (width and length are in equal size), the average total temperature in 

the occupant zone (the zone with max height 1.8 m) will increase gradually. The variation rate of 

temperature by increasing windows length is different in different hours, and the magnitude of the 

average temperature for these hours is approximately the same.
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Table 4. different experiments conducted for different hours of the day in winter

Experiment 

number

Windows length 

(m)

1 1.12

2 0.75

3 1.5

4 0.93

5 1.31

Figure 9. The effect of windows dimension variation on the average temperature of selected geometry

At the lowest windows length (W.L), the average temperature in each hour is close together, but 

the temperature difference increases by increasing W. L. The average value and variation rate of 

temperature from the highest to lowest are 9:00, 15:00, 11:00, and 13:00, respectively. W.L 
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variation has no significant effect on the temperature at 13:00 because solar radiation is relatively 

vertical, and solar absorption from the glazing area is close to zero. Overall, it can be concluded 

by increasing the W.L, the average temperature will be increased approximately linearly, with a 

time-dependent rate. This rate is maximum at the first and the last hours of the day. By the way, 

since these times are the coldest time of a winter's day, a building designer can benefit from this 

advantage and reduce the considerable energy requirement for heating.

3.2 Summer

Since the temperature range of Auckland city in January is approximately 294.15-297.15 K [62] 

and is close to the health standard limit, it is assumed that all of the windows are entirely open and 

have thermal and flow interaction with the outdoor environment. Hence the main parameter that 

should be investigated is the IAQ, with operating conditions of zero Pascal pressure and 297.15 K 

temperature. Because there is no mechanical device for ventilation, the main parameter that will 

affect the IAQ is the temperature distribution that entirely depends on solar radiation magnitude 

and direction. Solar absorption is influenced by overhang length, overhang angle, and window 

dimension. For considering all of these parameters on building HVAC situation, DOE is conducted 

and listed in Table 5.  The response surface of temperature and CO2 mass fraction for each pair of 

the affective parameter for each hour are extracted and shown in Figure 10 to Figure 14. The input 

parameters of DOE are overhang length (O.L), overhang angle (O.A), and windows length (W.L) 

that bound in the range of 0.3 to 0.6 m, 0 to 60 degrees, and 0.75 to 1.5 m, respectively.
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Table 5. The experiments that are generated for the summer day 

Experiment 

number

Windows length 

(m)

overhang length 

(m)

overhang angle 

(degree)

1 1.12 0.45 30

2 0.75 0.45 30

3 1.5 0.45 30

4 1.12 0.3 30

5 1.12 0.6 30

6 1.12 0.45 0

7 1.12 0.45 60

8 0.82 0.32 5.60

9 1.42 0.32 5.60

10 0.82 0.57 5.60

11 1.42 0.57 5.60

12 0.82 0.32 54.39

13 1.42 0.32 54.39

14 0.82 0.57 54.39

15 1.42 0.57 54.39
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Figure 10. Response Surfaces with Genetic Aggregation at 9:00 A: average CO2 mass fraction against 

O.A-O.L, B: average temperature against O.A-O.L, C: average temperature against O.L-W.L, D: average 

CO2 mass fraction against O.A-W.L, E: average temperature against O.A-W.L, F: average temperature 

against O.L-W.L.

Figure 10 shows the effect of shading and glazing parameters on the thermal comfort and IAQ at 

9:00. The impact of overhang significant parameters on the average CO2 mass fraction of the 

occupant zone can be seen in Figure 10 A. At 9:00, solar radiation direction is close to the 

horizontal, and shading tools are at its lowest performance. CO2 mass fraction can be reduced up 

to 80 ppm by controlling the shading tools. Figure 10 B shows the effect of shading tools on the 

average temperature and reveals that by controlling the shading parameters, the average 

temperature reduced by 0.8 K. Here, the minimum temperature belongs to the maximum of O.L 

and in the middle of the O.A range. Increasing O.A leads to reducing the heat fain from the sun, 

but on the other hand, it decreases the air change with outdoor, and consequently, natural heat 
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transfers with outdoor will be reduced. So, there is an optimum point for O.A . therefore, Figure 

10.C illustrates the CO2 mass fraction by variation of O.L and W.L and is notable that O.L's effect 

compared to W.L is negligible. Because of increasing air change with increasing windows length, 

the best IAQ situation occurs at the maximum W.L and causes to reduce the CO2 mass fraction up 

to 90 ppm. Figure 10 D presents that the effect of O.A on the IAQ compared to the W.L is 

negligible. However, by decreasing the O.A, IAQ will be slightly better because increasing 

overhang angle acts as a barrier in front of the windows, so airflow passing from windows will be 

decreased, and consequently, the air quality will be worst.

Figure 10 E and 10 F show the effect of O.A-W.L and also O.L-W.L on the average temperature, 

respectively. It can be seen that the sensitivity of average temperature with windows length 

variation is higher than effective shading parameters. By increasing the glazing area, due to 

increasing received solar radiation, the temperature rises dramatically. The response surface of 

IAQ is opposite of the temperature due to the primary fluid flow caused by the temperature 

gradient, and since by increasing the area of the window, heat gained will be increased, and the 

temperature gradient will rise. Therefore, it leads to higher velocity magnitude and more air change 

per hour (ACH). As a result, the IAQ will be improved significantly.



32

Figure 11. Response Surfaces with Genetic Aggregation at 11:00 A: average CO2 mass fraction against 

O.A-O.L, B: average temperature against O.A-O.L, C: average temperature against O.L-W.L, D: average 

CO2 mass fraction against O.A-W.L, E: average temperature against O.A-W.L, F: average temperature 

against O.L-W.L.

Figure 11 A and B show the effect of shading parameters on the CO2 mass fraction and the average 

temperature at 11:00. Shading parameters can control the CO2 mass fraction and temperature up 

to 50 ppm and 1.1 °C, respectively. Sun altitude at this time is higher than the last time. Therefore, 

the effect of shading variation parameters on temperature and CO2 mass fraction is entirely 

different. It can be seen that the minimum temperature occurs in the middle of O.A and O.L. The 

peak temperature occurs at maximum and minimum of O.L. Therefore, it can be concluded that 

the essential factor of shading tools on controlling CO2 mass fraction is the shading length. CO2 

mass fraction will be reduced by decreasing the O.L and increasing the O.A. from Figure 11 C to 

F; the impact of shading and glazing parameters interaction on the thermal comfort and IAQ are 
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shown. Due to the higher solar radiation angle, the shading effect on the temperature is higher than 

9:00. Nevertheless, it can be seen that the effect of glazing parameter changes on comfort criteria 

is highly more than shading parameters one. 

Figure 12. Response Surfaces with Genetic Aggregation at 13:00 A: average CO2 mass fraction against 

O.A-O.L, B: average temperature against O.A-O.L, C: average temperature against O.L-W.L, D: average 

CO2 mass fraction against O.A-W.L, E: average temperature against O.A-W.L, F: average temperature 

against O.L-W.L.

Figures 12 A and B illustrate the effect of shading parameter variation on the CO2 mass fraction 

and the average temperature on the occupant zone at 13:00. The shading parameter variation has 

a little lower impact on the average temperature than 11:00, and the maximum difference between 

the highest and lowest temperature and CO2 mass fraction is 0.1 K and 40 ppm, respectively. This 

difference in parameter influence is due to the sun’s location, which is approximately 
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perpendicular to the window’s perpendicular direction, and shading and glazing parameters are on 

its minimum effect on the temperature and CO2 mass fraction distribution. Figure 12 C to 12 F 

shows the response surface of temperature and CO2 mass fraction by changing the shading and 

glazing parameters. The sensitivities of IAQ and temperature situation versus shading parameters 

compared to glazing parameters are negligible. The behavior of CO2 mass fraction and temperature 

with W.L's variation is similar to the last time.

Figure 13. Response Surfaces with Genetic Aggregation at 15:00 A: average CO2 mass fraction against 

O.A-O.L, B: average temperature against O.A-O.L, C: average temperature against O.A-W.L, D: average 

CO2 mass fraction against O.L-W.L, E: average temperature against O.A-W.L, F: average temperature 

against O.L-W.L.

Figure 13 A and B illustrate the IAQ and thermal situation of the occupant zone at different shading 

configurations at 15:00. Shading parameters can control the CO2 mass fraction and temperature in 

a range of 0.35 K and 50 ppm. The comparison of shading and glazing parameters is similar to 
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previous times in which the shading parameter is less effective on the IAQ and thermal situation 

(Figure 13 C and 133 F). 

Figure 14. Response Surfaces with Genetic Aggregation at 17:00 A: average CO2 mass fraction against 

O.A-O.L, B: average temperature against O.A-O.L, C: average temperature against O.L-W.L, D: average 

CO2 mass fraction against O.A-W.L, E: average temperature against O.A-W.L, F: average temperature 

against O.L-W.L.

Figures 14 A and 14 B illustrate the shading parameter effect on the CO2 mass fraction and 

temperature situation at 17:00. The shading parameters can control the IAQ situation up to 45 ppm 

while the best situation occurs at the maximum O.L, and min O.A. thermal condition does not 

depend on O.A and O.L at this time very much. These parameters can control the temperature up 

to 0.1 K. However, by comparing this response surface to the glazing parameter's effect, it can be 

seen that shading parameter variation has fewer effects on the thermal condition, and the thermal 
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response ratio is about 10% of glazing parameters. The effect of the glazing parameter at this time 

is like the previous time with a lower rate, while it can be seen that the effect of shading parameters 

can be neglected. 

Figure 15. A: Effect of W.L variation on the average CO2 mass fraction, B: Effect of W.L change on the 

average temperature

Figure 15 A shows the effect of windows length on the CO2 mass fraction in the occupant zone 

for several hours. Since interpreting the effect of glazing variation is difficult separately via 3D 

plots, this figure shows the effect of windows dimension variation on the thermal situation and 

CO2 mass fraction of the occupant zone. These results are captured by keeping the shading 

parameters constant in the middle of its bands. Increasing the W.L to 1.2 for all cases increases the 

air change per hour (ACH). The trends of CO2 mass fraction variation are monotonically decreased 

in all cases. By increasing W.L, this reduction will continue at 15:00 and 17:00, but at other times 

it starts to rise in a finite band. Overall, by increasing the W.L, the temperature will increase. 

However, there is a small fluctuation at 9:00 and 17:00, that approximately temperature remains 

constant in a short-range. This phenomenon occurs since by increasing the glazing area, solar heat 
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gain will increase, and on the other side, ACH will rise, and finally, heat transfer with the outdoor 

environment enhances.

Consequently, temperature and CO2 mass fraction fluctuate in a narrow band. One of the most 

critical results of RSM is the sensitivity analysis of output parameters VS input parameters. In this 

research, the thermal situation and CO2 mass fraction VS shading and glazing parameters are 

studied.

Figure 16. Local sensitivity (percentage) analysis for five different times of a summer day A: 9:00, B: 

11:00, C: 13:00, D:15:00, E: 17:00.

Figure 16 illustrates the local sensitivity analysis of the output parameters for three input 

parameters at five different times. These sensitivities can be positive or negative and show the 

direct and inverse relation of these input parameters to output parameters. Input parameters are 

windows length (W.L), overhang length (O.L), and overhang angle (O.A), and output parameters 

are average CO2 mass fraction and temperature of occupant zone. These analyses are extracted in 
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the middle of shading and glazing parameter bands. At all times, the most sensitive parameter is 

W.L. For instance, at 9:00, it is evident that the window’s dimension is the most sensitive factor 

for changing the situation of thermal comfort and IAQ (80 % and 90%, respectively). The second 

substantial sensitive factor for both output parameters is O.A. The sensitivity of the CO2 mass 

fraction to this parameter is similar to W.L and is 80%. This parameter's temperature sensitivity is 

50%, while O.L sensitivity is low compared to other parameters and is about 20% for both output 

parameters. At 11:00, shading parameters sensitivity for IAQ and thermal situation is very low and 

is about a third and fifth of W.L sensitivity, respectively. 

At 13:00, the thermal situation highly depends on the glazing parameters, and the effect of shading 

parameters compared to the glazing parameter can be neglected. In contrast, the shading parameter 

has a substantial impact on the IAQ situation. At 15:00 shading parameter has a significant impact 

on the IAQ, and its effect is close to W.L ones, and the point is that O.L sensitivity is positive. So, 

it can be concluded that by increasing O.L, IAQ will be worse, although O.A has a positive 

sensitivity. At 17:00, both shading parameters have the same sensitivity. Increasing their 

magnitude is harmful to the IAQ situation and positive for the thermal condition, and the sensitivity 

of the glazing parameter on the output parameter is higher than two times of shading ones.

The genetic aggregation is applied to reach the high accuracy response surface, and exact input 

design points for achieving this response variable have been extracted and listed in this Table5. 

Based on this table, the Input design point can be set via actuators and applied in each hour to 

reach the best thermal and IAQ situations. The advantage of DOE and RSM in designing smart 

building HVAC can be seen in this table. The final achievement of using these methods is reaching 

a smart engine that output variables can be predicted instantly vs. input variables. Input parameters 

can be controlled via the HVAC actuator, and it means that for reaching a desired thermal and IAQ 
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situations, requirement shading and glazing actuator situation can be predicted without any further 

CFD simulation. 

Table 6. Maximum and minimum CO2 mass fraction and temperature in several hours

W.L (m) O.L (m) O.A (degree) CO2 mass fraction Temperature (K)

1.5

0.75

0.3

0.45

0

30.81

Min:0.000427

Max: 0.00427

298.87

297.77

0.75

1.5

0.6

0.3

1.88

32.13

0.000497

0.000435

Min:297.62

Max:299.13

at 9:00

1.5

0.75

0.3

0.6

60

56.31

Min:0.00043

Max:0.000564

298.42

297.70

0.75

1.5

0.3

0.45

0

34.41

0.000524

0.000452

Min:297.63

Max:298.52

at 11:00

1.33

0.75

0.6

0.34

0

15.12

Min:0.000428

Max:0.000532

298.06

297.61

0.75

1.5

0.6

0.44

0

29.31

0.00049

0.000486

Min:297.53

Max:298.64

at 13:00

1.5

0.75

0.6

0.32

0

4.62

Min:0.000422

Max:0.000563

298.54

297.97

0.75

1.5

0.6

0.34

8.65

60

0.000528

0.000434

Min:297.59

Max:298.98

at 15:00

1.5

0.75

0.3

0.59

27.28

60

Min:0.000426

Max:0.000559

298.66

297.75

0.75

1.5

0.6

0.31

60

4.40

0.000559

0.000428

Min:297.74

Max:297.77

at 17:00

Moreover, aiming to achieve comfort temperature and desired CO2 mass fraction, the input 

parameter that leads to this result should be calculated to be applied to the HVAC actuators. 
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The maximum CO2 mass fraction occurs at 17:00, and its magnitude is 559 ppm, which is 159 

ppm higher than the outdoor CO2 ppm. Conditions that lead to this situation are 0.75 m, 0.599 

m, and 60 degrees for W.L, O.L, and O.A, respectively. On the other side, minimum CO2 mass 

fraction occurs at 15:00 by 422 ppm by applying 1.5 m, 0.6 m, and zero degrees for the W.L 

and O.L and also O.A. maximum and minimum temperature occurs at 9:00 and 17:00 by 

299.13 K and 297.53 K that is 2 K and 0.38 K higher than outdoor temperature respectively. 

Moreover, the condition to reach these results is 1.5 m, 0.3 m, 32.13 degrees, and 0.75, 0.6, 

and 0 degrees, respectively.

4. Conclusion

A systematic evaluation of the 3D steady RANS CFD simulations has been conducted to assess 

the effect of shading and glazing parameters on the thermal situation and indoor air quality 

variations.  For this purpose, the DOE with genetic aggregation RSM is used to reduce the number 

of experiments and predict those parameter interaction effects.

The main concluding points of this paper are:

 Glazing parameters can control the temperature higher than 3 degrees in winters, while the 

maximum temperature variation is about 1.6 degrees on the summer day. 

  In summer days, the variation rate of temperature and CO2 mass fraction VS. Glazing 

parameter (W.L) is approximately positive. However, the situation is more complicated in 

shading parameters.

 The thermal comfort and IAQ sensitivities for Glazing parameters is higher than that of 

shading ones. This maximum sensitivity of temperature for the glazing parameter is about 

95%, occurs at 11:00 while for shading ones is 50%, and occurs at 9:00. The maximum 

glazing and shading parameter sensitivity to control the CO2 mass fraction is 90%  and 
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80%, respectively, at  9:00. So it can be concluded that the maximum sensitivity of building 

average temperature and CO2 mass fraction to glazing and shading parameters belongs to 

the earliest time of the school official day.

 Appropriate shading and glazing configuration for each time is different, and for reaching 

the best comfort in each hour, dynamic shading and glazing should be designed. 

 On the winter day, the temperature variation rate is almost linear regarding the window 

dimensions, but this function is more complex and nonlinear in the summer.

It can be concluded that glazing tools can compensate for a significant amount of required 

heating energy in winter. On the other hand, by using shading devices and opening windows, 

air quality can be controlled significantly in this school. Finally, further research is needed to 

study ambient wind velocity, building orientation, courtyard shape, and dimensions on the 

thermal comfort and indoor air quality in schools. Moreover, the different populations of 

students can be modeled, and the effect of their geometry and heat generation can be 

considered. Considering the primary purpose of this paper and DOE approaches limitations, 

the input parameters interaction effect on the output parameter variation is studied. Therefore, 

another factor that can be considered in future research is applying an active air-conditioning 

system or modeling a building with highly glazing and opening windows and finding the 

appropriate configuration systems to reach the desired thermal comfort and IAQ. Hereupon, 

local comfort investigating (PMV and PPD) can be considered in future works. 
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 evaluate the effect of shading and glazing parameters using genetic aggregation response 
surface methodology 

 ventilation and comfort assessment in a multipurpose hall in Auckland, New Zealand
 Investigation of thermal comfort and IAQ situation using CFD simulation
 Unlike the winter days, building temperature variation respect to windows dimension is 

nonlinear in the summer days.
 The thermal comfort and IAQ sensitivities for Glazing parameters is much higher than 

that of shading parameters
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