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Preface

Optimization is a significant tool in engineering for determining the best, or optimal,
value for the decision variable(s) of a system. For various reasons, it is important
to optimize processes so that a chosen quantity, known as the objective function,
is maximized or minimized. For example, the output, profit, productivity, product
quality, and so on, may be maximized, or the cost per item, investment, energy input,
and so on, may be minimized. he success and growth of industries today is strongly
based on their ability to optimize systems and processes, as well as their designs. With
the advent in recent years of new materials, such as composites and ceramics, and
new manufacturing processes, several traditional industries (e.g., steel) have faced
significant challenges and, in some cases, diminished in size, while many new fields
have emerged. It is important to exploit new techniques for product improvement
and cost reduction in traditional and new industries. Even in expanding areas, such as
consumer electronics, the prosperity of a company is closely connected to its ability
to apply optimization to new and existing process and system designs. Consequently,
engineering design, which has always been important, has become increasingly coupled
with optimization.
Energy engineering is a field where optimization plays a particularly important role.

Engineers involved in thermal engineering, for instance, are required to answer such
questions as
• What processes or equipment should be selected for a system, and how should the

parts be arranged for the best outcome?
• What are the best characteristics for the components (e.g., size, capacity, cost)?
• What are the best process parameters (e.g., temperature, pressure, flow rate, and com-

position) of each stream interacting with the system?

In order to answer such questions, engineers are required to formulate an appropriate
optimization problem. Proper formulation is usually themost important and sometimes
the most difficult step in optimization. To formulate an optimization problem, there are
numerous elements that need to be defined, including system boundaries, optimization
criteria, decision variables, and objective functions. In order to have an optimized sys-
tem that can reduce the cost and environmental impact and at a same time increase the
efficiency of the system, optimization is useful.
his book is a research-oriented textbook. It provides comprehensive coverage of fun-

damentals and main concepts, and can be used for system design, analysis, assessment,
optimization, and hence improvement. he book includes practical features in a usable
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format often not included in other solely academic textbooks. he book can used by
senior undergraduate and graduate students in mainstream engineering fields (such as
mechanical and electrical engineering) and as well as specialized engineering programs
on energy systems.
his book consists of twelve chapters. Chapter 1 addresses general concepts,

fundamental principles and basic aspects of thermodynamics, energy, entropy, and
exergy. hese topics are covered in a broad manner, so as to furnish the reader with
the background information necessary for subsequent chapters. Chapter 2 describes
several modeling techniques and optimization methods and the formulation of an
optimization problem. Objective functions and how to select them for enhanced
sustainability, optimization constraints for energy systems, and optimization algo-
rithms are explained in detail in this chapter. Chapter 3 focuses on modeling and
optimization of thermal components. Chapter 4 covers the modeling and optimization
of various types of heat exchanger as well as sensitivity analyses of the optimization
results. Chapter 5 provides necessary information for modeling and optimization of
refrigeration systems. Chapter 6 describes the modeling and optimization of heat pump
systems. Chapter 7 focuses on fuel cell system modeling, analysis, assessment, and
optimization. Chapter 8 covers a range of renewable energy systems and their model-
ing, analysis, and optimization. Chapter 9 focuses on conventional power generating
systems. Chapter 10 addresses the modeling and optimization of cogeneration and
trigeneration systems. Chapter 11 delves into the modeling, analysis, and optimization
of integrated multigeneration systems for the production of multiple useful outputs.
Incorporated throughout are many illustrative examples and case studies, which pro-

vide the reader with a substantial learning experience, especially in areas of practical
application. Complete references are included to point the curious reader in the right
direction. Information on topics not covered fully in the text can, therefore, be eas-
ily found. We hope this book brings a new dimension to energy system modeling and
optimization practice and helps the community implement better solutions for a better
future.

Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi
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1

Thermodynamic Fundamentals

1.1 Introduction

Energy plays a critical role in driving almost all practical processes and is essential
to sustain life. Energy exists in several forms, for example, light, heat, and electricity.
Energy systems are widespread and used in diverse industries such as power generation,
petrochemical processing, refrigeration, hydrogen production, chemical processing,
and manufacturing. Interest is growing in producing superior energy products at
minimal cost, while satisfying concerns regarding environmental impact, safety, and
other issues. It is no longer adequate to develop a system that simply performs a desired
task. For various reasons, it is often important to optimize processes so that a chosen
quantity, known as the objective function, is maximized or minimized. For example,
the output, profit, productivity, product quality, and so on, may be maximized, or the
cost per item, financial investment, energy input, and so on, may be minimized. he
success and growth of industries today is strongly based on their ability to optimize
designs and systems.
When an engineer undertakes the analysis of an energy system and/or its applica-

tion, she or he should deal with several basic factors first. hese depend on the type of
the problem being studied, and often involve such disciplines as thermodynamics, fluid
mechanics, and heat transfer. Consequently, it is helpful to introduce several fundamen-
tal definitions and concepts before moving on to detailed energy systems applications,
especially for readers who lack a background in thermodynamics, fluid mechanics, or
heat transfer.
his chapter provides such a review, and is intended to give novice and practicing

energy systems engineers a strong understanding of fundamentals, including physical
phenomena, basic laws and principles, and governing relations, as well as a solid
grounding in practical aspects. his introductory chapter covers relevant fundamentals
involved in the optimization of energy systems. We begin the chapter with a summary
of fundamental definitions and physical quantities, with their units, dimensions, and
interrelations. We then consider introductory aspects of thermodynamics, with a
particular focus on energy, exergy, and heat transfer.

1.2 Thermodynamics

Energy is needed for almost every activity. In simple terms, energy is usually thought
of as the ability to carry out useful tasks like producing work and heating. Energy is

Optimization of Energy Systems, First Edition. Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi.
© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.



2 Optimization of Energy Systems

contained in the fuel we use, the food we eat, and the places we live. Energy enables
such outcomes as transportation, fresh water, and thermal comfort in buildings.
Energy use has drawbacks too. It can be dangerous if not used cautiously and often

leads to pollution and environmental damage.
Energy can be converted from one form to another, but cannot be created or

destroyed. Work and heat are two categories of energy in transit. hermodynamics
plays a key role in the analysis of processes, systems, and devices in which energy
transfers and transformations occur. he implications of thermodynamics are far
reaching and applications span the range of human enterprise. Nature allows the
conversion of work completely into heat, but not the reverse. Additionally, converting
heat into work requires a device, which is often complex (e.g., an engine).
Although energy can be transformed into different forms, the principle of conser-

vation of energy states that the total energy of a system can only change if energy is
transferred into or out of the system.his implies that it is impossible to create or destroy
energy.he total energy of a systemcan this be calculated by adding all forms of energy in
the system. Examples of energy transfer and transformation include generating or mak-
ing use of electric energy, performing chemical reactions and lifting an object. Lifting
against gravity performs work on the object and stores gravitational potential energy; if
the object falls, gravity does work on the object, which transforms its potential energy
into kinetic energy associated with its speed.
he name “thermodynamics” stems from the Greek words therme (heat) and dynamis

(power), which is descriptive of efforts to convert heat into power [1]. he discipline
of thermodynamics is based primarily on two fundamental natural laws, known as the
first and second laws. he first law of thermodynamics is simply an expression of the
conservation of energy principle. It states that energy, as a thermodynamic quantity,
is neither created nor destroyed during a process. he second law of thermodynamics
states that energy has quality as well as quantity, and that processes naturally occur in
the direction of decreasing quality of energy [2].

1.3 The First Law of Thermodynamics

he first law of thermodynamics (FLT) embodies the principle of energy conserva-
tion, which states that, although energy can change form, it can be neither created
nor destroyed. he FLT defines internal energy as a state function and provides a
formal statement of the conservation of energy [2]. However, the first law provides
no information about the direction in which processes can spontaneously occur, that
is, reversibility aspects of thermodynamic processes. For example, the FLT cannot
indicate how cells can perform work while existing in an isothermal environment.
he FLT provides no information about the inability of any thermodynamic process
to convert heat fully into mechanical work, or any insight into why mixtures cannot
spontaneously separate or unmix themselves. A principle to explain these phenomena
and to characterize the availability of energy is required. Such a principle is embodied
in the second law of thermodynamics (SLT), which we explain later in this chapter.
A simple example of energy conversion is the process in which a body that has some

potential energy at some elevation falls, and part of the potential energy is converted
into kinetic energy. Experimental data show that the decrease in potential energy is
equal to the increase in kinetic energy if air resistance is negligible.his simple example
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demonstrates the conservation of energy principle. In order to analyze energy systems,
we need to use energy balance equations, which express the balance of the energy enter-
ing and leaving a system and the energy change in the system. hat is, the net change
in the total energy of the system during a process is equal to the difference between the
total energy entering and the total energy leaving the system during that process, or

(

Total energy
entering system

)

−

(

Total energy
leaving system

)

=

(

Change intotal
energy of system

)

his relation can also be written as

Ein − Eout = ΔEsystem (1.1)

he energy E may include internal energy U, kinetic energy (KE) and potential energy
(PE) terms as follows:

E = U + KE + PE (1.2)

For a change of state from state 1 to state 2 with a constant gravitational acceleration
(g), Equation 1.2 can be used to show the following:

E2 − E1 = (U2 −U1) +
1

2
m(V 2

2
− V 2

1
) +mg(Z2 − Z1) (1.3)

where m denotes the fixed amount of mass in the system, V the velocity, and Z the
elevation. In order to apply the FLT to an energy system, we need to know some further
concepts, which are described in the following sections.

1.3.1 Thermodynamic System

A thermodynamic system is a region or device or combination of devices that contains
a certain quantity of matter. It is important to carefully define the system under consid-
eration during an analysis and its boundaries. hree important types of systems can be
defined:

• Closed system. Such a system is defined as one across the boundaries of which no
material crosses. It therefore contains a fixed quantity of matter. Sometimes this is
also called a control mass.

• Open system. his is defined as a system in which material (mass) is allowed to cross
the boundaries. he term open system is sometimes referred to as a control volume.

• Isolated system. his is a closed system that is independent and unaffected by the
surroundings. No mass, heat, or work crosses its boundary.

1.3.2 Process

A process is a physical or chemical change in the properties of matter or the conversion
of energy from one form to another. In some processes, one property remains constant.
he prefix “iso” is employed to describe such as process, for example isothermal (con-
stant temperature), isobaric (constant pressure), and isochoric (constant volume).

1.3.3 Cycle

A cycle is a series of thermodynamic processes in which the end point conditions or
properties of the matter are identical to the initial conditions.
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1.3.4 Heat

Heat is the thermal form of energy, and heat transfer takes place when a temperature dif-
ference exists within a medium or between different media. he definitive experiment
that showed heat to be a form of energy, convertible into other forms, was carried out
by Scottish physicist James Joule. Heat transfer always requires a difference in tempera-
ture, and higher temperature differences provide higher heat transfer rates.he units for
heat are joules or kilojoules in the International System (SI) and the foot pound force or
British thermal unit (Btu) in the English system. In terms of sign conventions in thermo-
dynamic calculations, a common one states that heat transfer to a system is considered
positive, while heat transfer froma system is negative. If there is no heat transfer involved
in a process, it is called adiabatic.

1.3.5 Work

Work is the energy that is transferred by a difference in pressure or force of any kind, and
is subdivided into shaft work and flow work. Shaft work is the mechanical energy used
to drive a mechanism such as a pump, compressor, or turbine. Flow work is the energy
transferred into a system by a fluid flowing into, or out of, it. Both forms are usually
expressed in kilojoules. Work can also be expressed on a unit mass basis (e.g., in kJ/kg).
By one common convention, work done by a system is usually considered positive and
work done on a system (work input) is considered negative.he SI unit for power or rate
of work is joules per second, which is a Watt (W).

1.3.6 Thermodynamic Property

A thermodynamic property is a physical characteristic of a substance, often used to
describe its state. Any two properties usually define the state or condition of a substance,
and all other properties can be derived from these. Some examples of properties are tem-
perature, pressure, enthalpy, and entropy. hermodynamic properties can be classified
as intensive (independent of the size or scale, e.g., pressure, temperature and density)
and extensive properties (dependent on size or scale, e.g., mass and total volume). Exten-
sive properties become intensive properties when expressed on a per unit mass basis,
such as is the case for specific volume.
Property diagrams of substances can be presented in graphical form and present the

main properties listed in property tables, for example refrigerant or steam tables. In
analyzing an energy system, the thermodynamic properties should be defined so as to
permit the simulation (and hence optimization) of the system. In this book, Engineering
Equation Solver (EES) and Refprop software are utilized to calculate thermodynamic
properties.

1.3.6.1 Specific Internal Energy

Internal energy represents a molecular state type of energy. Specific internal energy is
a measure per unit mass of the energy of a simple system in equilibrium, and can be
expressed as the function cvdT. For many thermodynamic processes in closed systems,
the only significant energy changes are internal energy changes, and the work done by
the system in the absence of friction is the work of pressure-volume expansion, such as
in a piston-cylinder mechanism.
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he specific internal energy of a mixture of liquid and vapor can be written as

u = (1 − x)uliq + xuvap = uliq + xuliq,vap (1.4)

where uliq,vap = uvap − uliq.

1.3.6.2 Specific Enthalpy

Specific enthalpy is another measure of the energy per unit mass of a substance. Specific
enthalpy, usually expressed in kJ/kg or Btu/lb, is normally expressed as a function of
cpdT . Since enthalpy is a state function, it is necessary to measure it relative to some
reference state.he usual practice is to determine the reference values, which are called
the standard enthalpy of formation (or the heat of formation), particularly in combustion
thermodynamics.
he specific enthalpy of a mixture of liquid and vapor components can be written as

h = (1 − x)hliq + xhvap = hliq + xhliq,vap (1.5)

where hliq,vap = hvap − hliq.

1.3.6.3 Specific Entropy

Entropy is the ratio of the heat added to a substance to the absolute temperature at which
it is added, and is a measure of the molecular disorder of a substance at a given state.
he specific entropy of a mixture of liquid and vapor components can be written as

s = (1 − x)sliq + xsvap = sliq + xsliq,vap (1.6)

where sliq,vap = svap − sliq.

1.3.7 Thermodynamic Tables

hermodynamic tables were first published in 1936 as steam tables by Keenan and
Keyes; in 1969 and 1978 these were revised and republished.hermodynamic tables are
available for many substances, ranging from water to refrigerants, and are commonly
employed in process design calculations. Some thermodynamic tables include steam
and vapor tables. In this book, we usually imply these types of tables when we refer to
thermodynamic tables. Such tables normally have distinct phases (parts); for example,
four different parts for water tables include those for saturated water, superheated water
vapor, compressed liquid water, and saturated solid-saturated vapor water. Similarly,
two distinct parts for R-134a include saturated and superheated tables. Most tables
are tabulated according to values of temperature and pressure, and then list values
of various other thermodynamic parameters such as specific volume, internal energy,
enthalpy, and entropy. Often when we have values for two independent variables, we
may obtain other data from the respective table. In learning how to use these tables, it
is important to specify the state using any two independent parameters (unless more
are needed). In some design calculations, if we do not have the exact values of the
parameters, we use interpolation to find the necessary values.
Beyond thermodynamic tables, much attention has recently been paid to computer-

ized tables for design calculations and other purposes. Although computerized tables
can eliminate data reading problems, they may not provide a good understanding of the
concepts involved and a good comprehension of the subject. Hence, in thermodynamics
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courses, it is important for the students to know how to obtain thermodynamic data
from the appropriate thermodynamic tables.
he Handbook of hermodynamic Tables [3] is one of the most valuable data

resources, with data for numerous solid, liquid, and gaseous substances.

1.3.8 Engineering Equation Solver (EES)

EES is a software package that solves a system of linear or nonlinear algebraic or dif-
ferential equations numerically. It consists of a large library of built in thermodynamic
properties as well as mathematical functions. Unlike other available software packages,
EES does not solve engineering problems explicitly; rather it solves the equations,
and it is the user’s responsibility to apply relevant physical laws, relations, and under-
standing. EES saves the user considerable time and effort by solving the mathematical
equations, and has the capability to connect to other professional software such
as Matlab.
EES is one of themost suitable software packages for energy systems analyses and ther-

modynamic properties. he software is straightforward to use, as shown in Figure 1.1,
where the thermodynamic modeling of a vapor compression refrigeration system and
its components is presented along with the results of a parametric study conducted by
varying the temperature at point 1. his software comes with several examples and has
been used to model and analyze complex systems such as advanced power plants, com-
bined heat and power systems, desalination plants, hydrogen production plants, and
renewable energy-based systems.

Figure 1.1 Sample screen of Engineering Equation Solver (EES) for thermodynamic analyses of energy
systems.
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Figure 1.2 Temperature-specific volume diagram for phase changes of water.

he professional version of the software can perform single objective optimization
but not multi-objective optimization. However, several methods can be implemented
to connect EES with Matlab software to conduct multi-objective optimization, as is
discussed in subsequent chapters.
In EES, we can easily create thermodynamic diagrams (e.g., T-V , T-S, P-V , P-h, and

h-S). For example, Figure 1.2 shows a temperature-volume diagram for water at several
pressures.he state of a system or substance is defined as the condition of the system or
substance characterized by certain observable macroscopic values of its properties such
as temperature and pressure.
he term “state” is often used interchangeably with the term “phase,” for example solid

phase or gaseous phase of a substance. Each of the properties of a substance at a given
state has only one definite value, regardless of how the substance reached the state. For
example, when sufficient heat is added or removed under certain conditions, most sub-
stances undergo a state change.he temperature remains constant until the state change
is complete. As shown in Figure 1.2, there are three regions on theT-v diagram forwater:
compressed liquid, saturated two-phase region (which is also known as the wet region)
and superheated vapor region. As the pressure increases, the saturated line continues
to shrink, as shown in Figure 1.2, and eventually it becomes a point when the pressure
reaches 22.06 MPa for water. his point is called the critical point and is defined as the
point which the saturated liquid and saturated vapor are identical. his is indicated in
Figure 1.2. EES can also generate temperature-specific entropy (T-s) diagrams for var-
ious refrigerants, as shown in Figure 1.3. he software contains a large fluids database.
Table 1.1 lists the properties of the various refrigerants shown in Figure 1.3. In this table,
Tb

a is the normal boiling point, while Pcr
b and Tcr

a are the critical pressure and critical
temperature, respectively.
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Figure 1.3 T-s diagrams of selected refrigerants, as generated by EES.

Table 1.1 Thermophysical properties of selected working fluids.

Substance Molecular mass

(kg/kmol)

Tb
a (K) Pcr

b (MPa) Tcr
a (K)

R123 152.93 300.97 3.66 456.83

R134a 102.03 247.08 4.059 374.21

R124 136.48 261.22 3.62 395.43

R11 137.37 296.86 4.40 471.11

R12 120.91 243.4 4.13 385.12

R143a 84.04 161.34 3.76 345.86

R113 187.38 320.74 3.39 487.21

R125 120.02 172.52 3.61 339.17

R141b 116.95 305.2 4.46 479.96

Example 1.1: Apply EES to the vapor compression refrigeration cycle using R134a as
a working fluid, as shown in Figure 1.4. he working fluid mass flow rate is 0.1 kg/s.
Assume that there are no pressure drops across the condenser and that the compressor
isentropic efficiency is 0.8.

Part 1) Show the cycle on a P-h diagram with all temperatures at each state point.
Part 2) Calculate the coefficient of performance (COP), compressor specific work and
cooling load when the evaporator and condenser temperatures are 10∘C and 45∘C,
respectively.

Part 3) Plot the effect of evaporator temperature on COP and cooling load of the cycle
when the evaporator temperature varies from 10∘C to 18∘C, and discuss the results.
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Figure 1.4 Schematic of vapor compression refrigeration cycle.

Solution: A refrigeration system operating on a vapor compression cycle is considered
here.

Assumptions: 1: Steady operating conditions exist. 2: Kinetic and potential energy
changes are negligible.

Analysis:

1) he working fluid leaving the evaporator is a saturated vapor with a quality x= 1.
herefore this point lies on the saturated vapor line in a P-h diagram, as shown
in Figure 1.5. We know that the pressure at point 1, P1, is the saturation pressure
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Figure 1.5 P-h diagram of vapor compression refrigeration cycle.



10 Optimization of Energy Systems

at the evaporator temperature (TEVP = 10∘C). Using EES and the thermodynamic
properties for R134a, this pressure is found to be 538 kPa. Since there is no pres-
sure drop across the evaporator, P1 =P4. Similarly, the pressure at point 3 is equal to
the saturation pressure at the condenser temperature. his information yields that
P3 = 1161 kPa. Connecting these points forms the P-h diagram.

2) In order to calculate the COP and cooling load, the thermodynamic properties at all
points need to be determined. Using EES we find:

x1 = 1

P1 = pressure (R134a, T = T1, x = x1) = 415 kPa

h1 = specific enthalpy (R134a, T = T1, x = x1) = 256.2 kJ kg−1

s1 = specific entropy (R134a, T = T1, x = x1) = 0.926 kJ(kg.K)−1

P2 = pressure (R134a, T = T3, x = 0) = 1161 kPa

h2,ideal = specific enthalpy (R134a, P = P2, s2 = s1) = 277.5 kJ kg−1

wcomp,ideal = (h2,ideal − h1) = 21.31 kJ kg−1

�comp =
wcomp,ideal

wcomp,act

→ wcomp,act =
(h2,ideal − h1)

�comp

= 26.64 kJ kg−1

h2 = h1 + wcomp,act = 282.8kJ kg−1

s2 = specific entropy (R134a, h = h2, P = P2) = 0.926 kJ(kg.K)−1

T2 = temperature (R134a, h = h2, P = P2) = 53∘C

Since the condenser temperature is given (45∘C) and P3 =P2 because there is no pres-
sure drop across the condenser, we have:

h3 = specific enthalpy (R134a, T = T3, x = 0) = 115.8 kJ kg−1

s3 = specific entropy (R134a, T = T3, x = 0) = 0.418 kJ(kg.K)−1

he process in the throttle valve is isenthalpic, so h4 = h3. Since there is no pressure
drop across the evaporator, P4 =P1. Point 4 is in the saturation region and the quality
at point 4 is defined as follows:

x4 = quality (R134a, h = h4, P = P4 ) = 0.26

s4 = specific entropy (R134a, h = h4, P = P4) = 0.43 kJ(kg.K)−1

T4 = temperature (R134a, h = h4, P = P4) = 10∘C

Now that the thermodynamic properties at all points are calculated, we can use the
energy balance equation for a control volume around the evaporator and compressor
in order to determine the cooling load and compressor work rate as follows:

Q̇Evp = ṁ(h1 − h4) = 14.04 kW

Ẇcomp = ṁwcomp,act = 2.66 kW

he coefficient of performance (COP) of the refrigerator is expressed as

COP =
Cooling load

Work input rate
=

Q̇Evp

Ẇcomp

=
14.04 kW

2.66 kW
= 5.27
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Figure 1.6 Screen shot of the parametric analysis of the system using EES.

3) To assess the effect of evaporator temperature on the COP and the cooling load, we
use parametric tables in EES. To do this, we need to remove the evaporator temper-
ature (T1) in EES and go to the Table option in EES and select New Parametric Table
and add T1, COP and Q̇Evp. Next, we need to enter the range for evaporator temper-
ature as shown in Figure 1.6. After entering all inputs, we press the green button to
run and obtain the results (see Figure 1.7).
Figure 1.7 shows the variation of evaporator temperature on both cooling load
and system COP. An increase in this temperature while other design parameters
are fixed results in an increase the specific enthalpy at point 1, which eventu-
ally leads to an increase in the evaporator cooling load. Similarly, this increase
results in an increase in the COP of the system according to the COP definition
(COP = (Cooling load produced)∕(Work input)). It is clear that the higher the
evaporator temperature, the higher the cooling load and the COP of the system.

Example 1.2: Consider the adiabatic combustion of methane at 25∘C with a stoichio-
metric amount of air at 25∘C, as shown in Figure 1.8. Plot the variation of adiabatic
combustion temperature with percentage of excess air.

Solution: An adiabatic reactor is considered in which combustion takes place with a
stoichiometric amount of air at 25∘C.
he combustion reaction for methane with stoichiometric air at 25∘C and X% excess

air is:

CH4 + 2
(

1 +
X

100

)

(O2 + 3.76N2) ↔ CO2 + 2H2O

+ 3.76
(

2 +
2X

100

)

N2 +
2X

100
O2

Denoting the adiabatic combustion temperature Tf , we can write the energy balance
for a control volume around the reactor:

∑

NpHp =
∑

NRHR
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reactor.

where NP and NR are the stoichiometric coefficients for products and reactants and HR

and HP are the enthalpies of the products and reactants, calculated as:

HR = enthalpy (CH4, T = 298) + 2
(

1 +
X

100

)

entahlpy (O2, T = 298 kJ kg−1)

+ 3.76
(

2 +
2X

100

)

enthalpy (N2,T = 298 kJ kg−1)

HP = enthalpy (CO2T = Tf ) + 2entahlpy (H2O, T = Tf )

+ 3.76
(

2 +
2X

100

)

enthalpy (N2,T = Tf ) +
2X

100
enthalpy (O2, T = Tf )

hen, we solve the energy balance equation (
∑

NpHp =
∑

NRHR) for Tf at any given
excess air percentage X% (see Figure 1.9).

1.4 The Second Law of Thermodynamics

As mentioned earlier, the first law is the energy conservation principle. he second law
of thermodynamics (SLT) is instrumental in determining inefficiencies of practical ther-
modynamic systems, and indicates that it is impossible to achieve 100% efficiency (in
terms of reversible conversion) in energy conversion processes. Two primary statements
of the second law follow:

• Kelvin/Planck statement: It is impossible to construct a device, operating in a cycle
(e.g., a heat engine), that accomplishes only the extraction of heat from some source
and its complete conversion to work. his statement describes the impossibility of
having a heat engine with a thermal efficiency of 100%.
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Figure 1.9 Effect of varying excess air on combustion flame temperature.

• Clausius statement: It is impossible to construct a device, operating in a cycle (e.g.,
refrigerator or heat pump), that transfers heat from a low temperature (cooler) region
to a high temperature (hotter) region, of itself.

A simpleway to illustrate the implications of both the first and second laws is a desktop
game (known as “Newton’s Cradle”) that consists of several pendulums (withmetal balls
at the ends), one in contact with the other. When you raise the first of the balls, you give
energy to the system in the form of potential energy. Releasing this ball allows it to gain
kinetic energy at the expense of the potential energy.When this ball hits the second ball,
a small elastic deformation transforms the kinetic energy, again as a form of potential
energy. he energy is transferred from one ball to the other. he last ball again gains
kinetic energy, allowing it to rise. he cycle continues, but every time the balls rise to
a slightly lower level, until all motion finally stops. he first law concerns why the balls
keep moving, while the second law explains why they do not do it forever. In this game
the energy is lost in sound and heat, as the motion declines.
he second law also states that the entropy in the universe always increases. As men-

tioned before, entropy is a measure of degree of disorder, and every process happening
in the universe increases the entropy of the universe to a higher level.he entropy of the
state of a system is proportional to (depends on) its probability, which provides us with
an opportunity to define the second law in a broader manner as “the entropy of a system
increases in any heat transfer or conversion of energy within a closed system.” hat is
why all energy transfers or conversions are irreversible. From the entropy perspective,
the basis of the second law is the statement that the sum of the entropy changes of a
system plus that of its surroundings must always be positive. Recently, much effort has
been invested inminimizing the entropy generation (irreversibilities) in thermodynamic
systems and applications.
Dincer and Rosen [2] indicate that exergy, which is based mainly on the SLT, can help

with four tasks: design, analysis, performance assessment, and improvement.
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Consequently, the second law is the linkage between entropy and the usefulness of
energy. Second law analysis has found applications in a wide variety of disciplines, such
as chemistry, economics, ecology, environment, and sociology, some of which are far
removed from engineering thermodynamic applications.

1.5 Reversibility and Irreversibility

Reversibility and irreversibility are two important concepts in assessing thermodynamic
processes and systems. Reversibility is defined by the statement that only for a reversible
process can both a systemand its surroundings be returned to their initial states, without
additional external energy input. Such a process is only theoretical.
Irreversibility during a process describes the destruction of useful energy or its avail-

ability. Without new inputs, both a system and its surroundings cannot be returned
to their initial states due to the irreversibilities that occur, for example friction, heat
transfer or rejection, electrical, and mechanical effects. For instance, an actual system
provides an amount of work that is less than the ideal reversible work, with the dif-
ference between these two values determining the irreversibility of that system. In real
applications, there are always such differences, and therefore real processes and cycles
are always irreversible.

1.6 Exergy

Exergy (also called availability) is defined as the maximum amount of work that can be
produced by a stream of matter or energy (heat, work, etc.) as it comes to equilibrium
with a reference environment. Exergy is a measure of the potential of a flow or system
to cause change, as a consequence of not being in complete stable equilibrium relative
to a reference environment. For exergy analysis, the state of the reference environment,
or the reference state, must be specified completely. his is commonly done by specify-
ing the temperature, pressure, and chemical composition of the reference environment.
Exergy is not subject to a conservation law. Rather, exergy is consumed or destroyed due
to irreversibilities in any process. Table 1.2 compares energy and exergy from the point
of view of thermodynamics.
As pointed out by Dincer and Rosen [2], exergy is a measure of usefulness or quality.

It is also a measure of the potential of a flow or system to cause change, and there-
fore can be seen as a type of measure of the potential of a substance to impact on the
environment.
Exergy analysis is useful for improving the efficiency of energy-resource use, for it

quantifies the locations, types, and magnitudes of wastes and losses. In general, more
meaningful efficiencies are evaluated with exergy analysis than with energy analysis,
since exergy efficiencies are always a measure of the approach to the ideal. herefore,
exergy analysis identifies accurately the margin available to design more efficient energy
systems by reducing inefficiencies. Many engineers and scientists suggest that thermo-
dynamic performance is best evaluated using exergy analysis because it provides more
insights and is more useful in efficiency improvement efforts than energy analysis.
From the point of view of energy and exergy efficiencies, it is important to note that if

a fossil fuel-based energy source is used for a low temperature thermal application like
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Table 1.2 Comparison between energy and exergy.

Energy Exergy

• Dependent on parameters of matter
or energy flow only, and independent
of environment parameters.

• Has values different from zero (and is
equal to mc2 in accordance with
Einstein’s equation).

• Guided by the first law of
thermodynamics for all processes.

• Limited by the second law of
thermodynamics for all processes
(including reversible ones).

• Dependent both on the parameters of matter
or energy flow and on environment
parameters.

• Can equal zero (in dead state, by virtue of
being in equilibrium with the environment).

• Guided by the first and second laws of
thermodynamics for reversible processes
(where it is conserved) and irreversible
processes (where it is destroyed partly or
completely).

• Not limited for reversible processes owing to
the second law of thermodynamics.

Source: Dincer 2012. Reproduced with permission of Elsevier.

space heating or cooling, there would be a great difference between the corresponding
energy and exergy efficiencies, perhaps with values of 50−70% for the energy efficiency
and 5% for the exergy efficiency [2]. One may ask why and, to address that question, we
point out the following:

• High quality (e.g., capable of high temperature heating) energy sources such as fossil
fuels are often used for relatively low-quality (e.g., low temperature heating) processes
like water and space heating or cooling.

• Exergy efficiency permits a better matching of energy sources and uses, leading
to high quality energy being reserved for high quality tasks and not employed for
low-quality end uses.

1.6.1 Exergy Associated with Kinetic and Potential Energy

Kinetic energy is a form of mechanical energy, and therefore can be entirely converted
intowork.hus, the exergy of the kinetic energy of a system is equal to the kinetic energy
itself regardless of the temperature and pressure of the environment, and is

exKE =
V 2

2
(kJ kg−1) (1.7)

where V is the velocity of the system in relation to the environment.
Potential energy is also a formofmechanical energy, and can also be entirely converted

into work.he exergy of the potential energy of a system is equal to the potential energy
itself and does not depend on pressure and temperature [2, 4]. hat is,

exKE = gZ (1.8)

where g is the gravitational acceleration and Z is the elevation of the system.
In summary, the exergy values associated with kinetic and potential energy are equal

for each and they are entirely available to do work. Kinetic and potential exergy have
the same values as the corresponding energy terms. Kinetic exergy is particularly rele-
vant where speeds are significant, as in a turbine, whereas potential exergy is especially
relevant for electrical or hydraulic systems. In many practical cases involving industrial
processes, kinetic and potential exergy terms can be neglected.
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1.6.2 Physical Exergy

Physical exergy represents the maximum amount of work that can be obtained from a
system as its pressure and temperature are changed to the pressure and temperature of
the reference environment.he specific physical exergy exph is determined with specific
enthalpy and entropy values of the stream at a given temperature and pressure, and the
reference environmental state temperature (T0) and pressure (P0), as follows [2, 5]:

exph = [h(T ,P) − h(T0,P0)] − T0[s(T ,P) − s(T0,P0)] (1.9)

where h(T ,P) and s(T ,P) are the specific enthalpy and specific entropy of the stream at
a given temperature and pressure, respectively. Values for specific enthalpy and specific
entropy can be found either from thermodynamic tables or EES.

1.6.3 Chemical Exergy

Chemical exergy represents the maximum work that can be obtained when a substance
is brought from the reference environment state to the dead state by a process includ-
ing heat transfer and exchange of substances only with the reference environment. he
maximumwork is attainedwhen the process is reversible. Alternatively, chemical exergy
can also be viewed as the exergy of a substance that is at the reference environment state.
Chemical exergy is also equivalent to the minimum amount of work necessary to

produce a substance at the reference environment state from the constituents of the
reference environment. Chemical exergy has two main parts, reactive exergy resulting
from the chemical reactions necessary to produce species which do not exist as stable
components in the reference environment, and concentration exergy resulting from the
difference between the chemical concentration of a species in a system and its chemi-
cal concentration in the reference environment.he concentration part is related to the
exergy of purifying or diluting a substance, such as separating oxygen from air.
To determine a substance’s chemical exergy, we need to define a reference environ-

ment in terms of its temperature T0, pressure P0, and chemical composition. In some
reference environment models, substances present in the atmosphere, the hydrosphere,
and upper part of the crust of the earth, at P0 and T0, form the basis of the reference
environment. In other models, these substances are allowed to react with each other
hypothetically and allowed to reach a stable state with a minimum Gibbs energy, at sea
level, at rest without other force fields [2, 5, 6].
Once a reference environment is defined for an exergy analysis, the exergy of any

substance at pressure P and temperature T can be evaluated relative to the reference
environment. Note that it is not possible to obtain work by allowing substances in the
reference environment to interact with each other.
A stream ofmatter also carries chemical exergy, conceptually determined as discussed

above for a quantity of a substance.

1.6.3.1 Standard Chemical Exergy

In thermodynamics, the standard molar chemical exergy of a constituent i is defined
as consisting of the molar free enthalpy Δg0

f
for the formation of the compound in the

standard state from its constituent elements and the stoichiometric sum of the standard
chemical exergy values of the elements in their stable state at the temperature T0 and
pressure P0.
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Standard Chemical Exergy for Components of Air In the natural environment, there are
many substances that, like nitrogen in the atmosphere, cannot react toward a more
stable configuration to produce a new material. hey can be considered as part of the
reference environment. Transformations, including chemical and nuclear reactions,
cannot convert these components into more stable components [6]. So, we cannot
extract useful work from these substances and a specific exergy value of 0 kJ mol−1 can
be assigned to them.
Often, these substances include the normal composition of air (including gases such as

N2, O2, CO2, H2O, Ar, He, Ne), at T0 = 298.15 K and P0 = 100 kPa.he partial pressure
Pi and molar fraction of each of these substances in air at a given relative humidity are
given in Table 1.3.
he standard chemical exergy at P0 for air can be written as

ex
0
ch = RT0 ln

(

P0

Pi

)

(1.10)

Standard chemical values for the main constituents of air are listed in Table 1.4.
Note that exergy values for elements in their stable condition at T0 = 298.15 K and
P0 = 101.325 kPa are called standard chemical exergies, and these are used in the
calculation of chemical exergy for various substances.

1.6.3.2 Chemical Exergy of Gas Mixtures

he chemical exergy of a mixture of N gases, in which all are constituents of the envi-
ronment, can be obtained similarly. In this case, we hypothesizeN chambers. If each gas
has a molar fraction xk and enters the chamber at T0 and with a partial pressure xkPo,
then each gas exits at the same temperature and a partial pressure xe

k
. Summing for all

constituents, the chemical exergy per mole of the mixture can be calculated as follows:

exch =
∑

xkex
k
ch + RT0

∑

xk ln(xk) (1.11)

1.6.3.3 Chemical Exergy of Humid Air

he state of the local atmosphere is determined by its intensive parameters: T0, P0, and
its composition. For humid air, the gas composition for all species other than vapor can

Table 1.3 Partial pressures and molar fractions of various
constituents of air.

Constituent Pi (kPa) Molar fraction (%)

N2 75.78 75.67

O2 20.39 20.34

CO2 0.00335 0.03

H2O 2.2 3.03

He 0.00048 0.00052

Ne 0.00177 0.0018

Ar 0.906 0.92

Kr 0.000097 0.000076

Source: [7].
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Table 1.4 Standard chemical exergy values at P0 and T0 of various
constituents of air.

Constituent ex
0

ch (kJ∕mol) Constituent ex
0

ch (kJ∕mol)

N2 0.72 He 30.37

O2 3.97 Ne 27.19

CO2 19.87 Ar 11.69

H2O 9.49 Kr 34.36

Source: [2, 6].

CH4

Air Combustion
Gases

Combustion
Chamber1

2

3

Figure 1.10 Combustion chamber
used in gas turbine cycle.

be considered fixed. So, the composition variation is linked to the moisture content. To
calculate the molar fraction of water vapor, we use:

xeH2o
= �

Pgas,0

P0

(1.12)

Here � is relative humidity (RH) and Pgas,0 is the saturation pressure at T0. In the case
when the molar fraction of dry air is assumed to be constant, the local atmospheric
molar fraction of gases other than water is expressed as xe

i
= (1 − xeH2O

)x
dry
i

, in which the
molar fraction of constituent i corresponds to the atmospheric partial pressure of the
species.

1.6.3.4 Chemical Exergy of LiquidWater and Ice

hemolar chemical exergy of liquid water is expressed as [7]:

ex
w
ch = �(P0 − Pgas,0) − RT0 ln� (1.13)

Here � is the molar fraction of compressed water, Pgas,0 is the saturation pressure at T0

and � is relative humidity. his equation is valid for solid water (ice) as well [7].

Example 1.3: he combustion chamber is a major component of both gas turbine and
combined cycle plants. A combustion chamber for a gas turbine engine is shown in
Figure 1.10. Compressed air enters at point 1, and methane (CH4) fuel is injected into
the combustion chamber at point 2 at a mass flow rate of 1.5 kg s−1. Combustion gases
exit at point 3. In this example, air enters the combustion chamber at T1 = 550 K and
P1 = 10 bar and the combustion gases exit at T3 = 1400 K. he molar composition of
air is taken to be 0.7748 N2, 0.2059 O2, 0.0003 CO2 and 0.019 H2O.
he following assumptions are invoked:

• he combustion chamber operates at steady state.
• he air and combustion gases can both be treated as ideal gas mixtures.
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• Combustion is complete.
• Changes in potential and kinetic energies are negligible.

1) he heat loss from the combustion chamber is 2% of the lower heating value of the
fuel. Determine the fuel-to-air ratio, and themolar fractions of the combustion gases.

2) Find the specific physical and chemical exergy values at point 3.

Solution: A combustion chamber is considered here.

Part 1:

To solve this problem, we first define the molar fuel-air ratio �as:

ṅF
ṅa

= �

So,

ṅP
ṅa

=
ṅa + ṅF

ṅa
= � + 1

On a permole of air basis, the combustion equation occurring in the combustion cham-
ber can be written as:

�CH4 + [0.7748N2 + 0.2059O2 + 0.0003 CO2 + 0.019H2O]

→ [� + 1][xN2
N2 + xO2

O2 + xCO2
CO2 + xH2O

H2O]

To find the molar fraction of combustion gases, carbon, hydrogen, oxygen and nitrogen
balances are written:

xN2
=

0.7748

� + 1
, xO2

=
0.2059 − 2�

� + 1

xCO2
=

0.0003 + �

� + 1
, xH2O

=
0.019 + 2�

� + 1

he molar breakdown of the combustion gases is known once � is determined. An
energy rate balance is used to determine the fuel-air ratio as follows:

Q̇CV − ẆCV + ṅFhF + ṅaha − ṅPhP = 0

Since heat loss from the combustion chamber is 2% of the lower heating value of the fuel,

Q̇CV = −0.02 ṅF LHV = ṅa(−0.02� × LHV )

Combining the above two equations yields

−0.02� LHV + ha + �hF − (1 + � )hP = 0

Employing ideal gas mixture principles to calculate the enthalpies of the air and the
combustion gases, where T1 = 550 K and T3 = 1400 K, we obtain:

ha = [0.7748hN2
+ 0.2059hO2

+ 0.0003hCO2
+ 0.019hH2O

]atT1

hP =
1

� + 1
[0.7748hN2

+ (0.2059 − 2� )hO2
+ (0.0003 + � )hCO2

+(0.019 + � )hH2O
]atT3
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hen, solving the energy rate balance for � yields:

� =
0.7748ΔhN2

+ 0.2059ΔhO2
+ 0.0003ΔhCO2

+ 0.019ΔhH2O

hF − 0.02LHV − (−2hO2
+ hCO2

+ 2hH2O
)(T4)

Using specific enthalpy values from thermodynamic tables [4] and considering

hF = −74,872 kJ∕kmol, LHV = 802,361 kJ∕kmol

we find � = 0.0393. Using this value and the combustion gasmolar fractions determined
earlier, the following molar breakdown of the combustion products is obtained:

Component N2 CO2 H2O O2

Molar breakdown (%) 74.55 3.81 9.39 12.24

Part 2:

To calculate the specific physical exergy at point 3, the specific physical exergy expres-
sion described earlier is employed:

exph,3 = (h3 − h0) − T0(s3 − s0) = Cp(T3 − T0) − T0

[

Cp ln

(

T3

T0

)

− R ln

(

P3

P0

)]

Since the pressure drop through the combustion chamber is treated as negligible P3 =

P1 = 10 bar. For the combustion gases, we consider a fixed specific heat at constant
pressure asCp = 1.14 kJ∕kg K. Substituting these values into the specific physical exergy
expression yields exph,3 = 933.1 kJ∕kg.
To determine the specific chemical exergy at point 3, Equation 3.15 is used:

exch,3 =
∑

xkex
k
ch + RT0

∑

xk ln xk

= (0.1224 × 3970 + 0.0381 × 19870 + 0.0939 × 9490 + 0.745 × 720)

+ (8.314 × 298.15

× [0.1224 ln (0.1224) + 0.0381 ln (0.0381) + 0.0939 ln (0.0939)

+ 0.745 ln (0.745)])

= 632.1
kJ

kmol
= 22.95

kJ

kg

When a mixture including gaseous combustion products containing water vapor is
cooled at a constant pressure, the dew point temperature, which is the saturation tem-
perature corresponding the partial pressure of water vapor, leads to the formation of
liquid water. hus, cooling such a mixture at constant pressure below the dew point
temperature can result in condensation. For example, if the combustion gas mixture
were cooled to 25∘C at a pressure of 1 atm, some condensation would occur. In this case
we can model the results at 25∘C as a gas phase containing saturated water vapor in
equilibrium with a liquid water phase. To find the dew point temperature, we first cal-
culate the partial pressure of water vapor. According to Part 1 of this problem, themolar
fraction of H2O in the combustion gases is 0.0939, so the partial pressure of water vapor
is Pv = xvP0 = (0.0939)(1.013 bar) = 0.0951 bar. he corresponding saturation temper-
ature at this pressure is 44.81∘C; the reference environment temperature is therefore
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below the dew point, which leads to the formation of liquid water. On the basis of 1 kmol
of combustion products, the gas phase at 25∘C consists of 0.9061 kmol of dry products
(0.7455 N2, 0.3810 CO2, 0.1224 O2) plus nv kmol of water vapor. he partial pressure
of water vapor is equal to the saturation pressure at 25∘C, which is 0.0317 bar. he
amount ofwater vapor is calculated asPv = xvP0 = nv∕(0.9061 + nv) × P0, wherenv is the
amount of water vapor. Hence, 0.0317 bar = (nv × 1.013 bar)∕(0.9061 + nv)which yields
nv = 0.02927kmol. hus, the molar fractional composition of the combustion products
at 25∘C and 1 atm is 0.7455 N2, 0.3810 CO2, 0.1224 O2, 0.02927 H2O (g), and 0.06583
H2O (l). At point 3 in the present analysis, 0.06583 kmol of liquid water is present on the
basis of 1 kmol of mixture, following the method outlined by Bejan et al. [5]. herefore,
the specific chemical exergy at point 3 after modification is:

exch,3 = (1 − 0.06583) × 22.95 + 0.06583 ×
900
18

= 24.32 kJ∕kg

Here, the first term is the percentage of dry combustion gases multiplied by the specific
chemical exergy obtained from part 2, and the second term is the product of the molar
fraction of liquid water due to the condensation and specific chemical exergy of liquid
water.
Finally, the specific exergy at point 3 can be determined as:

ex3 = exch,3 + exph,3 = 24.32 + 933.1 = 957.42 kJ∕kg

1.6.3.5 Chemical Exergy for Absorption Chillers

For the absorption cooling system, because a water and LiBr solution is not ideal, the
following expression is used for the molar chemical exergy calculation:

exch = (1∕Msol)

[

n
∑

i=1

yi ex
k
ch + RT0

n
∑

i=1

yi ln(ai)

]

(1.14)

Extending this equation for a LiBr-water solution we obtain:

exch = (1∕Msol)

[

yH2O
ex

0
H2O

+ yLiBr ex
0
LiBr+

RT0 (yH2O
ln(aH2O

) + yLiBr ln(aLiBr)

]

(1.15)

Here, aH2O
is the water activity defined as the vapor pressure of water in the mixture

divided by the vapor pressure of pure water, and aLiBr is LiBr activity defined as the vapor
pressure of LiBr in the mixture divided by the vapor pressure of LiBr. his equation
consists of two parts, standard chemical exergy of the pure species and exergy due to
the dissolution process, defined as follows:

ex
0
ch =

1

Msol

(yH2O
ex

0
H2O

+ yLiBr ex
0
LiBr) (1.16)

ex
dis
ch =

RT0

Msol

[yH2O
ln(aH2O

) + yLiBr ln(aLiBr)] (1.17)

where yi is the molar fraction defined as

yH2O
=

(1 − x1w)MLiBr

(1 − x1w)MLiBr + x1wMH2O

(1.18)

yLiBr = 1 − yH2O
(1.19)
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Table 1.5 Standard molar chemical exergy values for selected substances at
T0 = 298.15 K and P0 = 1 atm.

Element ex
0

ch (kJ∕mol) Element ex
0

ch (kJ∕mol)

Ag (s) 70.2 Kr (g) 34.36

Al (s) 888.4 Li (s) 393.0

Ar (s) 11.69 Mg (s) 633.8

As (s) 494.6 Mn (s
�
) 482.3

Au (s) 15.4 Mo (s) 730.3

B (s) 628.8 N2 (g) 0.72

Ba (s) 747.4 Na (s) 336.6

Bi (s) 274.5 Ne (g) 27.19

Br2 (l) 101.2 Ni (s) 232.7

C (s, graphite) 410.26 O2 (g) 3.97

Ca (s) 712.4 P (s, red) 863.6

Cd (s
�
) 293.2 Pb (s) 232.8

Cl2 (g) 123.6 Rb (s) 388.6

Co (s
�
) 265.0 S (s, rhombic) 609.6

Cr (s) 544.3 Sb (s) 435.8

Cs (s) 404.4 Se (s, black) 346.5

Cu (s) 134.2 Si (s) 854.6

D2 (g) 263.8 Sn (s, white) 544.8

F2 (g) 466.3 Sn (s) 730.2

Fe (s
�
) 376.4 Ti (s) 906.9

H2 (g) 236.1 U (s) 1190.7

He (g) 30.37 V (s) 721.1

Hg (l) 115.9 W (s) 827.5

I2 (s) 174.7 Xe (g) 40.33

K (s) 366.6 Zn (s) 339.2

Source: [2, 8].

Here, x1w is defined as

x1w =
xLiBr
100

(1.20)

where xLiBr is the LiBr-water solution concentration in percent, andMLiBr andMH2O
are

86.85 kg/kmol and 18.02 kg/kmol, respectively.
To calculate the chemical exergy for components not listed in Table 1.5, we may refer

to reactions for which the standard chemical exergy of constituents are given. In this
case, we can calculate the chemical exergy for the new constituent. Since the standard
chemical exergy of LiBr is not listed in Table 1.5, the following reaction is used to calcu-
late the molar chemical exergy of LiBr [8]:

ex
0
ch = g

0
f +

n
∑

i=1

ex
0
ch,i (1.21)
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Li +
1
2
Br2 → LiBr (1.22)

ex
0
ch,LiBr = g

0
f ,LiBr + ex

0
ch,Li +

1
2
ex

0
ch,Br2

(1.23)

Here, g
0
f ,LiBr = −324 kJ

mol
[9].

Figure 1.11 shows the variation of chemical exergy as a function of LiBr mass basis
concentration based on Equations 1.16 and 1.17. As shown in this figure, an increase in
LiBr concentration results in an increase in the total chemical exergy of the LiBr–water
solution.
herefore, based on the LiBr concentration, the total chemical exergy at each point in

a single effect absorption chiller can be straightforwardly calculated.

1.6.4 Exergy Balance Equation

By combining the conservation principle for energy and non-conservation principle for
entropy (i.e., the second law of thermodynamics), the exergy balance equation can be
obtained as follows:

∑

Exergy Input =
∑

Exergy Output + ExergyDestruction (1.24)

In terms of symbols, the following exergy rate balance can be written:

ĖxQ +
∑

i

ṁiexi =
∑

e

ṁeexe + ĖxW + ĖxD (1.25)
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Figure 1.11 Variation of standard chemical exergy (exch,0), chemical exergy due to dissolution (exdis)

and total specific chemical exergy as a function of LiBr mass basis concentration at T0 = 25∘C.
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where subscripts i and e denote the control volume inlet and outlet, respectively, ĖxD is
the exergy destruction rate and other terms are defined as follows:

ĖxQ =

(

1 −
T0

Ti

)

Q̇i (1.26)

Ėxw = Ẇ (1.27)

ex = exph + exch (1.28)

Here, ĖxQ is the exergy rate of heat transfer crossing the boundary of the control vol-
ume at absolute temperature T , the subscript 0 refers to the reference environment
conditions and ĖxW is the exergy rate associated with shaft work. Table 1.6 lists exergy
destruction rate expressions for some standard components.

1.6.5 Exergy Efficiency

Efficiencies are often evaluated as ratios of energy quantities, and are often used to assess
and compare various systems. Power plants, heaters, refrigerators, and thermal storages,
for example, are often compared based on energy efficiencies or energy-basedmeasures
of merit. However, energy efficiencies are often misleading in that they do not always
provide a measure of how nearly the performance of a system approaches ideality. Fur-
ther, the thermodynamic losses that occur in a system (i.e., those factors that cause
performance to deviate from ideality) are often not accurately identified and assessed
using energy analysis. he results of energy analysis can indicate the main inefficiencies
to be within the wrong sections of a system, and a state of technological efficiency dif-
ferent than actually exists. Exergy efficiency computes the efficiency of a process taking
the second law of thermodynamics into account. From the second law of thermody-
namics, it can be demonstrated that no real system can ever achieve 100% efficiency.
When calculating the energy efficiency of a system, no indication is provided of how the
system compares to a thermodynamically perfect one operating under the same condi-
tions. Exergy efficiency is a better measure and shows how a system works compared
to a perfect one. he exergy efficiency is usually defined as the product exergy output
divided by the exergy input.
Exergy efficiencies often give more illuminating insights into process performance

than energy efficiencies because (1) they weigh energy flows according to their exergy
contents, and (2) they separate inefficiencies into those associated with effluent losses
and those due to irreversibilities. In general, exergy efficiencies provide a measure of
potential for improvement.

1.6.6 Procedure for Energy and Exergy Analyses

A simple procedure for performing energy and exergy analyses involves the following
steps:

• Subdivide the process under consideration into as many sections as desired, depend-
ing on the depth of detail and understanding desired from the analysis.

• Perform conventional mass and energy balances on the process, and determine all
basic quantities (e.g., work, heat) and properties (e.g., temperature, pressure).

• Based on the nature of the process, the acceptable degree of analysis complexity and
accuracy and the questions for which answers are sought, select a reference environ-
ment model.
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Table 1.6 Expressions for exergy destruction rates for some selected components.

Component Illustration Exergy destruction rate expression

Air
compressor

Air
Compressor

1

2

W
AC ̇ExD,AC = ̇Ex1 −

̇Ex2 + ẆAC

Turbine

1

2

Turbine
W

̇ExD,T = ̇Ex1 −
̇Ex2 − ẆT

Combustion
chamber 1 2

mf

Combustion
Chamber

̇ExD,CC = ̇Ex1 +
̇Exf −

̇Ex2
̇Exf = ṁf × Φ × LHV

ΦCH4
= 1.06

ΦH2
= 0.985

Air preheater

6
5

3

2

Air
Pre Heater ̇ExD,PH = ̇Ex2 +

̇Ex5 −
̇Ex3 −

̇Ex6

Condenser

1

2

Q ̇ExD,Cond = ̇Ex1 −
̇Ex2 −

̇ExQ

Pump
1

Pump

2

W

̇ExD,Pump =
̇Ex1 −

̇Ex2 + Ẇ

(Continued)
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Table 1.6 (Continued)

Component Illustration Exergy destruction rate expression

Ejector

1

2

3

Ejector

̇ExD,EJ =
̇Ex1 +

̇Ex2 −
̇Ex3

Boiler

Flue gas

Coal

Air

Ash

4
5

6

7

8

3

2

1
̇ExD,Boiler =

̇Ex1 +
̇Ex2 +

̇Ex5
+ ̇Ex7 −

̇Ex3 −
̇Ex4 −

̇Ex6
− ̇Ex8

Flat plate solar
collector

1

2
̇ExD,FPC = ̇Ex1 +

̇Exsun −
̇Ex2

̇Exsun = IsunAFPC

×

[

1 −
4
3

(

T0

Tsun

)

+
1
3

(

T0

Tsun

)4
]

Deaerator

3
Air vent

1

2

4

Steam

Boiler feed water

To feed water pump

̇ExD,DEA = ̇Ex1 +
̇Ex2 −

̇Ex3 −
̇Ex4
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• Evaluate energy and exergy values relative to the selected reference environment
model.

• Perform exergy balances including the determination of exergy consumptions.
• Select efficiency definitions, depending on the measures of merit desired, and evalu-

ate values for the efficiencies.
• Interpret the results and draw appropriate conclusions and recommendations.hese

can relate to such issues as designs and design changes, retrofitted plant modifica-
tions, and so on.

1.7 Concluding Remarks

In this chapter, a summary is presented of the general introductory aspects of thermo-
dynamics and related fundamental definitions and physical quantities, to help provide
necessary background for understanding energy systems and applications, and their
operations. he coverage of fundamentals provided here is particularly useful for the
energy, exergy, and other analyses presented subsequently. EES was introduced as use-
ful software for energy systems analyses. Some illustrative examples are presented and
discussed. he FLT refers to energy conservation and treats all energy forms equally,
thus not identifying losses of energy quality or work potential and possible improve-
ments in the use of resources. For example, energy alone cannot identify the losses in an
adiabatic throttling process. However, the SLT involves exergy and entropy concepts and
considers irreversibilities and the consequent non-conservation of exergy and entropy.
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Study Questions/Problems

1 Define the following forms of energy and explain their differences: internal energy,
thermal energy, heat, sensible energy, latent energy, chemical energy, nuclear
energy, flow energy, flow work and enthalpy.

2 What is specific heat? Define two commonly used specific heats. Is specific heat a
function of temperature?

3 What is the difference between an adiabatic system and an isolated system?

4 Define the critical point and explain the difference between it and the triple point.

5 Consider example 1.1, and perform an exergy analysis, including calculation of
the exergy destruction rate for each component and the exergetic COP of the
refrigeration system. Also, plot the variation of reference environment tempera-
ture and evaporator temperature with exergetic COP and total exergy destruction,
and compare the results.

6 Consider example 1.3, for a reference state ofT0 = 298.15 K and P0 = 101.325 kPa.
Determine the exergy destruction rate and exergy efficiency of the combustion
chamber and compare the results with information in the literature.

7 Define the terms energy, exergy, entropy, and enthalpy.

8 What is a second law efficiency? How does it differ from a first law efficiency?

9 What is the relationship between entropy generation and irreversibility?

10 When we enter a pool of water at 22∘C, it often feels more than cool—it often
feels cold. When we walk into a 22∘C room, it is comfortable. Why is there such a
difference between these cases, even though our body is surrounded by the same
temperature?

11 Howdoes an exergy analysis help further the goal ofmore efficient energy-resource
use? What are the advantages of using exergy analysis?

12 In example 1.3, what is the effect of varying P1 and T1 on the specific chemical
exergy at point 3 and the total exergy destruction rate of the combustion chamber?

13 On a hot day of summer, occupants return to their well-sealed house and find the
house is at 32∘C. hey turn on the air conditioner, which cools the entire house
to 21∘C in 15 min. If the COP of the air conditioning system is 2.5, determine the
power drawn by the air conditioner. Assume the entire mass within the house is
equivalent to 700 kg of air for which Cv = 0.72 kJ∕kg.K and Cp = 1 kJ∕kg.K.
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14 Air is compressed steadily by a 10 kW compressor from 100 kPa and 15∘C to
600 kPa and 170∘C at a rate of 3 kg/min (see Figure 1.12). Neglecting changes in
kinetic and potential energies, determine (a) the increase in the exergy of the air,
and (b) the rate of exergy destruction during this process. Assume the surround-
ings to be at 15∘C.

Figure 1.12 Schematic of an air compressor. Air
600 kPa
170°C

Air
100 kPa

15°C

10 kW

2

Air
Compressor

15 Biomass is a biological material formed from living or recently living organisms,
and is often viewed as a renewable source of energy. As an energy source, biomass
can either be used directly, or converted into other energy products such as biofu-
els. Calculate the chemical exergy of the biomass “pine sawdust” using the follow-
ing composition and other data:

Biomass type Pine sawdust

Moisture content in biomass (by weight) 10%

Elemental analysis (dry basis by weight)

Carbon (C) 50.54%

Hydrogen (H) 7.08%

Oxygen (O) 41.11%

Sulfur (S) 0.57%

Also, determine the molar composition of the product gases when pine sawdust is
combusted according to the following reaction:

CxHyOz + �H2O + �(O2 + 3.76N2) → aCO2 + bH2O + cN2

16 Consider the simple gas turbine power plant shown in Figure 1.13. Air at
ambient conditions enters the air compressor at point 1 and exits after
compression at point 2. he hot air enters the combustion chamber (CC)
into which fuel is injected, and hot combustion gases exit (point 3) and
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Figure 1.13 Schematic of a gas turbine power plant.

pass through a gas turbine to produce shaft power. he hot gas expands in
the gas turbine to point 4. Natural gas (with a volumetric composition of
CH4 = 96.57%, C2H6 = 2.63%, C3H8 = 0.1%, C4H10 = 0.7%) is injected into the
combustion chamber with a mass flow rate of 2 kg/s. he compressor pressure
ratio is 7, the gas turbine inlet temperature is 1400K and the compressor isentropic
efficiency and gas turbine isentropic efficiency are 0.83 and 0.87, respectively. If
the net output power of this power plant is 15 MW, and there is no pressure drop
in the combustion chamber and heat loss in the compressor and gas turbine:
• Determine the fuel-to-air ratio, and themolar fractions of the combustion gases.
• Find the specific physical and chemical exergy values at all points.
• For a reference state of T0 = 298.15 K and P0 = 101.325 kPa, determine the

exergy destruction rate and exergy efficiency of the all components as well as
the overall cycle.

• If the compressor pressure ratio varies from 6 to 12 while other parameters are
fixed, plot the variation of system exergy efficiency with compressor pressure
ratio for various gas turbine isentropic efficiencies.

• If the gas turbine inlet temperature (GTIT) varies from 1100 K to 1500 K, plot
the variation of system exergy efficiency and total exergy destructionwithGTIT.

17 Consider a house with a floor space area of 180 m2 and average height of 2.7m.he
initial temperature of the house is uniform at 10∘C. To maintain thermal comfort
inside the house, an electric heater is turned on to raise the temperature to an
average value of 22∘C.
a) Determine the amount of energy transferred to the air assuming no air escapes

during the heating process.
b) Determine the amount of energy transferred to the air assuming some air

escapes through cracks as the heated air expands at constant pressure.
c) Determine the cost of heat for either case when the cost of electricity in the area

is $0.075/kWh.

18 Consider a solar powered steam power plant with feedwater heating, as shown in
Figure 1.14. he conditions of the steam generated in the boiler are 8600 kPa and
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Figure 1.14 Schematic of a solar powered steam power plant with feedwater heating.
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500∘C. he exhaust pressure of the turbine, 10 kPa, is constant. he saturation
temperature of the exhaust steam is therefore 45.83∘C. Allowing for slight
subcooling of the condensate, we fix the temperature of the liquid water from
the condenser at 45∘C. he feedwater pump, which operates under exactly the
conditions of the pump, causes a temperature rise of about 1∘C, making the
temperature of the feedwater entering the series of heaters equal to 46∘C. he
saturation temperature of steam at the boiler pressure of 8,600 kPa is 300.06∘C,
and the temperature to which the feedwater can be raised in the heaters is certainly
less. his temperature is a design variable, which is ultimately fixed by economic
considerations. However, a value must be chosen before any thermodynamic
calculations can be made. We have therefore arbitrarily specified a temperature
of 226∘C for the feedwater stream entering the boiler. We have also specified
that all four feedwater heaters accomplish the same temperature rise. hus, the
total temperature rise of 226–46= 180∘C is divided into four 45∘C increments.
his establishes all intermediate feedwater temperatures at the values shown in
the figure. he steam supplied to a given feedwater heater must be at a pressure
high enough that its saturation temperature is above that of the feedwater stream
leaving the heater. We have here presumed a minimum temperature difference
for heat transfer of no less than 5∘C, and have chosen extraction steam pressures
such that the Tsat values shown in the feedwater heaters are at least 5∘C greater
than the exit temperatures of the feedwater streams. he condensate from each
feedwater heater is flashed through a throttle valve to the heater at the next lower
pressure, and the collected condensate in the final heater of the series is flashed
into the condenser. hus, all condensate returns from the condenser to the boiler
by way of the feedwater heaters.
• Utilize the following solution procedure:

– Write a problem statement
– Show the cycle on a T-s diagram with respect to saturation lines
– Make appropriate assumptions and approximations
– Identify relevant physical laws
– List all relevant properties
– Write all balance equations (mass, energy, entropy, exergy)
– Do calculations through the EES software
– Determine which type of solar collector will be appropriate for this power

plant and include solar data in the calculations
– Conduct a performance evaluation in terms of energy and exergy efficiencies

(and exergy destructions)
– Discuss the results, providing reasoning and verification
– Discuss performance, environmental, and sustainability issues
– Make recommendations for better technical performance, environmental

performance and sustainability.
• Do a parametric study to show how system performance is affected by varying

the operating and environment conditions (e.g., T , P, m).
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2

Modeling and Optimization

2.1 Introduction

he need to provide more efficient and cost effective energy systems has become of
increasing importance. Greater global competition and the desire for better and more
efficient processes have resulted in the need for better design practices. During the
past decade, interest has grown in producing higher quality products at minimal cost,
while satisfying increasing concerns regarding environmental impact, safety, and other
factors, rather than developing a system that only performs a desired task. Energy use is
directly linked to well-being, living standards, and prosperity, and meeting the growing
demand for energy in a safe and environmentally responsible manner is an important
challenge. A key driver of energy demand is the human desire to sustain and improve
ourselves, our families, and our communities. here are around seven billion people on
earth, and population growth will likely lead to an increase in energy demand, which
depends on an adequacy of energy resources. In addition, increasing population and
economic development in many countries may significantly affect the environment,
because energy generation processes emit pollutants, many of which are harmful to
ecosystems. he importance of energy in daily life makes it an important priority for
the optimization of such systems.
It is often desired to optimize processes by maximizing or minimizing an objective

function. For example, the economic profit or product quality can be maximized, while
unit product cost per item and energy input can be minimized. Business success today
is strongly based on an ability to optimize processes and systems. With the advent in
recent years of new materials, such as composites and ceramics, and new manufactur-
ing processes, several traditional industries (e.g., steel processing) have faced significant
challenges and, in some cases, diminished in size, while new fields have emerged. It is
important to exploit new techniques for product improvement and cost reduction in
both traditional and new industries. Even in an expanding area such as consumer elec-
tronics, the prosperity of a company is closely connected to its ability to apply optimiza-
tion to new and existing process and system designs. Consequently, engineering design,
which has always been important, has become increasingly coupled with optimization.
Optimization is a significant tool in engineering for determining the best, or optimal,

value for a decision variable of a system. Energy engineering is a fieldwhere optimization

Optimization of Energy Systems, First Edition. Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi.
© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.
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plays a particularly critical role. Engineers involved in this area are required to answer
many questions. Some examples of these are:

• What materials should be used?
• What types of energy should be used in a given application?
• What processes or equipment should be selected for a system, and how should the

parts be arranged for the best outcome?
• What are the best characteristics for the components (e.g., size, capacity, cost)?
• What are the best process parameters (e.g., temperature, pressure, flow rate, and com-

position) of each stream interacting in a system?
• How can energy use be reduced/saved?
• How should wastes be disposed of?

In order to answer such questions, engineers are required to formulate an appropriate
optimization problem. Proper formulation is usually themost important and sometimes
the most difficult step in optimization. To formulate an optimization problem, numer-
ous elements need to be defined, including system boundaries, optimization criteria,
decision variables, and objective functions.
In this chapter, we describe several modeling techniques and optimization methods

and the formulation of an optimization problem.We cover objective functions and how
to select them for enhanced sustainability, optimization constraints for energy systems,
and optimization algorithms.

2.2 Modeling

Modeling is used to obtain information about how something behaves without actually
testing it in real life. For instance, if we want to design a heat exchanger and we are
not sure about what size would lead to low cost and high efficiency, we could develop
a model of the heat exchanger and apply it in conjunction with computer simulation to
determine the efficiency for various heat exchanger sizes. In modeling a heat exchanger,
we obtain useful insights that inform decisions we may make for the heat exchanger,
without actually building the device.
he use of modeling and simulation in engineering is well recognized and accepted.

To ensure that the results of a simulation are realistic and representative of the physical
application, engineering practitioners need to understand the assumptions, concepts,
and implementation constraints of this field. Otherwise simulation results may not be
applicable in design and construction of a product. Modeling and simulation provide
several benefits for engineers, of which some of the main ones are:

• Modeling is an attractive method since it is generally less expensive and safer than
performing experiments with a prototype of the final product or actual system.

• Modeling can often be even more realistic than conventional experiments, as it can
permit environment parameters found in the operational application field of a prod-
uct or process to be easily varied. In addition, modeling can be used to perform para-
metric studies in order determine the effects of varying selected design parameters
on performance, thereby enhancing understanding of a product or process.

• Modeling can often be conducted faster than experimentation and testing.his allows
models to be used for efficient analyses of alternative options, especially when the
necessary data to initialize a simulation is obtainable from operational data.
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he study of physical phenomena in engineering involves two major steps. In the
first, all variables that affect phenomena are identified and reasonable assumptions
and approximations are made for each, appropriate physical laws and principles are
invoked, and the problem is formulatedmathematically. In the second step, the problem
is solved using an appropriate approach, and the results are presented. Reasonably
accurate results to meaningful practical problems can often be obtained with relatively
little effort using suitable and realistic mathematical models. he development of
models requires a good knowledge of the natural phenomena involved and relevant
laws. An engineer experienced in the modeling of practical problems is usually able to
decide between an accurate but complex model and a simple but relatively inaccurate
model. he appropriate choice normally depends on the situation. It is usually the
simplest model that provides sufficient results for the problem under consideration. For
example, we can model and analyze the heat losses from a building in order to select
the correct size for a heater in the building; we determine the heat losses under extreme
conditions and select a furnace that can provide sufficient energy to offset those losses.
he development of an accurate and complex model is usually not overly difficult.
At the minimum, a model should reflect the essential features of the corresponding

physical problem. Many real problems can be analyzed with simple models. Note that
the results obtained from an analysis are only as accurate as the assumptions made to
simplify the analysis. A solution that is not consistent with the observed nature of the
problem is too crude and cannot be used reasonably. Figure 2.1 illustrates how a system
can be modeled in order to determine outputs. From this figure, it can be observed
that an accurate model depends on several factors such as reasonable assumptions

System

Mathematical
Equations

Outputs of the
Modeling

Reasonable
Assumptions 

Physical Laws

Solution Techniques

Input Variables

Figure 2.1 Flowchart of the mathematical modeling of a system.
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and applying relevant laws that can simulate the system well. Modeling is a key tool
in energy engineering as it can predict the behavior of an energy system, and form a
foundation for optimization. If modeling is inaccurate, optimization results become
unrealistic and unusable. hus, modeling needs to be carefully carried out before
optimization is performed.
Validation of models is normally required. his becomes increasingly important for

cases of advanced energy systems that are complicated and unknown. his objective
can be achieved by using selected inputs as the real case for subsystems of the advanced
energy system, and then comparing the outputs to ensure the validity and correctness
of the model.
here are two approaches in modeling: descriptive and predictive. Most people are

familiar with descriptive modeling, which is used to describe and explain technical and
other phenomena. Examples of descriptive models in engineering include models for
heat exchangers and heat pumps, which are useful for explaining how such devices
work.hesemodels can be three-dimensionalmock ups,made of plastic ormetal, which
shows the internal mechanisms. Such descriptive models are often used to improve
understanding of physical principles.
Predictive models are used to predict the performance of a system and consequently

are of great importance in engineering design and optimization. For instance, the
equations governing the temperature distribution inside a wall with a given thickness
and constant thermal conductivity represent a predictive model because they permit
the temperature variation with time and position inside the wall to be obtained. Model-
ing is particularly important in energy system engineering and thermal design because
of the complex nature of the transport phenomena.he complexity results in part from
the variations of a system and its parts with time and location, the boundary conditions
applicable to a given problem, heat and mass transfer effects, and complexities in
material properties. Numerous types of predictive models have been developed to
represent a wide range of energy systems. Each model has its own characteristics and
usually is appropriate for specific applications.
he emphasis of this chapter is on predictive models for thermal systems subject

to various operating conditions and design parameters. Such models can be used for
optimization activities, as covered in subsequent chapters. Since thermodynamic mod-
eling plays a significant role in thermal systems analysis, we present below models for
selected general components of such systems. hese components are widely employed
in traditional and advanced energy systems, such as power plants, petrochemical plants,
cogeneration and trigeneration plants, hydrogen production systems, and thermal
energy storage systems.

2.2.1 Air compressors

An air compressor is a device that uses electrical power (usually from an electric motor,
a diesel engine, or a gasoline engine) to compress air by pressurizing it. he air can be
stored and/or released on demand for various applications. Numerous types of air com-
pressor exist, including positive-displacement or negative-displacement types. We can
model an air compressor using energy balances and other relations, and such models
can be used for optimizing air compressors considering thermodynamic and other fac-
tors. Figure 2.2 shows a thermodynamic model of an air compressor (AC) as a control
volume.
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Figure 2.2 Model of an air compressor.
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For the air compressor, we can write expressions for the outlet temperatureT2 and the
work rate requirement ẆAC, respectively, as follows:

T2 = T1

{
1 +

1
�AC

[
r

�a−1

�a

AC − 1

]}
(2.1)

ẆAC = ṁaCpa(T2 − T1) (2.2)

Here, �a = cp∕cv. Also, ṁa denotes air mass flow rate, �AC compressor isentropic effi-
ciency, and cpa specific heat at constant pressure of air, which can be expressed a function
of temperature as follows [1]:

cpa = 1.048 −
3.837 × T

104
+

9.453 × T2

107
−

5.490 × T3

1010
+

7.929 × T4

1014
(2.3)

he temperature T1 is the air temperature entering the compressor (which is often at
ambient conditions). Note that usually T2 > T1 since compression warms the air.

2.2.2 Gas Turbines

A turbine is a rotary mechanical device that extracts energy from a pressurized flow
and converts it to useful work. A typical turbine has a rotor assembly: a moving part
consisting of a shaft or drum with blades attached. Turbines are widely used in power
generation, petrochemical processing, liquefaction, and other applications. here are
various turbine types, with varying work outputs and operating on specific cycles. hus
we have gas turbines, steam turbines, wind turbines, and hydraulic turbines.
Here, we consider a gas turbine, which is commonly used in gas turbine power

plants and cogeneration facilities. A thermodynamic model of a gas turbine is shown in
Figure 2.3. To model the gas turbine, we typically need to be able to calculate its outlet
temperature. he gas turbine outlet temperature can be written a function of the gas
turbine’s isentropic efficiency �GT, inlet temperature T3 and pressure ratio P3∕P4, as
follows:

T4 = T3(1 − �GT

⎛
⎜⎜⎝
1 −

(
P3

P4

) 1−�g

�g
⎞
⎟⎟⎠

(2.4)



38 Optimization of Energy Systems

T3

T4

Gas
Turbine

WGT

Figure 2.3 Model of a gas turbine.

he gas turbine output power can be expressed as

ẆGT = ṁgCpg(T3 − T4) (2.5)

Here, ṁg is the gas turbine mass flow rate, which is calculated as follows:

ṁg = ṁf + ṁa (2.6)

he net output power of a gas turbine cycle can be expressed as

Ẇnet = ẆGT − ẆAC (2.7)

he specific heat Cpg is taken to be a function of temperature as follows [1]:

Cpg(T) = 0.991 +

(
6.997T

105

)
+

(
2.712T2

107

)
−

(
1.2244T3

1010

)
(2.8)

hese equations allow us to predict the effect of gas turbine inlet pressure, isentropic
efficiency, and expansion ratio on gas turbine outlet power.

2.2.3 Pumps

A pump is a device that pressurizes and/or moves liquids, by mechanical action. Pumps
can be classified into three major groups according to the method they use to move the
fluid: direct lift, displacement, and gravity. Pumps are commonly driven by electricity,
although they can also be linked with and driven by such devices as engines and wind
turbines. Pumps come inmany sizes, ranging frommicroscopic, for use inmedical appli-
cations, to large, for power generation and industrial processes. Pumps are commonly
employed in thermodynamic cycles where pressure increases of liquids are required,
for example, Rankine cycles, absorption refrigeration systems, cogeneration systems,
cryogenic energy storage systems, desalination units, and other energy systems. In large
power plants, the main pump, called the boiler feed pump, consumes about 2–4% of the
net electrical output of the plant.
Figure 2.4 shows a thermodynamic model of a typical pump with fluid inlets and out-

lets. Writing the energy rate balance for the control volume around the pump gives

Ẇ = ṁ�(P2 − P1) (2.9)

where � denotes the specific volume of the fluid and ṁ the fluid mass flow rate through
the pump.he outlet enthalpy of a pump is in the subcooled region and can be expressed
as follows:

h2 = h1 +
Ẇ

ṁ
(2.10)
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Figure 2.4 Model of a pump.
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Figure 2.5 Model of a heat exchanger.
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Substituting Equation 2.9 into Equation 2.10 yields:

h2 = h1 + �(P2 − P1) (2.11)

Hence, the outlet enthalpy of the pump is a function of inlet enthalpy and pressure dif-
ference across the pump. he outlet pressure and outlet enthalpy of a pump are often
defined, allowing the outlet temperature to be calculated straightforwardly using ther-
modynamic tables or other sources of property data.

2.2.4 Closed Heat Exchanger

Figure 2.5 shows a model of a closed heat exchanger. Considering the heat exchanger as
a control volume and treating it as adiabatic, an energy rate balance can be written as:

ṁhihhi + ṁcihci = ṁhehhe + ṁcehce (2.12)

Here, it is assumed that heat loss from the heat exchanger is negligible, although a term
to account for heat loss can be added to Equation 2.12 straightforwardly. Also, kinetic
and potential energy are neglected. he enthalpy change is generally determined using
thermodynamic tables.
A condenser is an example of a heat exchanger commonly used in power plants. In the

condenser of a steam power plant, expanded steam from the turbine outlet is condensed
and conveyed to pumps as a saturated liquid.
In a closed heat exchanger, the amount of heat removed from the hot fluid can be

expressed as a function of its enthalpy drop as:

ΔQ = ṁhi(hhi − hhe) (2.13)

his is equal to the heat gained by the cold fluid:

ΔQ = ṁci(hce − hci) (2.14)

When a substance flowing through a heat exchanger can be treated as ideal gas, the
following equation can be used for the specific enthalpy difference:

hi − he = ∫
e

i

CpdT (2.15)
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Figure 2.6 Model of a heat exchanger.

2.2.5 Combustion Chamber (CC)

A combustion chamber is a device in which fuel is burned. Combustion chambers are
widely used in engines, power plants and cogeneration plants. Figure 2.6 presents a
model of a general combustion chamber.he outlet properties of the combustion cham-
ber are dependent on the air mass flow rate, the fuel flow rate and lower heating value
(LHVf ) and the combustion chamber efficiency �cc. hese terms are related as follows:

ṁah1 + ṁf LHVf = ṁgh3 + (1 − �cc) ṁf LHVf (2.16)

he combustion chamber outlet pressure is determined by considering the pressure
drop across the combustion chamber ΔPcc as follows:

P3

P2

= 1 − ΔPCC (2.17)

he combustion reaction occurring and its species coefficients can be expressed as
follows:

ṅf

ṅa
= � (2.18)

where � is the fuel-to-air ratio on a molar basis. Hence,

ṅP
ṅa

=
ṅa + ṅf

ṅa
= � + 1

Consider as an example a gas turbine power plant.hen, the fuel in Figure 2.6 is natural
gas, which can be modeled as pure methane (CH4). Typically, the combustion chamber
heat loss is about 2% of the energy input with fuel.
On a per mole of air basis, the combustion equation occurring in the combustion

chamber can be written as

� CH4 + [0.7748 N2 + 0.2059 O2 + 0.0003 CO2 + 0.019 H2O]

→ [� + 1][xN2
N2 + xO2

O2 + xCO2
CO2 + xH2O

H2O] (2.19)

To find themolar fractions of combustion gases, carbon, hydrogen, oxygen, and nitrogen
balances are written as follows:

xN2
=

0.7748

� + 1
, xO2

=
0.2059 − 2�

� + 1

xCO2
=

0.0003 + �

� + 1
, xH2O

=
0.019 + 2�

� + 1

Lenovo
Highlight

Lenovo
Highlight
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he molar breakdown of the combustion gases can be found once � is determined. An
energy rate balance is used to determine the fuel-air ratio � as follows:

Q̇CV − ẆCV + ṅf hf + ṅaha − ṅPhP = 0 (2.20)

Since the heat loss from the combustion chamber is 2% of lower heating value of the fuel,

Q̇CV = −0.02 nf LHV = ṅa(−0.02� × LHV ) (2.21)

Combining the above two equations yields

−0.02h LHV + ha + �hf − (1 + �)hP = 0

Employing ideal gas mixture principles to calculate the molar enthalpies of the air and
combustion gases, we obtain:

ha =
[

0.7748 hN2
+ 0.2059 hO2

+ 0.0003 hCO2
+ 0.019 hH2O

]

at T1

hP =
1

� + 1
[

0.7748 hN2
+ (0.2059 − 2�)hO2

+ (0.0003 + �)hCO2
+ (0.019 + �) hH2O

]

at T3

hen, solving the energy rate balance for � yields:

� =
0.7748 ΔhN2

+ 0.2059 ΔhO2
+ 0.0003 ΔhCO2

+ 0.019 ΔhH2O

hf − 0.02LHV − (−2hO2
+ hCO2

+ 2hH2O
)(T4)

(2.22)

his equation allows themolar fractions of the combustion gases exiting the combustion
chamber to be determined.

2.2.6 Ejector

An ejector, which acts as a kind of pump, uses the Venturi effect of a converging–
diverging nozzle to convert the mechanical energy (pressure) of a motive fluid to kinetic
energy (velocity), creating a low pressure zone that draws in and entrains a suction
fluid. After passing through the throat of the injector, the mixed fluid expands and
the velocity is reduced, recompressing the mixed fluids by converting velocity back to
pressure. he motive fluid may be a liquid, steam or any other gas.
he process occurring in an ejector (Figure 2.7) is assumed to be steady state, one

dimensional, and adiabatic, and nowork is done during the process.he velocities at the
inlet and outlet of the ejector can be considered negligible [2]. For simplicity, the effect
of losses in the nozzle, mixing section, and diffuser are accounted for by the efficiency
for each section of the ejector. In this study, the primary motive flow enters the ejector
at point 1, and the suction flow exits the evaporator at point 2.
he process in the ejector includes expansion of the high pressure prime motive flow

through the nozzle, mixing with the low pressure secondary flow in the mixing section
at constant pressure, and pressurization in the diffuser where the kinetic energy of the
flow is converted to pressure head. he flow exits the ejector at point 3. An important
parameter for the secondary flow is the entrainment ratio, defined as

� =
ṁ2

ṁ1

(2.23)
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Figure 2.7 Model of ejector and pressure profile through it. Source: Adapted fromWang 2009.

In the nozzle section in Figure 2.7, the inlet velocity of the primary flow Vpf,n1 is negli-
gible, so the exit enthalpy and velocity of the primary flow can be expressed as:

Vpf ,n2
=
√

2�noz(hpf ,n1
− hpf ,n2,s

) (2.24)

where hpf ,n1
is the specific enthalpy at point 30, hpf ,n2,s

is the specific enthalpy of the pri-
mary flow exiting after isentropic expansion, and �noz is the nozzle efficiency.
A momentum conservation equation for the mixing chamber area gives:

ṁ1Vpf ,n2
+ ṁ2Vsf ,n2

= (ṁ1 + ṁ2)Vmf ,m,s (2.25)

Neglecting the secondary flow velocity Vsf ,n2
compared to the primary flow velocity

Vpf ,n2
, the exit velocity of the mixed flow Vmf ,m,s is expressible as

Vmf ,m,s =
Vpf ,n2

1 + �
(2.26)

he mixing chamber efficiency can be expressed as:

�mix =
V 2
mf ,m

V 2
mf ,m,s

(2.27)

herefore, the actual velocity of the mixed flow is

Vmf ,m =
Vpf ,n2

√

�mix

1 + �
(2.28)

An energy equation for the mixing chamber gives:

ṁ1

(

hpf ,n2
+

V 2
pf ,n2

2

)

+ ṁ2

(

hsf ,n2
+

V 2
sf ,n2

2

)

= ṁ3

(

hmf ,m +
V 2
mf ,m

2

)

(2.29)
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By simplifying this equation and using Equations. (2.23) and (2.28), the specific enthalpy
of the mixed flow is obtained:

hmf ,m =
hpf ,n1

+ �hsf ,n2

1 + �
−

V 2
mf ,m

2
(2.30)

In the diffuser section, the mixed flow converts kinetic energy to a pressure increase.
Assuming the exit velocity of themixed flow to be negligible and considering the diffuser
efficiency, the actual exit enthalpy of the mixed flow can be calculated as

h3 = hmf ,m + (hmf ,d,s − hmf ,m) ∕�dif (2.31)

where hmf ,d,s is the ideal exit specific enthalpy of the mixed flow for isentropic compres-
sion, and �dif is the diffuser efficiency.
Using these equations, the entrainment ratio is expressed as [2]:

� =

√

�noz�mix�dif
h1 − ha
h2 − hb

− 1 (2.32)

where �noz, �mix and �dif are the nozzle, mixing chamber, and diffuser efficiencies,
respectively.

2.2.7 Flat Plate Solar Collector

Flat plate solar collectors are being used for domestic hot water heating and for space
heating, applications where the required temperature is low. Many models of flat plate
collectors are available. Water enters the solar collector and is heated, and the rate of
heat gain by the working fluid can be written as

Q̇u = ṁCp(Tout − Tin) (2.33)

where Tout,Tin,Cp and ṁ are the water outlet temperature, inlet temperature, specific
heat at constant pressure and mass flow rate. he Hottel-Whillier equation for the heat
gained by a flat plate collector considering heat losses from the collector is used [3]:

Q̇u = APFR[(��)I − QL] (2.34)

where (��) is the optical efficiency, I is solar radiation intensity, T0 is the ambient tem-
perature and the FR is heat removal factor, expressible as:

FR =
ṁCp

UlAP

[

1 − e

{
−

F′UlAP

ṁCp

}]
(2.35)

Here, F ′ is the collector efficiency factor and Ul is the overall collector loss coefficient.
Also, QL in Equation 2.34 can be written as:

QL = Ul(Tin − T0) (2.36)

he energy efficiency of the flat plate solar collector is expressed as:

� =
Q̇u

IAP

(2.37)
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2.2.8 Solar Photovoltaic Thermal (PV/T) System

Photovoltaic/thermal solar collectors, also known as hybrid PV/T or PVT systems,
convert solar radiation into thermal and electrical energy. As a PV panel temperature
increases, its efficiency drops; we can therefore improve the efficiency of a PV/T
collector by cooling it. Such systems combine a photovoltaic cell, which converts the
electromagnetic radiation of the sun into electricity, with a solar thermal collector,
which captures the remaining solar input energy to provide heating. By harvesting both
electricity and heat, this device achieves a higher exergy output and is more efficient
than a solar photovoltaic (PV) or solar thermal collector alone.
Tomodel a PV/T system,we calculate the electrical power produced by the PVmodule

as follows [4]:

Ẇ = �c İ�c�gA (2.38)

where �c is the solar cell efficiency, �c is the packing factor of solar cell and �g is the
transitivity of the solar panel glass and A is the solar collector area (in m2). he rate of
useful thermal energy obtained from the PV/T air collector can thus be expressed as
follows:

Q̇solar =
ṁairCpair

UL

{(hP2ZZİ) −UL(Tair,in − T0)} × 1 − exp

(
−bULL

ṁairCpair

)
(2.39)

where

Z = �b�g
2(1 − �c) + hP1G�g�c(�c − �c) (2.40)

Here �c denotes the absorptivity of the solar cell and �b the absorptivity of a black sur-
face. In Equation 2.39, UL is the overall heat transfer coefficient between the solar cell
and the ambient environment through the top and back surfaces of the insulation. he
air outlet temperature of the PV/T panel is calculated based on its energy balance:

Tair,out =

[
T0 +

hP2GZİ

UL

] ⎧⎪⎨⎪⎩
1 −

1 − exp
(

−bULL

ṁairCpair

)

bULL

ṁairCpair

⎫⎪⎬⎪⎭
+ Tair,in

⎡⎢⎢⎢⎣

1 − exp
(

−bULL

ṁairCpair

)

bULL

ṁairCpair

⎤⎥⎥⎥⎦
(2.41)

he thermal efficiency of the PV/T collector is expressed as

�th =
Q̇

İbL
(2.42)

Here, İ is the solar intensity and b and L are the width and length of the PV/T panel.

2.2.9 Solar Photovoltaic Panel

Solar photovoltaic (PV) technology converts renewable energy directly into electricity.
PV systems are used in many buildings, including almost all net-zero energy buildings.
In urban and suburban areas, PV modules are often mounted on roofs of houses and
non-residential buildings.
he modeling of a PV system is described in this section. he performance of a solar

cell is normally evaluated under standard conditions for an average solar spectrumwith
an air mass coefficient (AM) of 1.5, which corresponds to a solar zenith angle Z of 48.20,
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Figure 2.8 Equivalent circuit of a PV cell. I

Rs

IDV

IL

and an irradiance normalized to 1000W∕m2. A primary electric model of a PV cell con-
tains a current source and a diode (see Figure 2.8). Applying basic circuit laws allows the
cell terminal voltage to be determined as

I = IL − ID (2.43)

Here, the light current IL depends on the solar irradianceG and the cell temperature Tc,
and is calculated according to design reference conditions:

IL =

(
G

Gref

)
(IL,ref + kt(Tcell − Tref)) (2.44)

where the values ofGref , IL,ref , Tref , and kt are given by manufacturers. he cell tempera-
ture is a function of wind speed, solar irradiance, and ambient temperature, and can be
determined (in ∘C) with the following correlation:

Tcell = 0.943T0 + 0.028G − 1.528Vwind + 4.3 (2.45)

which was developed by Chenni et al. [5] using experimental data for six solar cell tech-
nologies. Chenni et al. state that the dependencies of the cell temperature on ambient
temperature, solar irradiance, and wind speed are fairly independent of location.
he diode current ID is given as a function of the reverse saturation current I0 and

the cell terminal voltage and current. he diode current is expressed by the Shockley
equation as

ID = I0

[
exp(

q(V + IRs)

�kTc

− 1

]
(2.46)

whereV denotes the terminal voltage (V), I the saturation current (A), � the shape factor,
Rs the series resistance, q the electron charge, and k the Boltzmann constant.he reverse
saturation current is defined as:

I0 = DT3
cell exp

(
−q�G
AkTcell

)
(2.47)

where D is the diode diffusion factor, and �G is the material bandgap energy, which is
1.12 eV for Si and 1.35 eV for Ga. he reverse saturation current is calculated using
Equation 2.47 at two temperatures in order to eliminateD.herefore, I0 can be expressed
as follows:

I0 = I0,Ref

(
Tcell

Tref

)3

exp

[(q�G
Ak

)(
1
Tref

−
1

Tcell

)]
(2.48)
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Further details of the derivations are presented by Chenni et al. [5]. herefore, the I-V
characteristics of the PV modules can generally be expressed as [5]:

I =

(
G

Gref

)
(IL,ref + kt(Tcell − Tref )) − I0

[
exp

(
q(V + IRs)

γkTcell

)
− 1

]
(2.49)

where q and k are the electron charge and the Boltzmann constant, respectively, Rs is the
series resistance, and � is the shape factor, which is a function of the completion factor
and the number of cells in the module, and which is defined as:

� = ANCSNS (2.50)

Here,NCS andNS are the number of cells connected in series and the number ofmodules
connected in series respectively. Such data are usually available in PV module cata-
logs. he power output of the PV cell is the product of its terminal current and voltage.
Equation 2.49 has a nonlinear characteristic and the point at which the maximum cur-
rent and voltage occurs is called the maximum power point:

Pmp = ImpVmp (2.51)

he following implicit expression can be used to calculate the maximum current of the
PV cell [5]:

Imp +
(Imp − IL − I0)

[
ln

(
IL−Imp

I0
+ 1

)
−

qImpRs

kγTref

]

1 + (IL − Imp + I0)
qRs

kγTref

= 0 (2.52)

his expression can be solved using the Newton–Raphson method. At the maximum
power point, the first derivative of power with respect to voltage is zero. Rearranging
the consequent equations results in an explicit expression for the maximum voltage as
a function of the maximum terminal current:

Vmp =
kTref

q
ln

(
IL − Imp

I0
+ 1

)
− ImpRs (2.53)

he control system for the PV system is designed so that the system operates at the
maximumpower point.henew values ofmaximumpower point voltage andmaximum
power point current are obtained from the I–V characteristic curve and Equation 2.53
simultaneously at new climatic and operating conditions (Figure 2.9).
he electrical efficiency of a PV module can be defined as the ratio of actual electrical

output to input solar energy incident on the PV surface [5]:

�el =
VMPIMP

S
(2.54)

To model PV panels in this book, silicon photovoltaic modules manufactured by Sun
Power Corporation with the specifications in Table 2.1 are selected. To validate the sim-
ulation code developed in Matlab software, the outputs of various simulation codes are
compared with data provided in the literature and manufacturer’s catalogs. Figure 2.9
compares results from the simulation code and reference [5]. he results of the PV sim-
ulation solar panel’s I-V characteristic curves for the standard test condition irradiance
of 1000W∕m2 and a reference temperature of 25 ∘C are shown in Figure 2.9. he maxi-
mum power point at the standard test condition is observed to vary by only 1.1% from
the manufacturer’s reported values.
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Figure 2.9 Validation of PV simulation results with experimental data.

Table 2.1 PV module specifications/parameters.

Parameter Value

Short circuit current, ISC (A) 5.75

Open circuit voltage VOC (V) 47.7

Maximum point current, IMP (A) 5.45

Maximum point voltage, VMP (A) 41

Array area, A (m2) 1.24

Number of cells in modules, NCS 72

Number of cells in modules, NS 7

Temperature coefficient of short circuit (A/∘C) 3.5 × 10−3

Temperature coefficient of open circuit (A/∘C) −1.36 × 10−1

Series resistance (Ω) 0.041

Reference total irradiance (W∕m2) 1000

Reference light current (A) 6.81

Reference temperature (∘C) 25

Wind speed (m/s) 5

2.3 Optimization

From a mathematical point of view, optimization is the process of maximizing or min-
imizing a function subject to several constraints, for a number of variables, for each of
which a range exists [5]. Put more simply and practically, optimization involves finding
the best possible configuration for a given problem subject to reasonable constraints.
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When an optimization problem involves only one objective function, the task of
finding the optimum solution is called single objective optimization. Single objective
optimization thus considers the solution to the problem with respect to just one
criterion. Single objective optimization has been applied for decades to a wide range of
applications.
heneed to considermore than one objective function and the importance of doing so

led to the advent of multi-objective optimization. Inmanagement disciplines, such opti-
mization problems are commonly known as multiple criterion decision-making. Most
real world optimization problems inherently involve multiple objective functions. he
principles and intent of optimization cannot be reasonably applied with only one objec-
tive function when other objectives are also important.
Some important optimization concepts and terms are described and defined in the

next four subsections.

2.3.1 System Boundaries

he first step in any optimization problem is to define the system boundaries. All sub-
systems that affect system performance should be included. When the system is overly
complex, it is often desirable to divide it into smaller subsystems. In this case, it is
often reasonable to carry out optimization on each subsystem independently, that is,
sub-optimization of the subsystems is performed.

2.3.2 Objective Functions and System Criteria

he next step in an optimization problem is to define the system criteria, which are
sometimes called objective functions. An objective function is based on the desire or
purpose of the decision maker, and it can be either maximized or minimized. Opti-
mization criteria can vary widely. For instance, optimization criteria can be based on
economic aims (e.g., total capital investment, total annual levelized costs, cost of exergy
destruction, cost of environmental impact), efficiency aims (e.g., energy, exergy, other),
other technological goals (production rate, production time, total weight), environmen-
tal impact objectives (reduced pollutant emissions), and other objectives.
Note that we can consider more than one objective function when solving for the

optimal solution for an optimization problem, via multi-objective optimization.

2.3.3 Decision Variables

Another essential step in formulating an optimization problem is the selection of inde-
pendent decision variables that adequately characterize the possible design options. To
select decision variables, it is important to (a) include all important variables that can
affect the performance and cost effectiveness of the system, (b) not include variables
of minor importance, and (c) distinguish among independent variables whose values
are amenable to change. In a given optimization problem, only decision variables are
changing. Variables whose values are calculated from the independent variables using
mathematical models are dependent variables.

2.3.4 Constraints

he constraints in a given design problem arise due to limitations on the ranges of
the physical variables, basic conservation principles which must be satisfied, and
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other restrictions. Restrictions on variables may arise due to limitations on the space,
equipment, and materials that are employed. hat is, we may restrict the physical
dimensions of a system, the temperatures (high and/or low) that components can
attain, maximum allowable pressure, material flow rate and force generated, and so
on. Also, minimum values of the temperature may be specified for thermoforming of
a plastic and for ignition to occur in an engine. hus, both minimum and maximum
values of design variables may be involved in constraints.
Many constraints in thermal systems arise because of conservation laws, particularly

those related to mass, momentum, and energy. For instance, under steady state con-
ditions, mass inflow to a system must equal mass outflow. his condition gives rise to
an equation that must be satisfied by the relevant design variables, thus restricting the
values that may be employed in the search for an optimum. Similarly, energy balance
considerations are important in thermal systems and may limit the range of tempera-
tures, heat fluxes, dimensions, and so on, that may be used.
Several such constraints are often satisfied during modeling and simulation because

the governing equations are based on conservation principles. In this way, the objec-
tive function being optimized already considers these constraints. In such cases, only
the additional limitations that define the boundaries of the design domain remain to be
considered.

2.3.5 OptimizationMethods

2.3.5.1 Classical Optimization

Classical optimization techniques are useful for finding the optimum solution or uncon-
strainedmaximum orminimum of continuous and differentiable functions. Some spec-
ifications for classical optimization can be selected based on this understanding, as
described below:

• hese are analytical methods that make use of differential calculus in locating the
optimum solution.

• Classical methods have limited scope in practical applications as these often involve
objective functions that are not continuous and/or differentiable.

• hese methods assume that the function is differentiable twice with respect to the
design variables and that the derivatives are continuous.

• hree main types of problems can be handled by classical optimization techniques:
– Single variable functions.
– Multivariable functions with no constraints.
– Multivariable functions with both equality and inequality constraints. In problems

with equality constraints, the Lagrangemultiplier method can be used. If the prob-
lem has inequality constraints, the Kuhn-Tucker conditions can be used to identify
the optimum solution.

2.3.5.2 Numerical OptimizationMethods

Several categories of this optimization technique exist:

• Linear programming: Applies to the case in which an objective function f is lin-
ear and the set A, where A is the design variable space, is specified using only linear
equalities and inequalities.

• Integer programming: Applies to linear programs in which some or all variables are
constrained to take on integer values.
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• Quadratic programming: Allows the objective function to have quadratic terms,
while the set Amust be specified with linear equalities and inequalities.

• Nonlinear programming: Applies to the general case in which the objective function
or the constraints or both contain nonlinear parts.

• Stochastic programming: Applies to the case in which some of the constraints
depend on random variables.

• Dynamic programming: Applies to the case in which the optimization strategy is
based on dividing the problem into smaller sub-problems.

• Combinatorial optimization: Concerns problems where the set of feasible solutions
is discrete or can be reduced to a discrete one.

• Evolutionary algorithm: Involves numerical methods based on random search.

2.3.5.3 Evolutionary Algorithms

An evolutionary algorithm utilizes techniques inspired by biological evaluation, repro-
duction, mutation, recombination, and selection. he candidate solutions to the opti-
mization problem play the role of individuals in a population, and a fitness function
determines the environment within which the solutions “live.” Evolutionary algorithm
methods include genetic algorithms (GAs), artificial neural networks (ANNs), and fuzzy
logic. hese approaches are discussed further below. Each of the approaches is available
in toolboxes developed by Math Works and can thus be used straightforwardly with
Matlab software.

Genetic Algorithm A genetic algorithm is a search method used for obtaining an opti-
mal solution. he method is based on evolutionary techniques that are similar to pro-
cesses in evolutionary biology, including inheritance, learning, selection, and mutation.
he process starts with a population of candidate solutions called individuals, and pro-
gresses through generations, with the fitness of each individual being evaluated. Fitness
is defined based on the objective function. hen multiple individuals are selected from
the current generation based on fitness and modified to form a new population. his
new population is used in the next iteration and the algorithm progresses toward the
desired optimal point (Goldberg, 1989; Schaffer, 1985).
In a genetic algorithm, a population of candidate solutions—called individuals, crea-

tures, or phenotypes—to an optimization problem evolves toward better solutions. Each
candidate solution has a set of properties that can be mutated and altered; traditionally,
solutions are represented in binary as strings of 0 s and 1 s, but other encodings are also
possible. he evolution usually starts from a population of randomly generated individ-
uals, and is an iterative process, with the population in each iteration called a generation.
In each generation, the fitness of each individual in the population is evaluated; the fit-
ness is usually the value of the objective function in the optimization problem to be
solved.he more fit individuals are stochastically selected from the current population,
and each individual’s genome is modified to form a new generation.he new generation
of candidate solutions is then used in the next iteration of the algorithm. Commonly,
the algorithm terminates when either a maximum number of generations has been pro-
duced, or a satisfactory fitness level has been reached for the population.
Some advantages of using genetic algorithms for optimization are:

• Genetic algorithms can solve any optimization problem that can be described with
the chromosome encoding.
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• Genetic algorithms can provide multiple solutions for problems.
• Since the genetic algorithm execution technique is not dependent on the

error surface, they can be utilized to solve multi-dimensional, non-differential,
non-continuous, and even non-parametrical problems.

• Structural genetic algorithms provide the possibility of solving solution structures
and solution parameter problems simultaneously.

• Genetic algorithms are easy to understand and require little knowledge of mathemat-
ics.

• Genetic algorithms are easily transferred to existing simulations and models.

Artificial Neural Network Artificial neural networks (ANNs) are interconnected groups
of processing elements, called artificial neurons, similar to those in the central nervous
system of the body. he approach is thus analogous to some elements of neuroscience.
he characteristics of the processing elements and their interconnections determine the
processing of information and themodeling of simple and complex processes. Functions
are performed in parallel and the networks have both non-adaptive and adaptive ele-
ments, which change with the inputs and outputs and the problem.he ANN approach
leads to nonlinear, distributed, parallel, local processing and adaptive representations
of systems.

2.4 Multi-objective Optimization

Optimal conditions are generally strongly dependent on the chosen objective function.
However, several aspects of performance are often important in practical applications.
In thermal and energy systems design, efficiency (energy and/or exergy), production
rate, output, quality, and heat transfer rate are common quantities that are to be maxi-
mized, while cost, input, environmental impact, and pressure are quantities to be min-
imized. Any of these can be chosen as the objective function for a problem, but it is
usually more meaningful and useful to consider more than one objective function.
Users of simple optimization are able to determine the minimum and maximum of a

single variable function, and can utilize first and second derivative techniques to find the
optimal value of a given function. At the advanced level, users of optimization are able to
find an optimum value of multivariable functions. In addition, they are can solve multi-
variable optimization problemswith constraints. Constrained optimization is an impor-
tant subject in practice science since most real world problems contain constraints.
Multi-objective optimization has been extensively used and studied.here exist many

algorithms and application case studies involving multi-objective optimization.
One of the common approaches for dealing with multiple objective functions is to

combine them into a single objective function that is then minimized or maximized.
For example, in the design of heat exchangers and cooling systems for electronic
equipment, it is desirable to maximize the heat transfer rate. However, this often comes
at the cost of increased fluid flow rates and corresponding frictional pressure losses. A
multi-objective optimization problem has objective functions that are either minimized
or maximized. As with single objective optimization, multi-objective optimization
involves several constraints that any feasible solution including the optimal solution
must satisfy.
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A multi-objective optimization problem can be formulated as:

Minimize∕maximize fn(x) n = 1, 2,…N

Subject to gj(x) > 0 j = 1, 2,… J

hk(x) = 0 k = 1, 2,…K

xi
(L) ≤ xi ≤ xi

(U) i = 1,2,…n

A solution of this problem is x, which is a vector of n decision variable or design param-
eters. he last set of constraints here is called the variable bounds, which restrict the
searching bound. Any solution of the decision variables should lie within a lower bound
(x(L)

i
)and upper bound (x(U)

i
). To illustrate, we consider two objective functions,OF1 and

OF2. We assume that these are to be minimized (although maximization can be sim-
ilarly handled since it is equivalent to minimization of the negative of the function).
Figure 2.10a shows values for the two objective functions at five design points. Design 2
is clearly seen in this figure to be preferable to design 4 because both objective functions
are smaller for design 2 compared to design 4. Similarly, design 3 is preferable to design
5. In addition, designs 1, 2, and 3 are not dominated, by any other designs.
he set of non-dominated designs is introduced as the Pareto frontier, representing

the best collection of design points.his is shown in Figure 2.10b. Note that any point on
the Pareto frontier can be considered as an optimal design condition. he selection of a
specific design from the set of points constituting the Pareto frontier is at the discretion
of the decision maker, typically an engineer or designer.

2.4.1 Sample Applications of Multi-objective Optimization

Multi-objective optimization has a broad range of applications in the real world, from
aircraft design to petrochemical plant design. Here, we briefly discuss some of the main
practical applications of multi-objective optimization.

2.4.1.1 Economics

In economics, many problems involve several objectives along with some constraints
that affect what combinations of the objectives are attainable. For example, consumer
demand for various goods is determined by the process of maximization of the utili-
ties derived from those goods, subject to a constraint based on how much income is
available to spend on them and their prices. hese constraints allow more of one good
to be purchased only at the sacrifice of consuming less of another good; therefore, the
various objectives are in conflict with each other. A common method to analyze such a
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problem is to use a graph of indifference curves, representing preferences, and a budget
constraint, representing the trade-offs with which the consumer is faced.

2.4.1.2 Finance

In finance, a common problem is to choose a portfolio when there are two conflict-
ing objectives. he desire is for the expected value of portfolio returns to be as high
as possible. his problem is often represented by a graph in which the efficient fron-
tier shows the best combinations of risk and expected return that are available, and
in which indifference curves show the investor’s preferences for various risk-expected
return combinations.

2.4.1.3 Engineering

Most problems in engineering are multi-objective problems subject to several rea-
sonable linear and nonlinear constraints. In mechanical engineering, for instance,
optimization plays a significant role. In designing a heat exchanger, both heat exchanger
cost and efficiency are simultaneously significant, in that the higher the efficiency of
the heat exchanger, the higher the cost of the system. herefore, the solution of this
multi-objective optimization should be selected in the priority of objective functions.
Another example is the optimization of power generation units where cost, efficiency,
and environmental impacts are important and selection of either affects the other.
Even if there is not an exact solution for such a problem, the final solution depends
on the decision maker to design and build the system. However, in most cases the
preference is for lower cost and, where global warming is viewed as important, lower
environmental impacts.

2.4.2 Illustrative Example: Air Compressor Optimization

To enhance understanding of the application of optimization, an example involving an
air compressor, a relatively simple device, is illustrated in detail. Objective functions,
constraints, and multi-objective optimization are involved.
An air compressor uses electrical power to compress air, and numerous air compres-

sion methods exist, including positive-displacement and negative-displacement types.
To optimize an air compressor using thermodynamics and other factors, the device is
first modeled using energy balances and other relations. Figure 2.11 shows an air com-
pressor (AC) as a control volume for thermodynamic modeling.

2.4.2.1 Thermodynamic and Economic Modeling and Analysis

Modeling We can write expressions for the air compressor outlet temperature T2 and
work rate requirement ẆAC, respectively, as follows:

T2 = T1

{
1 +

1
�AC

[
r

�a−1

�a

AC − 1

]}
(2.55)

ẆAC = ṁaCpa(T2 − T1) (2.56)

where ṁa is air mass flow rate, �AC is the compressor isentropic efficiency, �a = cp∕cv
and cpa is the specific heat at constant pressure of air, which can be expressed a function
of temperature as follows:

cpa = 1.048 −
3.837 × T

104
+

9.453 × T2

107
−

5.490 × T3

1010
+

7.929 × T4

1014
(2.57)
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Figure 2.11 Model of an air compressor.

Also, T1 is the ambient air temperature entering the air compressor and T2 is the hot air
temperature exiting.

Exergy Analysis As exergy analysis is discussed extensively in other chapters, we focus
here on the exergy destruction and efficiency of the air compressor, which can exist in
isolation or as a component of a larger system. An exergy analysis for the air compressor
follows, but it is noted that further details about exergy analyses of compressors, applied
within gas turbine based power generation, are provided elsewhere [6–8].
he specific exergy of the air entering the compressor can be written as

ex1 = (h1 − h0) − T0(s1 − s0) (2.58)

where

(h1 − h0) = Cp(T1 − T0) (2.59)

(s1 − s0) = Cp ln

(
T1

T0

)
− R ln

(
P1

P0

)
(2.60)

andwhereT0 and P0 denote the reference environment temperature and pressure.hese
values are taken here to be the ambient temperature and pressure, which are 20 ∘C and
1 atm, respectively.
he compression ratio for the air compressor and the specific exergy of the outlet air

can be expressed as

RAC =
P2

P1

(2.61)

ex2 = (h2 − h0) − T0(s2 − s0) = Cp(T2 − T0) − T0

(
Cp ln

(
T2

T0

)
− R ln

(
P2

P0

))

(2.62)

An exergy balance for the air compressor can be written as

ṁ1ex1 + ẆAC = ṁ2ex2 + ĖxD (2.63)

and the exergy efficiency as:

ψAC =
Ėx2 − Ėx1

ẆAC

(2.64)
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ExergoeconomicAnalysis An exergoeconomic analysis of the air compressor is described.
Further details on exergoeconomic analysis, cost balances, and exergoeconomic factors
are discussed earlier in this book and elsewhere [8–10]. To determine the cost of exergy
destruction for the air compressor, a cost rate balance can be utilized. he cost rate
balance for this component can be written as follows:

c1Ėx1 + cwẆAC + ŻAC = c2Ėx2 (2.65)

where c1, c2 and cw are the unit costs of the inlet air, outlet air, and work. Here, the inlet
air is taken to be free, so its unit cost is zero, that is,

c1 = 0 (2.66)

Also, ŻAC is the purchase cost rate of air compressor, which can be expressed as follows:

ŻAC =
ZAC × CRF × �

N × 3600
(2.67)

where ZAC is the purchase cost of the air compressor and CRF is the capital recovery
factor, which is dependent on the interest rate i and equipment lifetime n, and is deter-
mined as

CRF =
i(1 + i)n

(1 + i)n − 1
(2.68)

Also, N denotes the annual number of operation hours for the unit, and � is the main-
tenance factor, which is often 1.06 [10].
he purchase cost of the air compressor can be approximated as follows [10]:

ZAC = c11ṁa

1
c12 − �AC

RAC ln(RAC) (2.69)

where

c11 = 44.71 $∕(kg s−1) (2.70)

c12 = 0.95 (2.71)

For each optimization problem, defining objective functions is of great importance. In
this example, multiple objective functions can be considered through multi-objective
optimization. When high efficiency is desired, it is reasonable to include the exergy
efficiency of the compressor as an objective function. As shown in Equation 2.64, the
compressor exergy efficiency is a function of the compressor pressure ratio and isen-
tropic efficiency. Another objective function can be the compressor cost, as expressed
in Equation 2.69, which is a function of the compressor pressure ratio, the air mass flow
rate through the compressor, and the compressor isentropic efficiency.
Considering these two objective functions (OFs), we can write:

OF I = ψAC =
Ėx2 − Ėx1

ẆAC

(2.72)

OF II = ŻAC =

(

c11ṁa
1

c12−�AC
RAC lnRAC

)

CRF × �

N × 3600
(2.73)

2.4.2.2 Decision Variables

he main design parameters for optimization of the air compressor are the com-
pressor pressure ratio and the compressor isentropic efficiency. hus, to perform a
multi-objective optimization they are considered as our decision variables.
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Table 2.2 Physical constraints for
optimization of an air compressor.

Constraint Reason

RAC < 22 Material temperature limit

�AC < 0.92 Commercial availability
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Figure 2.12 Pareto frontier for the optimization of an air compressor, highlighting the best trade-off
among values for the objective functions.

2.4.2.3 Constraints

To formulate a meaningful optimization problem, constraints often exist that must be
satisfied while performing the optimization, often to ensure solutions are reasonable
and realistic. Here, two constraints are considered, as described in Table 2.2.

2.4.2.4 Multi-objective Optimization

To determine the best among the optimal design parameters for an air compressor,
a modified version of a genetic algorithm developed with Matlab software is used.
Figure 2.12 shows the Pareto frontier for multi-objective optimization of an air com-
pressor where the pressure ratio and isentropic efficiency of the compressor are the two
main design variables. he range of values shown is limited by the problem constraints.
It can be seen in Figure 2.12 that the total compressor cost increases moderately as

the compressor exergy efficiency increases up to about 92%. Increasing the total exergy
efficiency further increases the cost significantly. It is seen in Figure 2.12 that the maxi-
mum exergy efficiency exists at design point C (94.44%), while the compressor cost rate
is the greatest at this point (33.1 $/hr). On the other hand, the minimum value for the
compressor cost rate occurs at design point A and is about 5.12 $/hr. Design point C is
the optimal situation when exergy efficiency is the sole objective function, while design
point A leads the optimum design when total cost rate of product is the sole objective
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Figure 2.13 Scatter distribution of compressor isentropic efficiency and its allowable range with
population in Pareto frontier.
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Figure 2.14 Scatter distribution of compressor pressure ratio and its allowable range with population
in Pareto frontier.

function. Point D is the ideal solution of the multi-objective optimization because both
objective functions are at their optimal values, that is, at higher exergy efficiency and
lower total cost rate. Since this point is not located on the Pareto frontier, point B could
be selected as one of the best solutions because it is close to the ideal solution.
he variations of compressor pressure ratio and compressor isentropic efficiency are

illustrated in Figures 2.13 and 2.14, respectively, where scatter distributions for the
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Turbine

Steam outlet

Steam inlet Figure 2.15 Model of a steam turbine.

populations in the Pareto frontier are shown for each of these design parameters. he
points in these figures are obtained from the developed Matlab code, and show how
the design parameters change within their allowable ranges.
In a genetic algorithm, a population (called chromosomes or the genotype of the

genome), which encode candidate solutions (called individuals, creatures, or pheno-
types) to an optimization problem, evolves toward better solutions. he scatter distri-
bution of design parameters are within the range exhibiting good selections of these
two parameters for optimization purposes. It is noted in Figures 2.13 and 2.14 that the
points are not just near the boundaries but they are scattered almost randomly within
their ranges (8 to 22 for RAC, and 0.78 to 0.92 for �AC). In real optimization, the selection
of decision variables is based on the scattered distribution of the decision variables,
providing an efficient search for the best optimal solution of the objective function.

2.4.3 llustrative Example: Steam Turbine

Steam turbines convert the energy in steam to mechanical energy and are a key
component of many power plants. Optimization is applied to a steam turbine, a
relatively simple device, as an illustrative example. Objective functions, constraints,
and multi-objective optimization are involved. Figure 2.15 shows a thermodynamic
model of steam turbine. Considering this steam turbine as a control volume, the output
power can be determined using an energy balance equation:

ṁinhi = ẆT + ṁouthout (2.74)

Also, an expression for the isentropic efficiency of the steam turbine follows:

ηORC,T=
Ẇact

Ẇis

(2.75)

Tomodel the steam turbine, we considerwhat information is usually known.hegiven
information formodeling purposes usually includes the temperature, pressure, andmass
flow rate at the steam turbine inlet, as well as the turbine outlet pressure and isentropic
efficiency.he steam turbine outlet pressure is roughly equivalent to the condenser pres-
sure when the turbine exhausts to a condenser. With this information, we can calculate
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such quantities as outlet temperature and output power, and exergy flow and destruction
rates.
For this application of multi-objective optimization, we need to define objective func-

tions. One common objective function is the total cost rate of the turbine, which can be
expressed as follows:

ŻST =
ZST × CRF × �

N × 3600
(2.76)

where ZST is the purchase cost of the steam turbine and CRF is the capital recovery
factor, which is dependent on the interest rate i and equipment lifetime n, and is deter-
mined as

CRF =
i(1 + i)n

(1 + i)n − 1
(2.77)

Also, N denotes the annual number of operation hours for the unit, and � is the main-
tenance factor, which is often 1.06 [10].
he purchase cost of the steam turbine can be approximated as follows [10]:

ZST = c11
̇(W ST )

0.7

(

1 +

(
0.05

1 − �ST

)3
)
(1 + 5 exp

(
Tin − 866

10.42

)
(2.78)

where

c11 = 3880 $∕(kW0.7) (2.79)

For any optimization problem, defining objective functions is of great importance. In
this example, multiple objective functions are considered through multi-objective opti-
mization. When high performance is desired, it is reasonable to include the steam tur-
bine output power as an objective function.As shown inEquation 2.74, the output power
is a function of the turbine inlet conditions, outlet pressure, and isentropic efficiency.
Another objective function can be the turbine cost, as expressed in Equation 2.78, which
is a function of the turbine output power, inlet temperature, and isentropic efficiency.
Considering these two objective functions (OFs), we can write:

OF I = ẆST = ṁinhin − ṁinhout (2.80)

OF II = ŻAC =

[c11
̇(W ST )

0.7

(
1 +

(
0.05

1−�ST

)3
)(

1 + 5 exp
(

Tin−866

10.42

)]
CRF × �

N × 3600
(2.81)

2.4.3.1 Decision Variables

hemain design parameters for optimization of the steam turbine are the inlet temper-
ature, outlet pressure, and isentropic efficiency. hese parameters are considered our
decision variables in the multi-objective optimization.

2.4.3.2 Constraints

Several constraints are applied here to ensure solutions are reasonable and realistic, as
listed and explained in Table 2.3.
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Table 2.3 Constraints for optimization of a steam turbine.
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Figure 2.16 Pareto frontier for the optimization of a steam turbine, highlighting the best trade-off
among values for the objective functions.

2.4.3.3 Multi-objective Optimization

To determine the best of the optimal design parameters for a steam turbine, a modified
version of a genetic algorithm developed with Matlab software is used. Note that the
steam turbine inlet mass flow rate and inlet pressure are taken to be 10 kg/s and 50 bar,
respectively, based on previous studies [11]. Figure 2.16 shows the Pareto frontier for
multi-objective optimization of the steam turbine as a function of the pressure ratio
and isentropic efficiency, which are the two main design variables. he range of values
shown is limited by the problem constraints.
It can be seen in Figure 2.16 that the total turbine cost increases linearly with turbine

output power. It is shown in Figure 2.16 that the maximum turbine output power exists
at design pointC (2805 kW), while the turbine cost rate is the greatest at this point (22.48
$/hr). On the other hand, the minimum value for the turbine cost rate occurs at design
point A and is about 13.12 $/hr. Design point C is the optimal situation when output
power is the sole objective function, while design point A leads the optimum design
when total cost rate of product is the sole objective function. PointD is the ideal solution
of themulti-objective optimization because both objective functions are at their optimal
values, that is, at higher output power and lower total cost rate. Since this point is not
located on the Pareto frontier, point B could be selected as one of the best solutions
because it is close to the ideal solution.
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Figure 2.17 Scatter distribution of steam turbine inlet temperature with population in Pareto frontier.

he variations of steam turbine inlet temperature, isentropic efficiency, and outlet
pressure are illustrated in Figures 2.17 through 2.19, respectively, where scatter
distributions for the populations in the Pareto frontier are shown for each of these
design parameters. he points in these figures are obtained from the developed Matlab
code, and demonstrate how the design parameters change within their allowable
ranges. In a genetic algorithm, a population which encodes candidate solutions of an
optimization problem evolves toward better solutions. he scatter distributions of
design parameters are within the ranges exhibiting good selections of these parameters
for optimization purposes. Note that in Figures 2.17 and 2.19, the points are not just
near the boundaries but are scattered almost randomly within their ranges. In real
optimization, the selection of decision variables is based on the scattered distribution
of the decision variables, providing an efficient search for the best optimal solution of
one or more objective functions.

2.5 Concluding Remarks

In this chapter, general introductory aspects of thermodynamic modeling of common
devices in energy systems are presented, along with their fundamental concepts and
physical quantities, to provide a sound background for understanding applications of
energy systems. he material covered is also useful for the energy, exergy, and other
analyses presented subsequently. In addition, optimization techniques and the bene-
fits of each are described. he coverage includes objective functions, constraints, and
evolutionary algorithms. A focus is placed on multi-objective optimization, and vali-
dation and comparisons between base and optimized cases are discussed. To illustrate,
an air compressor and a steam turbine are examined and multi-objective optimization
is conducted. In order to enhance understanding, the variations of decision variables
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Figure 2.18 Scatter distribution of steam turbine isentropic efficiency with population in Pareto
frontier.
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Figure 2.19 Scatter distribution of steam turbine outlet pressure with population in Pareto frontier.

are shown for the example optimizations to demonstrate how each decision variable
changes when optimization is undertaken.
hematerial in this chapter presents knowledge needed for engineers to model a sys-

tem and ensure each of its parts operate properly. In addition, the material can aid in
selecting a suitable optimization technique based on the type of system considered, so
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as to better optimize the system. In the next chapter, other important devices and plants
are modeled comprehensively and optimized.
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Study Questions/Problems

1 Use Engineering Equation Solver (EES) to model the air compressor shown in
Figure 2.2. Conduct a parametric study and discuss the effect of varying compres-
sor pressure ratio and compressor isentropic efficiency on the compressor exergy
efficiency and compressor work.

2 Consider a heat recovery steam generator that is used to recover the exhaust energy
from flue gases exiting a gas turbine to produce saturated steam. How is the exergy
efficiency defined for this device if it is considered as an objective function? What
would the proper decision variable be for this device? Explain the effect of gas tur-
bine outlet temperature on the selection of heat recovery steam generator (HRSG)
decision variables.
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3 In modeling a combustion chamber, how does the combustion reaction equation
change if incomplete combustion is considered? How do the greenhouse gas emis-
sions vary with an increase in combustion chamber air inlet temperature?

4 When an engineer or designer is deciding on the preferred optimal point on a Pareto
frontier, what point should be selected and why?

5 What is the effect of interest rate i, as used in Equation 2.77, on the Pareto frontier?
Draw a Pareto frontier for interest rates of 5%, 10%, and 15%.

6 Consider a gas turbine power plant that is composed of an air compressor, a com-
bustion chamber, and a gas turbine. Model this power plant and define two main
objective functions; apply a genetic algorithm in order to optimize the plant. Discuss
and interpret the results.
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3

Modeling and Optimization of Thermal Components

3.1 Introduction

Energy systems are often complex and operate based on various principles and physi-
cal laws. For an energy system, a set of coupled equations involving thermodynamics,
heat and mass transfer, and fluid mechanics describe the system’s behavior, and need be
solved simultaneously, invoking reasonable assumptions as necessary, to provide pre-
dictive models. An energy system is in general composed of numerous thermal compo-
nents, sometimes forming a system based on a cycle. It is often necessary to know the
characteristics of each component (e.g., performance details, efficiencies) before they
are integrated.
Consider a steam power plant as an example of how various thermal components can

be connected to generate electricity. In the power plant, a boiler and superheater pro-
duce superheated steam, a steam turbine and generator generate electricity, a condenser
rejects heat from the system and cools the steam working fluid so it condenses, several
high and low pressure pumps increase the water pressure, and several fans and blowers
take in air for combustion. hese thermal components are integrated in a cycle and, in
seeking good performance, the optimization of each component is significant. Possible
problems are clearly evident when thermal components are integrated, like potential
thermal losses.
his example illustrates one reason why exergy analysis has attracted increasing

attention in recent years. Exergy analysis identifies the magnitudes of waste exergy
emission and the locations of exergy destructions.he exergy efficiency of each thermal
component in a system is an indicator that demonstrates how efficient the component
is, accounting for irreversibilities. Exergy efficiency generally provides more illuminat-
ing insights into system and component performance than the corresponding energy
efficiency, since the former weights energy flows according to their exergy contents and
separates inefficiencies into those associated with effluent losses and those due to irre-

versibility. Furthermore, exergy efficiencies can provide a measure of the potential for

improvement in energy systems. Note that improving the efficiency of a thermal com-

ponent requires better designs and material, but that these usually come at the expense

of higher capital cost. his type of situation is a good example of where multi-objective

optimization plays an important role, for it can help identify the best compromise

between the simultaneous desires for both greater efficiency and lower costs.

In this chapter, we model numerous thermal components that are commonly

employed in advanced energy systems. An evolutionary algorithm-based optimization

is applied to determine the optimal design parameters of each device. Since the

Optimization of Energy Systems, First Edition. Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi.

© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.
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optimization of air compressors and turbines was covered in Chapter 2, we do not
consider these two components here. he optimization depends on the objective
functions considered, which can range from exergy efficiency to product cost and
other parameters. In order to enhance understanding of the design criteria, sensitivity
analyses are conducted to assess how a given objective function varies when changes
are applied to selected design parameters. he chapter closes with some final remarks
on optimal design of thermal components.

3.2 Air Compressor

As previously explained in Chapter 2, the compressor is an important component in
various energy systems such as power plants, refrigeration systems, and petrochemical
plants. he thermodynamic modeling of an air compressor is described in detail in
section 2.4.2. Here, we include some brief results for multi-objective optimization.
As indicated earlier, defining objective functions is of great importance for each
optimization problem. In this case, multiple objective functions can be considered
through multi-objective optimization. When high efficiency is desired, it is reasonable
to include the exergy efficiency of the compressor as an objective function. As shown in
Equation 3.1, the compressor exergy efficiency is a function of the compressor pressure
ratio and isentropic efficiency. Another objective function can be the compressor cost,
as expressed in Equation 3.2, which is a function of the compressor pressure ratio, the
air mass flow rate through the compressor, and the compressor isentropic efficiency.
All the formulas for these two objective functions are provided in Chapter 2.
Considering these two objective functions (OFs), we can write the following:

OFI = ΨAC =
̇Ex2 − ̇Ex1

ẆAC

(3.1)

OFII = ŻAC =

(

c11ṁa
1

c12−�AC
RAC lnRAC

)

CRF × �

N × 3600
(3.2)

Examining these two objective functions reveals that the main design parameters or
decision variables for optimization of the air compressor are the compressor pressure
ratio and the compressor isentropic efficiency.hus, these are considered as the decision
variables in performing a multi-objective optimization. he appropriate constraints for
this optimization are given in Table 2.2 of Chapter 2. In order to determine the best
design parameters, a genetic algorithm optimization method is applied and a Pareto
curve is obtained as shown in Figure 3.1.
It can be seen in Figure 3.1 that the total compressor cost increases moderately as the

compressor exergy efficiency increases up to about 92%. Increasing the total exergy effi-
ciency further increases the cost significantly. It is seen in Figure 2.12 that themaximum
exergy efficiency exists at design point C (94.5%), while the compressor cost rate is the
greatest at this point (33.1 $/hr). But, the minimum value for the compressor cost rate
occurs at design point A and is about 5.1 $/hr. Design point C is the optimal situation
when exergy efficiency is the sole objective function, while design pointA leads the opti-
mum design when total cost rate of product is the sole objective function. PointD is the
ideal solution of the multi-objective optimization because both objective functions are
at their optimal values, that is, at higher exergy efficiency and lower total cost rate. More
details about this optimization are given in Chapter 2.
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Figure 3.1 Pareto frontier for the optimization of an air compressor, highlighting the best trade-off
among values for the objective functions.

3.3 Steam Turbine

Steam turbines convert the energy in steam to mechanical energy and are a key com-
ponent of many power plants. hermodynamic modeling and optimization of a steam
turbine was previously covered in section 2.4.3. Here, we briefly discuss the optimiza-
tion of a steam turbine. In this example multiple objective functions are considered
through multi-objective optimization. When high performance is desired, it is reason-
able to include the steam turbine output power as an objective function. As shown in
Equation 2.74, the steam turbine output power is a function of the turbine inlet condi-
tions, the outlet pressure and the isentropic efficiency. Another objective function can
be the turbine cost, as expressed in Equation 2.78, which is a function of the turbine
output power, inlet temperature, and isentropic efficiency.
Considering these two objective functions (OFs), we introduce the following:

OFI = ẆST = ṁinhin − ṁinhout (3.3)

OFII = ŻAC =

[

c11
̇(W ST )

0.7

(

1 +
(

0.05

1−�ST

)3
)

(1 + 5 exp
(

Tin−866

10.42

)

]

CRF × �

N × 3600
(3.4)

hemain design parameters for optimization of the steam turbine are the inlet tempera-
ture, outlet pressure, and isentropic efficiency.hese parameters are considered as deci-
sion variables in the multi-objective optimization.he constraints for this optimization
problem are given in Table 2.3 of Chapter 2. Figure 3.2 shows the Pareto frontier for
multi-objective optimization of the steam turbine as a function of pressure ratio and
isentropic efficiency of the steam turbine, which are the two main design variables. he
range of values shown is limited by the problem constraints. It can be seen in Figure
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Figure 3.2 Pareto frontier for the optimization of a steam turbine, highlighting the best trade-off
among values for the objective functions.

2.16 that the total turbine cost linearly increases with turbine output power.hat figure
also shows that the maximum turbine output power exists at design point C (2805 kW),
while the turbine cost rate is the greatest at this point (22.48 $/hr). On the other hand,
the minimum value for the turbine cost rate occurs at design point A and is about 13.12
$/hr. Design point C is the optimal situation when output power is the sole objective
function, while design pointA leads the optimum design when total cost rate of product
is the sole objective function. Point D is the ideal solution of the multi-objective opti-
mization because both objective functions are at their optimal values, that is, at higher
output power and lower total cost rate.
Further details about the optimization of steam turbines are provided in Chapter 2.

3.4 Pump

A pump mechanically pressurizes and/or moves fluids. Pumps can be classified into
three major groups according to the method they use to move the fluid: direct lift,
displacement, and gravity pumps. Pumps operate via many energy sources, including
manual operation, electricity, engines, or wind power and come in many sizes, from
microscopic, for use in medical applications, to large industrial pumps for power gen-
eration in large power plants. A pump is a major part for most thermodynamic cycles
where different pressure levels are required. Some samples are organic Rankine cycles,
absorption refrigeration systems, cogeneration heat and power systems, and cryogenic
energy storage and desalination units. In large power plants, the main pump is called
the boiler feed pump, which consumes about 5 to 10% of the net output electricity of
the plant. his shows the importance of this device in power generation systems. Since
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Figure 3.3 Model of a pump.
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most energy systems include a pump, we are trying here to thermodynamically model
this component. Figure 3.3 shows a model of a typical pump.

3.4.1 Modeling and Simulation of a Pump

As pointed out earlier, we can determine the rate that work is provided to the pump
using an energy balance for the control volume around the pump:

Ẇ = ṁ�(P2 − P1) (3.5)

where � is the specific volume and ṁ the mass flow rate of the fluid passing through the
pump.he outlet specific enthalpy of the pump can be expressed as:

h2 = h1 +
Ẇ

ṁ
(3.6)

or, by combining Equations 3.5 and 3.6, as

h2 = h1 + �(P2 − P1) (3.7)

he outlet specific enthalpy of the pump is dependent on inlet specific enthalpy and the
pressure rise imparted by the pump.

3.4.2 Decision variables

he main design parameters or decision variables for multi-objective optimization of
the pump are the pump inlet pressure (P1), the pump outlet pressure (P2) and the pump
isentropic efficiency (�pump).

3.4.3 Constraints

To formulate a meaningful optimization problem, there are three constraints that must
be satisfied for the pump (see Table 3.1).

Table 3.1 Physical constraints for optimization of a pump.

Constraint Reason

40bar < Pin < 80bar Boiler feed water pressure limit

9 kPa < Pin < 20 kPa Output power limitation

0.65 < �pump < 0.80 Commercial availability
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3.4.4 Multi-objective Optimization of a Pump

To perform an optimization, objective functions need to be defined for the pump. Here,
two objective functions are considered: the exergy efficiency of the pump and its total
cost rate. hese are then written as

OFI ∶ Ψ =
Ėx2 − Ėx1

ẆPump

(3.8)

OFII ∶ ŻPump =
ZPump × CRF × �

N × 3600
(3.9)

where ZPump denotes the initial cost of the pump and CRF is the capital recovery factor,
which is dependent on the interest rate i and equipment lifetime n:

CRF =
i(1 + i)n

(1 + i)n − 1
(3.10)

Also, N denotes the annual number of operation hours for the unit, and � the mainte-
nance factor, which is often 1.06 [7].
he initial cost of the pump can be approximated as follows [6, 8] :

ZST = c11
̇(W Pump)

0.7

(

1 +
2

1 − �pump

)

(3.11)

where

c11 = 705.48$∕(kW0.7 ) (3.12)

and �pump is the pump isentropic efficiency.
To determine the optimal design parameters for a pump, a modified version of a

genetic algorithm developed with Matlab software is used. he pump inlet mass flow
rate is taken to be 10 kg/s based on previous studies [6]. Figure 3.4 shows the Pareto
frontier for multi-objective optimization of pump as a function of its main design vari-
ables: isentropic efficiency and inlet and outlet pressures. he range of values shown is
limited by the problem constraints.
It is observed in Figure 3.4 that the total pump cost increases moderately as the pump

exergy efficiency increases, and that the maximum pump exergy efficiency exists at
design point C (0.94) while the pump cost rate is the greatest at this point (0.64 $/hr).
Conversely, the minimum value for the pump cost rate occurs at design point A and is
about 0.6 $/hr. Design point C is the optimal situation when exergy efficiency is the sole
objective function, while design pointA leads the optimumdesignwhen total cost rate of
product is the sole objective function. Point B is the ideal solution of the multi-objective
optimization because both objective functions are at their optimal values, that is, at
higher exergy efficiency and lower total cost rate. Since this point is not located on the
Pareto frontier, point B could be selected as one of the best solutions because it is close
to the ideal solution.
he variations of pump inlet and outlet pressures and pump isentropic efficiency are

illustrated in Figs. 3.5 through 3.7, where scatter distributions for the populations in the
Pareto frontier are shown for each of the design parameters. he points in these figures
are obtained from the developed Matlab code, and show how the design parameters
change within their allowable ranges. In a genetic algorithm, a population that encodes
candidate solutions to an optimization problem evolves toward better solutions. he
scatter distribution of design parameters are within the range exhibiting good selections
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of these twoparameters for optimization purposes.Note that the points in Figs. 3.5 to 3.7
are scattered almost randomlywithin their ranges, and not just near the boundaries.he
selection of decision variables in real optimization activities is based on the scattered
distribution of the decision variables, providing an efficient search for the best optimal
solution of the objective functions.

3.5 Combustion Chamber

A combustion chamber (CC) is a common device in which thermal energy is produced
by burning a fuel in air.

3.5.1 Modeling and Analysis of a Combustion Chamber

A schematic of a typical combustion chamber is shown in Figure 3.8. Fuel is injected
into the combustion chamber at point 2 and air at point 1. Combustion chamber perfor-
mance is dependent onmany factors, including fuel type, flame temperature, insulation,
andmaterials.he operation of a combustion chamber significantly affects not only sys-
tem performance but also the environment and sustainability.
he optimization of a combustion chamber from an industrial gas turbine is described

in this section. he modeling equations in Section 2.2.5 are used. he fuel for this CC
is taken to be natural gas, for which the lower heating value (LHV) is 802,361 kJ/kmol
and the enthalpy of formation is –74,872 kJ/kmol [5]. he operating pressure of the
combustion chamber is 10 bar, which is the pressure of air exiting the compressors of
most power plants, and the pressure loss across the chamber is negligible [6].
he exit temperature of the combustion chamber is one of itsmain design parameters,

and significantly affects the performance of gas turbine power plants. Here, the temper-
ature of the combustion gases exiting the combustion chamber is assumed to be 1400
K, due to the temperature limitation of gas turbine blades. Also, the inlet air tempera-
ture varies from 400 to 550 K and is dependent on both compressor pressure ratio and
inlet air temperature. herefore, the combustion chamber inlet air temperature is con-
sidered one of our design parameters.he fuel mass flow rate injected into the chamber
is dependent on power generation and efficiency levels, for both full and part load con-
ditions, and can vary between 1 and 2 kg/s.his parameter is also considered as a design
parameter for the chamber.
Some simplifying assumptions aremade to render the analysis in amore tractable way

as follows:

Combustion
Chamber

Air Combustion
Gases

T3T1

T2

CH4

Figure 3.8 Schematic of a combustion chamber.
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• he CC operates at steady state.
• he air and combustion gases both behave as ideal gas mixtures.
• Complete combustion occurs.
• Potential and kinetic effects are negligible [9].
• Heat loss from the CC is 2% of the lower heating value (LHV) of the fuel entering [10].

he exergy efficiency and cost rate of the system are considered the two objective func-
tions for the optimization, with the exergy efficiency to be maximized and the cost rate
minimized subject to applicable constraints. he exergy efficiency can be expressed as

� =
̇Ex3

̇Ex1 + ̇Ex2
(3.13)

where

̇Ex1 = ṁ1(h1 − h0) − T0(s1 − s0) (3.14)

̇Ex2 = ṁfuelexf (3.15)

Here, exf denotes the specific exergy of the fuel. To determine the chemical exergy of
fuels, values are used of the exergy to energy ratio, Φ = exf∕LHV , provided by Szargut
et al. [11]. For most hydrocarbons, this ratio is near unity. For instance, the ratio of
chemical exergy to lower heat value for two common gaseous fuels, methane and hydro-
gen, are ΦCH4

= 1.06, and ΦH2
= 0.985. Also, the following correlation is applicable for

a general liquid fuel C�H�N�O� , based on its atomic compositions [11]:

Φ = 1.0401 + 0.1728
β

α
+ 0.0432

δ

α
+ 0.2169

γ

α

(

1 − 2.062
β

α

)

(3.16)

where �

�
,

�

�
and �

�
are the atomic ratios for the fuel.

he fuel being considered here is natural gas, which is composed mainly of CH4 and
modeled as pure methane for simplicity. he exergy at point 3 has both physical and
chemical exergy. he physical exergy at this point can be calculated as:

̇Ex3 = ṁ3(h1 − h0) − T0(s3 − s0) (3.17)

he chemical exergy at this point is the chemical exergy of the mixture of combustion
gases. he chemical exergy of a mixture of N gases, all constituents of the reference
environment, can be obtained as follows. We assume N different chambers. If each gas
has a molar fraction of xk and enters the chamber at T0 and with a partial pressure xkPo,
then each gas exits at the same temperature and a partial pressure xe

k
. Summing for all

constituents, the chemical exergy per mole of the mixture can be calculated as follows:

exch = −RT0

∑

xk ln

(

xe
k

xk

)

(3.18)

By writing the logarithmic expression as ln(xe
k
) − ln(xk), this equation can be written as

exch =
∑

xkex
k
ch + RT0

∑

xk ln(xk) (3.19)

Note that when a mixture including gaseous combustion products containing water
vapor is cooled at a constant pressure, liquid water will form if the mixture tempera-
ture drops below the dew point, which is the saturation temperature corresponding to
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Table 3.2 Physical constraints for optimization of a
combustion chamber.

Constraint Reason

400
∘
C < Tin < 550 ∘C Temperature constraint

1kg∕s < ṁf < 2kg∕s Mass flow rate constraint

the partial pressure of the water vapor. For example, if the combustion gas mixture is
cooled to 25 ∘C at a fixed pressure of 1 atm, some condensation will occur. In this case
we can model the situation at 25 ∘C as a gas phase containing saturated water vapor in
equilibrium with a liquid water phase. To find the dew point temperature, we first cal-
culate the partial pressure of water vapor.his can be done once all the flue gases from
the combustion reaction are determined. Further details are provided in chapter 3 of
reference [3].

3.5.1.1 Total Cost Rate

he total cost rate of the combustion chamber can be estimated as the cost rate of fuel
ŻFuelplus the cost rate of the combustion chamber ŻCC [12]:

Żtot = ŻCC + ŻFuel (3.20)

he combustion chamber cost rate can be expressed as

ŻCC =
ZCC × CRF × �

N × 3600
(3.21)

Here, ZCC is the combustion chamber purchase cost, which can be calculated as [12]:

Zcc($) = 28.98ṁair(1 + e0.015(T3−1540))
1

0.995 − p3∕p1
(3.22)

he fuel cost rate can be determined as

ŻFuel = cf ṁf LHV (3.23)

Here, cf is the unit cost of natural gas (in $/MJ) and LHV is the lower heating value of the
natural gas. Other economic parameters such as operating and maintenance costs, cap-
ital recovery factor (CRF), and years of operation are as described in previous sections.
Here, the natural gas price is taken to be 0.003 $/MJ based on the average price of natural
gas in Canada and the LHV of natural gas is taken to be 50 000 kJ/kg.

3.5.2 Decision Variables

he main design parameters or decision variables for optimization of the combustion
chamber are the inlet air temperature and fuel mass flow rate.

3.5.3 Constraints

To formulate a meaningful optimization problem, two constraints are considered to
ensure solutions are reasonable and realistic (see Table 3.2).
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Figure 3.9 Pareto frontier for the optimization of a combustion chamber, highlighting the best
trade-off among values for the objective functions.

3.5.4 Multi-objective Optimization

To determine the optimal design parameters for a combustion chamber, a modified ver-
sion of a genetic algorithm developed with Matlab software is used.he Pareto frontier
of this optimization problem is presented in Figure 3.9. A trade-off is evident between
the total cost rate and exergy efficiency of the combustion chamber.
Point A has the lowest exergy efficiency and minimum cost, meaning that it is the

optimum when cost is the sole objective function, while point C is the optimum when
exergy efficiency is the sole objective function. As mentioned for other components
previously, there is an ideal point in the Pareto frontier where both objective functions
are at their desired optimal values. his point is seen not to be on the Pareto curve in
Figure 3.16 and cannot be attained. However, the closest points to this point could be
considered in the decision-making process as they exhibit reasonable exergy efficiencies
at a moderate total cost rate. his point is shown as point B on the Pareto frontier.
Figures 3.10 and 3.11 show the distribution of the decision variables for optimum

points on the Pareto frontier. he inlet air temperature is observed in Figure 3.10 to
have a scattered distribution in its range, which means that the optimum air inlet tem-
perature mainly depends on the objective function, and an increase in this parameter
affects the objective functions. In Figure 3.11, on the other hand, all Pareto optimum
points for minimum fuel mass flow rate are shown. In multi-objective optimization, if
the design parameters are placed at their lower bound, we confirm that a decrease in
fuel mass flow rate has a positive effect on both objective functions. In the case of the
combustion chamber, a decrease in fuel injection into the combustion chamber results
in an increase in exergy efficiency according to Equation 3.11. But when total cost rate
is considered as the objective function, the lower the mass flow rate, the lower the total
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cost rate is expected to be.his explains why the scattered points of the Pareto frontier
tend to be at their lower values.

3.6 Flat Plate Solar Collector

Flat plate solar collectors are used for various moderate to low temperature heating
tasks. Solar designers have access to many models of flat plate collectors. Here we con-
sider themodel of a flat plate solar collector shown in Figure 3.12.Water enters the solar
collector at Tin, is heated by solar energy exits at temperature Tout. he multi-objective
optimization considered here seeks to maximize the exergy efficiency of the collector
and minimize its total cost rate.

3.6.1 Modeling and Analysis of Collector

he rate of useful heat gain by the working fluid passing through the solar collector can
be written as:

Q̇u = ṁCp(Tout − Tin) (3.24)

where Tout, Tin, Cp and ṁ are the water outlet temperature, inlet temperature, specific
heat at constant pressure and mass flow rate. he Hottel-Whillier equation for the heat
gained by the flat plate collector considering heat losses from the collector is calculated
as [13]:

Q̇u = APFR[(��)I − QL] (3.25)

where T0 is the ambient temperature and FR is the heat removal factor, defined as

FR =
ṁCp

UlAP

[

1 − e

{

−
F′UlAP

ṁCp

}]

(3.26)

Here, F ′ is collector efficiency factor which is approximately 0.914 for this case [13] and
Ul is the overall collector loss coefficient, obtained from [13]. In Equation 3.21, (��) is

Fluid inlet

Fluid outlet

Figure 3.12 Schematic of a flat plate solar
collector.
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optical efficiency, I is solar radiation intensity and Q̇L is the heat loss rate, defined as:

Q̇L = Ul(Tin − T0) (3.27)

he inlet exergy rate with solar radiation can be calculated as:

Ėxin, solar = �oIAp

(

1 −
To

Ts

)

(3.28)

he exergy flow rate of the water input to the collector is

Ėxin, f = ṁwaterCp

(

Tin − To − To ln
Tin

To

)

(3.29)

and the exergy flow rate of the hot water leaving the collector is:

Ėxout, f = ṁwaterCp

(

Tout − To − To ln
Tout

To

)

(3.30)

In addition, the exergy loss rate due to heat leakage can be calculated as:

Ėxl = Ul(Tin − To)

(

1 −
To

Tin

)

(3.31)

Using the exergy balance equation for a control volume around the flat plate collector,
the exergy destruction rate of the collector can be expressed as:

Ėxd = Ėxin, solar + Ėxin, f − Ėxout, f − Ėxl (3.32)

he exergy efficiency of the solar flat plate collector can be expressed as:

�ex = 1 −
Ėxd

Ėxin, solar
(3.33)

For the economic aspects of the optimization, an economic model is used. he pur-
chase cost of the collector is estimated as [14]:

ZC($) = 235Ap (3.34)

where Ap is the collector area (in m2).
he cost of the collector can be calculated by taking into account the maintenance

factor (Φ) and capital recovery factor as follows:

ZFPC = ZCCRFΦ (3.35)

3.6.2 Decision Variables and Input Data

hemain design parameters for optimization of the solar collector are its length, width,
and mass flow rate. In the multi-objective optimization, these are considered the deci-
sion variables. he input data for modeling are listed in Table 3.3.

3.6.3 Constraints

hree constraints are considered here to ensure solutions are reasonable and realistic,
as described in Table 3.4.
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Table 3.3 Input data for the
modeling and optimization.

Parameter Value

Ul (J∕kg.K) 4.67

I (W/m2) 500

F ′ 0.91

�� 0.84

Tin (K) 300

Ts (K) 4350

Φ 1.05

Table 3.4 Physical constraints for optimization of
a solar collector.

Constraint Reason

0.05 ≤ ṁwater ≤ 0.1 Pumping limitation

3 ≤ L ≤ 5 Commercial availability

1 ≤ W ≤ 3 Commercial availability
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Figure 3.13 Pareto frontier for the optimization of the flat plate solar collector, highlighting the best
trade-off among values for the objective functions.
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3.6.4 Multi-objective Optimization

To identify the optimal design parameters for the flat plate solar collector, a modified
version of a genetic algorithmdevelopedwithMatlab software is used. Figure 3.13 shows
the Pareto frontier for the multi-objective optimization of the collector with mass flow
rate, length, and width of the collector as the main design variables. he range of val-
ues shown is limited by the problem constraints. Both ideal and a non-ideal points are
observed in this figure. he ideal point represents the non-feasible situation where the
cost rate takes on its minimum value and the exergy efficiency its maximum value. he
non-ideal point is where both objective functions are at undesired values. Note that each
point on the Pareto frontier is an optimum solution and the final selection is up to the
decision maker.
Figures 3.14 to 3.16 show the scattered distribution of the decision variables for vari-

ous points of the Pareto front. It is clear that the optimum values for the collector length
and width vary in their allowable range and mainly depend on the objective functions,
while for the water mass flow rate the points tend to be at their higher values.

3.7 Ejector

An ejector is a non-moving component that can be used to change the pressure of a fluid
flow. Operating on simple principles of gas dynamics, this component can replace the
compressor in a vapor compression refrigeration cycle. An ejector can thereby increase
the pressure of a working fluid without the usually required electrical or shaft power.
Since using an ejector avoids a moving component in the refrigeration cycle, the vibra-
tion and noise produced by the compressor are avoided, and the operating and mainte-
nance costs of the system are lower than for conventional vapor compression refrigera-
tion cycles.
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Figure 3.14 Scatter distribution of solar collector length with population in Pareto frontier.
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Figure 3.15 Scatter distribution of solar collector width with population in Pareto frontier.
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Figure 3.17 Schematic of an ejector (top) and a profile showing the variation of pressure with position
in the ejector (bottom).

3.7.1 Modeling and Analysis of an Ejector

A typical ejector is illustrated in Figure 3.17.his ejector operates based on the interac-
tion of two flows at different energy levels. he higher energy stream (i.e., the primary
or motive flow) enters the ejector at point 1 while the lower energy stream (i.e., the sec-
ondary flow) is drawn in at point 2. he interaction of these two fluids in the ejector
leads to a pressure increment without the use of other components.
he gas dynamics involved in the process help to explain the way the ejector oper-

ates. he motive flow expands through the converging-diverging nozzle and exits as a
supersonic stream (point 3) with a significant pressure decrease. his creates a suction
condition at the inlet of themixing section, so the outlet flow of the evaporator (from the
refrigeration cycle) is drawn into the ejector.he primary and secondary flows thenmix
in themixing chamber (point 4).hemixed flow remains supersonic and enters a duct of
constant cross-sectional area, in which the flow becomes subsonic and a normal shock
occurs. he properties of the flow after the normal shock can be determined by finding
the intersection of the Fanno and Rayleigh lines. Finally, the flow passes through a dif-
fuser in which its pressure is raised to the pressure of the condenser of the refrigeration
cycle (point 5).
he thermodynamic model and economic analysis of the ejector are now described.

he following assumptions are made for these modeling and analysis studies:

• he velocities at the inlet and outlet of the ejector are assumed to be negligible.
• Friction and mixing losses in the nozzle, the mixing chamber, and the diffuser are

taken into account in the efficiency for each component.
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• hemixing chamber operates at constant pressure.
• he ejector does not exchange heat with the surroundings.

Considering the fluid velocity u at the inlet of ejector to be zero, the outlet velocity of
the nozzle can be calculated as

u3 =
√

(2�n(h1 − h3) (3.36)

he entrainment ratio is defined as

� =
ṁsf

ṁmf

(3.37)

Applying the principles of conservation of mass andmomentum to the mixing chamber
yields:

ṁmfh3 + ṁsfh2 = (ṁmf + ṁsf)h4s (3.38)

Neglecting the secondary flow velocity u2, the isentropic velocity of the mixing outlet
flow can be calculated as follows:

u12s =
u3

1 + �
(3.39)

he mixing efficiency can be defined as

�m =
u2
4

u2
4s

(3.40)

he velocity at the mixing section outlet flow can be expressed as

u4 = u3

√

�m

1 + �
(3.41)

and the outlet specific enthalpy of the mixing section as

h4 =
h1 + �h2
1 + �

−
u2
4

2
(3.42)

he kinetic energy in the flow is converted to pressure in the diffuser. Neglecting the
outlet velocity of the diffuser one can calculate the outlet specific enthalpy as follows:

h5 = h4 +
h5s − h4

�d
(3.43)

where h5s represents the isentropic specific enthalpy of the diffuser outlet flow, that is,
the specific enthalpy of the diffuser outlet flow after an isentropic process.
he entrainment ratio, �, can be written as follows:

μ =

√

�n�m�d
(h1 − h3s)

(h5s − h4)
− 1 (3.44)

As shown in Figure 3.18, evaluation of the entrainment ratio for the ejector requires a
trial-and-error iterative process. With this approach, the entrainment ratio is guessed
and after estimation of several parameters it is calculated using Equation 3.64. If the rel-
ative error exceeds the stopping criterion, the previous value of the entrainment ratio is
automatically replaced with the new one and the procedure is repeated until a reason-
able stopping criterion is met.
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Figure 3.18 Flowchart for an evaluation procedure for the entrainment ratio of the ejector.

Table 3.5 Decision variables for the ejector and their ranges.

Parameter Range Reason

Pmotive (kPa) [2800, 3975] Commercially available

Tmotive, rise (K) [0, 10] Commercially available

Psuction (kPa) [600, 770] Pinch point limitation

Pdischarge (kPa) [180, 290] Pinch point limitation

he ejector equipment purchase cost of an ejector can be expressed for economic
modeling of the component [15] as follows:

Zejector = 1000 × 16.14 × 0.989 ×

(

m1 ×

(

T1

P1 × 0.001

)0.05
)

× (P5
−0.75)

he cost of the ejector, taking into account the maintenance factor Φ and the capital
recovery factor, can be determined as

Zejector = ZejCRFΦ

3.7.2 Decision Variables and Constraints

he main design parameters or decision variables for optimization of the ejector are
listed in Table 3.5 with their allowable ranges.

3.7.3 Objective Functions and Optimization

Various objective functions can be considered depending on the problem considered.
Here, we choose to maximize the exergy efficiency of the system while minimizing the
cost of the system.hese objective functions are dependent on design parameters of the
system and can be expressed as:

OFI ∶ ηex = 1 −
̇ExD
̇Ex1

OFII ∶ Zejector = ZejectorCRFΦ
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Figure 3.19 Pareto frontier of the ejector.

he Pareto frontier for the ejector is shown in Figure 3.19. All points of the Pareto
frontier are optimal solutions and can be considered for selection by a decision maker.
However, there is an optimum solution that may be the best compared with others.his
point is named the ideal point in Figure 3.19. herefore, it is beneficial to find the near-
est point to the ideal point. hat point is labeled point B on the Pareto curve. In this
figure, there are two other important points, each of which can be obtained when single
objective optimization is conducted. Point A is the point when cost is the sole objective
functionwhile pointC is the optimal point when exergy efficiency is the single objective.
Whenwe performmulti-objective optimization, any combination of these two objective
functions can be selected and there is no special preference unless we find some points
closest to the ideal point.
To enhance our understanding of the multi-objective optimization of the ejector, the

variations of each of the design parameters over their allowable ranges are determined.
Figure 3.20 shows the variation of themotive flow pressure for points of the Pareto front.
As is evident for all optimum points, whether considering the minimum cost rate or
maximum exergy efficiency or even any combination of these two objective functions,
this variable should have its maximum available value. Figure 3.21 also shows the varia-
tion of the motive flow temperature rise, which is intended to superheat the motive flow
before it enters the ejector. his variable is seen to take on its minimum value, mean-
ing that superheating of the motive flow is not recommended as an enhancement of the
ejector cost rate and exergy efficiency. Figure 3.22 shows the variation of the suction
flow for point of the Pareto front. From the distribution of this variable, it is concluded
that the optimum value of this variable depends significantly on the objective functions
investigated. Figure 3.23 shows the variation of the discharge pressure for points of the
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Figure 3.20 Scatter distribution of motive flow inlet pressure with population in Pareto frontier.
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Figure 3.21 Scatter distribution of motive flow inlet temperature with population in Pareto frontier.
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Figure 3.22 Scatter distribution of suction pressure with population in Pareto frontier.
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Pareto front. As shown for all the optimum points, this variable exhibits its maximum
available value.

3.8 Concluding Remarks

In this chapter, the modeling and optimization of some of the main thermal compo-
nents used in energy systems are described. We first model each thermal component,
invoking reasonable simplifying assumptions as required, and then define different
objective functions for optimization purposes. Appropriate constraints are considered
in order to ensure realistic optimal design parameters are obtained. An evolutionary
algorithm-based multi-objective optimization is then applied to each thermal compo-
nent and a Pareto curve is obtained. he variation of each of the design parameters
over their allowable ranges is also shown to understand better how the parameters
vary within their domains. hese thermal components are used in subsequent chapters
as part of various applications, ranging from advanced power plants to fuel cells and
hydrogen production units. he particular importance of this chapter is that it helps
determine how each device operates optimally, an outcome that will help in selecting
the proper design parameters for more sophisticated and complex energy systems.
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Study Questions/Problems

1 If you are given a device, how would you determine the appropriate decision vari-

able(s) for optimization?

2 Repeat the multi-objective optimization of the compressor considered in

section 3.2, but with the compressor cost and compressor required power as the

two objective functions. Obtain the Pareto frontier.

3 Carbon dioxide enters an adiabatic compressor at 100 kPa and 300 K at a rate of

0.5 kg/s. If the compressor pressure ratio and the compressor isentropic efficiency

are considered as two design parameters, what is the minimum power required for

compression?

4 Consider a combustion chamber and a gas turbine as two components. he gas

turbine can generate 5 MW of electricity and the gas turbine inlet temperature is

fixed at 1400 K. Flue gases exit the gas turbine at atmospheric pressure. he fuel

injected into the combustion chamber is natural gas with LHV= 50 000 kJ/kg.here

is no pressure drop across the combustion chamber and both air and the flue gas

can be treated as ideal gas mixtures.

a) Apply a multi-objective optimization considering the exergy efficiency, the cost

of electricity (in terms of kWh), and the CO2 emissions (in terms of kg/MWh) as

the objective functions. Use reasonable constraints and proper design parame-

ters.

b) Perform a sensitivity analysis to determine the effect of changing the interest

rate and provide the Pareto frontier when the interest rate is i = 5%, i = 10%

and i = 15%.

c) Make recommendations for enhancing performance, environmental steward-

ship and sustainability.

5 How does varying the fuel cost affect the optimization for the combustion chamber

considered in section 3.5?
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6 In modeling a combustion chamber, how does the combustion equation change
if we consider the complete combustion instead of actual combustion? How do
the greenhouse gas emissions vary as the combustion chamber inlet temperature
increases?

7 Consider the simple gas turbine power plant shown in Figure 3.24. Air at ambi-
ent conditions enters the air compressor at point 1 and exits after compression at
point 2.he compressed air enters the combustion chamber (CC) into which fuel is
injected, and hot combustion gases exit at point 3 and expand in the gas turbine to
produce shaft power. he expanded hot gas exits the gas turbine at point 4. Natural
gas (with a volumetric composition of CH4 = 96.57%, C2H6 = 2.63%, C3H8 = 0.1%,
C4H10 = 0.7%) is injected into the combustion chamber. Consider the design param-
eters to be: the compressor pressure ratio, the gas turbine inlet temperature, the
compressor isentropic efficiency, and the gas turbine isentropic efficiency. If the gas
turbine power plant generates 10 MW of electricity,
a) What are the optimal design parameters when the exergy efficiency is maxi-

mized?
b) Calculate the exergy destruction rate and exergy efficiency for each component

at their optimal values and discuss the meaning and uses of the results.

Air
Compressor

Gas
Turbine

Combustion
Chamber

Generator
2

3

4

mf

Air
1

Figure 3.24 Schematic of a gas turbine power plant.
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4

Modeling and Optimization of Heat Exchangers

4.1 Introduction

In industrial facilities, many operations depend on heating and cooling processes. For
example, the liquid entering a distillation column is heated to enable the distillation
process to occur, or a process liquid is cooled so it can be properly stored. Such heating
and cooling is often done by transferring heat from one fluid to another in devices called
heat exchangers.
To understand how heat is transferred, it is important to understand what heat is.

Heat is a form of energy that is associated with the movement of molecules in a mate-
rial.his energy is usually manifested andmeasured as temperature. For heat transfer to
occur, there must be a difference in temperature. In the presence of a temperature dif-
ference, heat is transferred from materials with higher temperatures to materials with
lower temperatures.
he heat transfer commonly occurs in heat exchangers. A heat exchanger is device

that promotes heat transfer from one medium to another. he hot and cold media may
be separated by a solid wall to prevent mixing or they may be in direct contact. Heat
exchangers are widely used in space heating, refrigeration, air conditioning, power gen-
eration, chemical and petrochemical processing, petroleum refining, natural gas pro-
cessing, sewage treatment, and energy storage. A long-time example of a heat exchanger
is found in an internal combustion engine, where a circulating fluid known as the engine
coolant flows through radiator coils while air flows over the coils, causing the coolant to
cool and heating the incoming air.
he heat transfer process in heat exchangers usually involves convective heat transfer

in each fluid and conduction through the wall separating the two fluids. In the analy-
sis of heat exchangers, it is convenient to utilize the overall heat transfer coefficient U,
which integrates the contributions of all heat transfer effects. he rate of heat transfer
between the two fluids at a location in a heat exchanger depends on the magnitude of
the temperature difference at that point, and varies along the length of a heat exchanger.
In the design and analysis of heat exchangers, it is usually convenient and conventional
to utilize the logarithmic mean temperature difference (LMTD), which is an equivalent
mean temperature difference between the two fluids for the entire heat exchanger.
In this chapter, we begin by describing various types of heat exchangers and discuss

their applications in various industries. We then consider some of the widely used heat
exchangers in power generation, combined heat and power, and air conditioning sys-
tems, in order to comprehensivelymodel and optimize them.An evolutionary algorithm
based optimization is applied to determine the optimal design parameters of each heat

Optimization of Energy Systems, First Edition. Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi.

© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.
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exchanger, depending on the objective functions considered, which range from heat
exchanger efficiency to its size and cost. To enhance understanding of the design cri-
teria, a sensitivity analysis is conducted to see how each objective function varies when
small changes are applied to selected design parameters. We complete the chapter with
closing remarks on the efficient designs of heat exchangers.

4.2 Types of Heat Exchangers

Although widespread in application, heat exchangers are usually categorized based on
transfer phenomena, configuration, flow directions, and heat transfer mechanisms.
Other categorization bases are also used. A listing and explanation of the main heat
exchanger categorizations follows:

• Transfer phenomena

– Direct contact: hot and cold flows are in direct contact (e.g., cooling towers)
– Indirect contact: hot and cold flows remain separate(e.g., heat recovery steam gen-

erators)

• Surface compatibility

Compact: the surface area to volume ratio exceeds 700 m2/m3

Non-compact: the surface area to volume ratio is less than 700 m2/m3

• Arrangement

– Parallel flow: hot and cold flows move in the same direction
– Counter flow: hot and cold flows move in opposite directions
– Cross flow: one flow moves across the other at a 90 degree or other angle

• Configuration

– Shell and tube heat exchanger
– Plate heat exchanger
– Tubular heat exchanger
– Spiral heat exchanger

• Heat transfer mechanism

– Single-phase convection on both sides
– Single-phase convection on one side and two-phase on the other
– Two-phase convection on both sides

• Heat transfer surface

– Primary surfaces: the main surfaces separating the hot and cold flows
– Secondary surfaces: surfaces mounted on the primary surfaces to increase heat

transfer area (such as fins)

Different applications typically require different types of heat exchangers and associated
equipment. he three classifications of heat exchangers according to flow arrangement
are quite fundamental. Parallel flow and counter flow concentric heat exchangers are
shown in Figure 4.1. In parallel flow heat exchangers, the two fluids enter the exchanger
at the same end, and travel in parallel to the other end. In counter flow heat exchangers,
the fluids enter the exchanger from opposite ends. he counter flow design is the most
efficient heat exchanger, in that it can transfer themost heat from the hotmedium to the
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Figure 4.1 Two basic heat exchanger types and their temperature profiles for a double-pipe heat
exchanger.

coldmediumbecause the average temperature difference along any unit length is greater
than with other configurations.he temperature variations along the heat exchanger for
these two arrangements are also shown in Figure 4.1.
he rate of heat transfer between the two fluids is one of the most important criteria

in heat exchanger design. Compact heat exchangers are typically designed with a large
heat transfer surface area per unit volume, so as to realize high heat rates. By permitting
a high heat transfer rate in a small volume, compact heat exchangers find uses in appli-
cations with space (especially volume) limitations. In a cross flow heat exchanger, the
fluids travel roughly perpendicular to one another through the exchanger. To achieve
good efficiencies, heat exchangers are designed to maximize the surface area of the
wall between the two fluids, while minimizing the resistance to fluid flow through the
exchanger. he performance of heat exchangers can be augmented by the addition of
fins or corrugations in one or both directions to increase surface area. he large sur-
face area in compact heat exchangers is obtained by attaching tightly packed thin plates
to the walls separating the two fluids. Compact heat exchangers are commonly used in
applications involving gas-to-gas and gas-to-liquid heat transfer to counteract the low
heat transfer coefficients associated with gas flows, effectively by increasing the surface
area. he car radiator is an example of a compact heat exchanger (see Figure 4.2). In a
car radiator, which is a water-to-air compact heat exchanger, fins are attached to the air
side of the tube surface.
A shell and tube heat exchanger (Figure 4.3) is another important class of heat

exchanger. It is commonly utilized in power generation, petrochemical, and chemical
plants, and is particularly suited to high pressure applications. his type of heat
exchanger consists of a shell with tubes inside. One fluid runs through the tubes, while
the other flows over the tubes through the shell. Heat transfer between the two fluids
occurs through the walls of the tubes. he set of tubes, that is, the tube bundle, may
consist of plain or finned tubes. Baffles are commonly placed in the shell side to force
the shell side fluid to flow across the shell in order to increase heat transfer and to
maintain uniform spacing between the tubes. Despite their widespread use, shell and
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Figure 4.2 A car radiator, which is essentially a
water-to-gas compact heat exchanger. Source:
Courtesy of PRC, USA.

Shell output Tube inlet
Tube

Baffle Shell

Tube outlet

Shell input

Figure 4.3 A shell and tube heat exchanger.

tube heat exchangers are not suitable for use in applications with tight volume or weight
restrictions, such as in automobiles or aircraft, because of their large size and weight.
he plate fin heat exchanger (Figure 4.4) is composed of multiple, thin, slightly

separated plates that have large surface areas and fluid flow passages for heat transfer.
his stacked-plate arrangement is more effective, in a given space, than the shell and
tube heat exchanger. In HVAC applications, large heat exchangers of this type are
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hot flow

cold flow

Ln

Lh

Lc Figure 4.4 Plate fin heat exchanger.
Source: Adapted from Ahmadi 2011.

called plate-and-frame; when used in open loops, these heat exchangers are normally
of the gasket type to allow periodic disassembly, cleaning, and inspection. here
are many types of permanently bonded plate heat exchangers, such as dip-brazed,
vacuum-brazed, and welded plate varieties, and they are often specified for closed-loop
applications such as refrigeration. Plate heat exchangers also differ in the types of plates
used and their configurations.

4.3 Modeling and Optimization of Shell and Tube Heat
Exchangers

Shell and tube heat exchangers are used to transfer heat between two or more fluids,
between a solid surface and a fluid, or between solid particulates and a fluid, at various
temperatures. Heat exchangers usually experience no external heat and work interac-
tions. Some important parameters in shell and tube heat exchanger design include tube
number, length and arrangement, and baffle spacing. Here, wemodel shell and tube heat
exchangers and optimize themwithmulti-objective optimization.After thermodynamic
modeling of an industrial shell and tube heat recovery heat exchanger using the ε-NTU
method and the Bell–Delaware approach, the heat exchanger is optimized. Exergy effi-
ciency, total cost rate and total exergy destruction rate are considered as our objective
functions and relevant constraints are applied to ensure reasonable design parameters.
A genetic algorithm technique is employed to provide a set of Pareto optimal solutions.
A sensitivity analysis is performed to assess the impact of a change in optimum values
of exergy efficiency, total exergy destruction rate, and total cost due to changes in design
variables.

4.3.1 Modeling and Simulation

An E type TEMA (Tubular Exchanger Manufacturers Association) shell is considered
to demonstrate the modeling and simulation of shell and tube heat exchangers.
Developed by manufacturers of heat exchangers, TEMA is a set of standards defining
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design/manufacturing parameters of shell and tube heat exchangers. TEMA standards
provide a recognized approach for users and permit design comparisons for varied
applications [1].
he heat exchanger effectiveness for this type of shell can be expressed as follows [2]:

� =
2

(1 + C∗) + (1 + C∗2)0.5 coth
(

NTU

2
(1 + C∗2)0.5

) (4.1)

where C∗ denotes the heat capacity ratio and NTU the number of transfer units. hese
terms are defined below:

C∗ =
Cmin

Cmax

=
min[Cs,Ct]

max[Cs,Ct]
=

min{[ṁCp]s, [ṁCp]t}

max{[ṁCp]s, [ṁCp]t}
(4.2)

NTU =
UAt

Cmin

(4.3)

where s and t denote the shell and tube side, Cp is the specific heat at constant pressure,
At is the total tube outside heat transfer surface area, and U is the overall heat transfer
coefficient. Furthermore,

At = �LdoNt (4.4)

U =
1

1

ho
+ Ro, f +

do ln
(

do

di

)

2kw
+ Ri, f

do

di

+
1

hi

do

di

(4.5)

Here, L, Nt, di, do, Ri,f, Ro,f, kw respectively denote tube length, tube number, inside and
outside tube diameter, fouling resistance on tube and shell sides, and thermal conduc-
tivity of tube wall. he tube side heat transfer coefficient hi is expressed as follows [2]:

hi = ht =

(
kt
di

)
× 0.024Re0.8t Pr0.4t for 2500 < Ret < 1.24 × 105 (4.6)

where kt and Prt denote the tube side fluid thermal conductivity and Prandtl number,
respectively, while Ret denotes the Reynolds number, defined as:

Ret =
ṁtdi
�tAo,t

(4.7)

Here, ṁt denotes the tube side mass flow rate, �t the tube side dynamic viscosity, and
Ao,t the tube side flow cross section area per pass, which is expressible as:

Ao,t = 0.25�d2
i

Nt

np
(4.8)

Here, npis the number of tube passes. he shell diameter can be determined as fol-
lows [3]:

Ds = 0.637pt

√
(�Nt)

CL

CTP
(4.9)

where Pt is tube pitch (in meters) and CL is the layout constant, which is equal to unity
for 45∘ and 90∘ tube arrangements and 0.87 for 30∘ and 60∘ tube arrangements. CTP is
the tube count calculation constant which takes on values of 0.93, 0.9, and 0.85 for single
pass, two pass, and three pass tubes, respectively [4]. Furthermore, the Bell–Delaware
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method is used to calculate the shell side heat transfer and friction factor coefficients.
hese can be expressed as:

ho = hs = hidJcJlJbJsJr (4.10)

where hid denotes the heat transfer coefficient for pure cross flow over the tube bundle
calculated at the Reynolds number at the centreline of the shell. his is expressible as
follows:

hid = JsCp,s

(
ṁs

As

)(
ks

Cp,s�s

) 2

3
(

�s

�s,w

)0.14

(4.11)

Here, Js denotes the ideal tube bank Colburn factor, As the cross flow area at or near the
shell centerline, and μ s∕μ (s,w) the ratio of viscosities at the average temperature and
wall temperature on the shell side.
he shell side pressure drop contains three terms, including the cross flow section

pressure drop, the inlet and outlet pressure drops, and the window section pressure
drop.Details on theColburn factor, friction factor, and cross flow area at or near the shell
centreline can be found elsewhere [4]. hese factors depend on the tube arrangement
and Reynolds number. In Equation 4.10, Jc is the correction factor for a baffle configu-
ration (e.g., baffle cut and spacing), Jl is the correction factor for baffle leakage effects,
which considers both shell-to-baffle and tube-to-baffle hole leakages, Jb is the correction
factor for bundle and pass partition bypass streams, which depend on the flow bypass
area and the number of sealing strips, Js is the correction factor for bigger baffle spacing
at the shell inlet and outlet sections, and Jr is the correction factor for the adverse tem-
perature gradient in laminar flows. he pressure drop on the tube side is expressed as:

ΔPt =
ṁ2

t

2�tA
2
o,t

[
4fiL

di
+ (1 − �2 + Kc) − (1 − �2 − Ke)

]
np (4.12)

where Kc and Ke respectively are the inlet and outlet pressure loss coefficients for a mul-
tiple circular tube core. Also, � is the ratio of minimum free flow area to frontal area
(given in Table. 4.1), and ft is the friction factor, which is calculated as follows [2]:

ft = 0.00128 + 0.1143(Ret)
−0.311 (4.13)

his equation is valid when 4000 < Ret < 107.

Table 4.1 Ratio of minimum free flow area to frontal area of shell and tube
heat exchanger.

Ratio Arrangement

30∘ triangular 45∘ rotated square 90∘ rotated square

�
(pt − d0)

pt

√
2pt − d0)√

2pt

if
pt
do

≥ 1.7
(pt − d0)

pt

2(pt − d0)√
2pt

if
pt
do

≤ 1.7
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4.3.2 Optimization

A multi-objective optimization method based on an evolutionary algorithm is applied
to the shell and tube heat exchanger. Objective functions, design parameters and con-
straints, and the overall optimization process are described in this section.

4.3.2.1 Definition of Objective Functions

Two objective functions are considered here for multi-objective optimization: exergy
efficiency (to bemaximized) and total cost rate of product (to beminimized).he objec-
tive functions in this analysis can be expressed as follows:

Total cost rate: he total cost rate includes the cost of the heat exchanger, correlated
here with the device’s heat transfer surface area, and the operating cost for pumping
power. hus we can write:

Ctotal = Cin + Cop (4.14)

he monetary units used here are 2015 US dollars. he investment cost (in US$) for a
stainless steel shell and tube heat exchanger can be expressed as a function of surface
area as [5, 6]:

Cin ($) = 8500 + 409A0.85
t (4.15)

where At is the total tube outside heat transfer area.he total discounted operating cost
related to the pumping power to overcome friction losses can be calculated as follows:

Cop =

ny∑
k=1

Co

(1 + i)k
(4.16)

where

Co = Pkel� (4.17)

P =
1

�

(
ṁt

�t
ΔPt +

ṁs

�s
ΔPs

)
(4.18)

Here, ny denotes the equipment lifetime in years, i the annual interest rate, kel the elec-
tricity price, � the hours of operation per year and � the isentropic efficiency.

Exergy efficiency: he Exergy Efficiency for the Shell and Tube Heat Exchanger Is
Defined As

� = 1 −
ĖxD∑
Ėxin

(4.19)

where ĖxD is the exergy destruction rate.

4.3.2.2 Decision Variables

he following decision variables (design parameters) are selected for this study: tube
arrangement, tube diameters, tube pitch ratio (pt∕do), tube length, number of tubes,
baffle spacing ratio (L bc∕D (s, i)), and baffle cut ratio (BC∕D (s, i)). Although the deci-
sion variables may be varied in the optimization procedure, each is normally required
to be within a reasonable range. Such constraints, based on earlier reports, are listed in
Table 4.2.
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Table 4.2 Design parameters for shell and tube heat exchanger, their ranges
of variation and their change step size.

Decision variable Lower bound Upper bound Step size

Tube arrangement 30∘, 45∘, 90∘ – 1

Tube inside diameter (m) 0.0112 0.0153 –

Tube outside diameter (m) 0.0126 0.022 –

pt∕do 1.25 2 0.001

Tube length (m) 3 8 0.001

Tube number 100 600 1

Baffle cut ratio 0.19 0.32 1

Baffle spacing ratio 0.2 1.4 0.001

Table 4.3 Fluid and device properties for the shell and tube heat exchanger (input data for the
model).

Property Shell side (hot water) Tube side (cold water)

Density of fluid (kg∕m3) 980 995

Specific heat of fluid (J/kg K) 4180 4120

Viscosity of fluid (Pa s) 0.000672 0.000695

Fouling factor of heat exchanger surface (m2W∕K) 0.000065 0.000074

hermal conductivity of fluid (W/m K) 0.56 0.634

4.3.3 Case Study

he optimum heat exchanger configuration is obtained for an oil cooler shell and tube
heat recovery heat exchanger in the Sarcheshmeh copper production power plant
located in the south of Kerman city, Kerman, Iran. he objectives in this case study are
to maximize the exergy efficiency while minimizing the total cost rate. Hot water (the
hot stream) enters the shell side of the heat exchanger at a mass flow rate of 8.1 kg/s
and temperature of 78.3∘C. Water (the cold stream) enters the tube side at a mass flow
rate of 12.5 kg/s and temperature of 30∘C. Values for several fluid and device properties
are listed in Table 4.3.
For this shell and tube heat exchanger case study, the equipment lifetime is assumed

to be ny = 10 years, the interest rate is assumed to be i= 10%, the electricity price is
0.15 $/kWh, the duration of operation is assumed to be � = 7500 h/year, and the heat
exchanger efficiency is taken to be � = 0.6. he design variables include three possible
tube arrangements (30∘, 45∘, 90∘) and 20 standard tube types.he inner and outer diam-
eters of the 20 tube types are listed in Table 4.4 [6].

4.3.4 Model Verification

To ensure the accuracy and correctness of the model, which is incorporated in devel-
oped simulation code, the modeling results are compared to the corresponding results
reported in reference [2]. his comparison (see Table 4.5) indicates good agreement
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Table 4.4 Inner and outer diameters of 20 standard tubes for shell and tube heat exchanger.

Diameter Value (in)

Outer 1/2 5/8 5/8 5/8 5/8 5/8 5/8 5/8 5/8 3/4 3/4 3/4 3/4 3/4 3/4 3/4 3/4 3/4 3/4 7/8

Inner 0.44 0.40 0.43 0.48 0.49 0.50 0.52 0.54 0.55 0.48 0.51 0.53 0.56 0.58 0.60 0.62 0.63 0.35 0.68 0.67

Table 4.5 Comparison of the modeling output and the results from reference.

Variable Results

from [2]

Present

study

Relative difference

magnitude (%)

hermal effectiveness (−) 0.155 0.1599 2.83

Total cost ($) 74,598 74,112 0.65

Tube side pressure drop (kPa) 17.58 17.66 0.45

Shell side pressure drop (kPa) 112 111 0.87

Heat transfer rate (kW) 393.6 404.6 2.78

Tube side heat transfer coefficient (W∕m2 K) 7837 7838 0.01

Shell side heat transfer coefficient (W∕m2 K) 698.8 730.2 4.45

Source: Shah 2003. Reproduced with permission of Wiley.

between the simulation and the reported results; observed differences are of acceptable
magnitudes.

4.3.5 Optimization Results

he results of the optimization are presented. As mentioned before, exergy efficiency
and total cost rate of the shell and tube heat exchanger are the two objective functions
considered, and seven design parameters are selected: tube arrangement, tube diame-
ters, tube pitch ratio, tube length, tube number, baffle spacing ratio, and baffle cut ratio.
he design parameters and the ranges of their variations are listed in Table 4.2. he
number of iterations for finding the global optimum over the entire search domain is
8.2 × 1015. he genetic algorithm optimization is performed for 200 generations, using
a search population size of M= 100 individuals, a crossover probability of pc = 0.9, a
gene mutation probability of pm = 0.035 and a controlled elitism value c= 0.55.
Figure 4.5 shows the Pareto frontier solution for the shell and tube heat

exchanger obtained via multi-objective optimization using the objective functions in
Equations 4.14 and 4.19. Geometrical changes that increase exergy efficiency usually
lead to an increase in the total cost rate, and vice versa. his suggests the need for
multi-objective optimization techniques in the case of a shell and tube heat exchanger.
As shown in Figure 4.5, the maximum exergy efficiency exists at design pointA (0.92),

while the total cost of products is the greatest at this point ($57 359). Also, the mini-
mum value for the total cost, which is about $14 337, occurs at design point C. Design
point C is the optimal situation when the total cost is the sole objective function, while
design point A is the optimum point when exergy efficiency is the sole objective func-
tion. In multi-objective optimization, a process of decision-making for selection of the
final optimal solution from the available solutions is required. It can be clearly seen that
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Figure 4.5 Pareto frontiers, showing best trade-offs for the objective functions.

it is not feasible to have both objectives at their optimum point simultaneously and,
as shown in Figure. 4.5, the ideal point is not a solution located on the Pareto frontier.
Since each point in the Pareto solutions obtained inmulti-objective optimization can be
utilized as the optimized point, the selection of the optimum solution depends on the
preferences and criteria of the decisionmaker, suggesting that eachmay select a different
point as the optimum solution depending on his/her needs and preferences. Table 4.6
shows all the design parameters for points A-C. As shown in Figure 4.5, the optimized
values for exergy efficiency on the Pareto frontier range between 75% and 92%. To pro-
vide a good balance between exergy efficiency and total cost rate, a curve is fitted to the
optimized points obtained from the evolutionary algorithm, and the expression for this
fitted curve is:

Ctotal ($) =
5.848�2 + 384� − 5215

�2 − 3.48� − 97.95
× 103 (4.20)

Table 4.6 Optimum values of exergy efficiency, total cost and exergy destruction rate for design
points A to F in Pareto optimal fronts.

Quantity Design point

A B C D E F

Exergy efficiency 0.92 0.89 0.76 0.7686 0.86 0.92

Total cost ($) 57359 22090 14337 14397 19995 43959

Exergy destruction rate (kW) 12.15 17.97 37.95 37.44 21.43 12.19
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his equation is valid when the exergy efficiency varies between 75% and 92%. To study
the variation of thermodynamic characteristics, several points (A to F) on the Pareto
frontier are considered. Table 4.6 gives the total cost of the heat exchanger, the total
exergy destruction rate, and the exergy efficiency. From point A to point C in this table,
both the total cost rates of the system and the exergy efficiencies decrease. As previously
stated, point A is preferred when exergy efficiency is the sole objective function, and
design point C when the total cost is the sole objective function. Design point F is also
preferred when the total exergy destruction rate is the sole objective function.

4.3.6 Sensitivity Analysis Results

Sensitivity analyses are performed to better understand the results of themulti-objective
optimization.he effects of varying each of the design parameters for pointA-F on both
objective functions are investigated. An increase in Pt∕do results in a decrease in both
exergy efficiency and total cost for all design points A-C (see Figure 4.6). However, an
increase in this parameter results in an increase in the exergy destruction rate for all
points on the Pareto frontier from D to F in Figure 4.7a. herefore, variations of tube
pitch ratio cause a conflict between the two objectives.
he results also show that an increase in the tube length leads to an increase in both

exergy efficiency and total cost for all design points A-C (Figure 4.6b), and a decrease in
exergy destruction ratefor all points from D to F (Figure 4.7b). herefore, variations in
tube length cause a conflict between two objective functions.
Like tube length, both exergy efficiency and the total cost increase with an increase

in the tube number (see Figure 4.6c). Moreover, an increase in this parameter leads to
a decrease in exergy destruction rate for all points from D to F in Figure 4.7c. here-
fore, the tube number causes a conflict between two objective functions. As shown in
Figure 4.6d and 4.7d, an increase in the baffle spacing ratio (Lbc/Ds,i) creates a conflict
between two sets of objective functions (exergy efficiency and total cost as the first set
and exergy destruction rate and total cost as the second set). In addition, an increase in
baffle cut ratio (BC/Ds,i) leads to a decrease in both exergy efficiency and total cost as
shown in Figure 4.6e, although this change is minor. Furthermore, an increase in this
parameter results in an insignificant change in exergy destruction rate, as observed in
Figure 4.7e.

4.4 Modeling and Optimization of Cross Flow Plate Fin Heat
Exchangers

Cross flow plate-fin heat exchangers are widely used in gas-to-gas applications where
a large surface area is required. Such applications occur in cryogenics, micro-turbines,
automobiles, chemical process plants, and aeronautical devices. A plate-fin heat
exchanger (Figure 4.8) has a high thermal effectiveness for three main reasons:

• fins are employed on both the sides to interrupt boundary layer growth,
• it has a large heat transfer surface area per unit volume, and
• it has a good thermal conduction due to the small thickness of the plate.

Together, these factors lead to a low space requirement, weight, energy requirement,
and cost, and result in a compact heat exchanger. However these advantageous charac-
teristics come at the expense of high frictional losses (i.e., pressure drops).
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Figure 4.6 Effect of varying design parameters on total cost and exergy efficiency: (a) tube pitch ratio,
(b) tube length, (c) tube number, (d) baffle spacing ratio, (e) baffle cut ratio.

Rectangular offset strip fins are shown in Figure 4.9. Such offset strip fins have high
compactness, heat transfer efficiency, and reliability, and are widely employed in heat
exchangers for cooling systems of aircraft, automobiles, and HVAC devices. Offset strip
fins typically have superior heat transfer performance to plain fins. Furthermore, offset
strip fins usually exhibit higher strength and reliability than louver fins.
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Figure 4.7 Effect of varying design parameters on total cost and total exergy destruction rate: (a) tube
pitch ratio, (b) tube length, (c) tube number, (d) baffle spacing ratio, (e) baffle cut ratio.

4.4.1 Modeling and Simulation

To model and simulate the plate in order to determine the optimal heat exchanger, the
ε-NTU method is emloyed to predict the heat exchanger performance. hus, the effec-
tiveness of the cross flow heat exchanger with both fluids unmixed can be expressed
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Figure 4.8 Plate fin heat exchanger.
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Figure 4.9 Typical rectangular offset strip fin
core. Source: Adapted from Ahmadi 2011.

as [1]:

� = 1 − exp[−(1 + C∗)NTU] ×

{

I0(2NTU
√
C∗) +

√
C∗I1(2NTU

√
C∗

−
1 − C∗

C∗

∞∑
n=2

C∗
n

2 In(2NTU
√
C∗)

}
(4.21)

where I is the modified Bessel function. he number of transfer units (NTU) and heat
capacity ratio (C*) are defined as follows [1]:

NTUmax = UA∕Cmin (4.22)

C∗ =
Cmin

Cmax

(4.23)

Here,U denotes the overall heat transfer coefficient andA the total heat transfer surface
area. hese terms are expressible as follows:

U =
1

1

h0�s,c
+

1
Ah

Ac
(hh�s,h)

(4.24)
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and

A = (�Vp)c + (�Vp)h (4.25)

Here, h denotes the heat transfer coefficient and � the heat transfer surface area per unit
volume. Also, �s is the overall surface efficiency, defined as

�s = 1 −
Af

Acell

(1 − �f ) (4.26)

where Af is the fin heat transfer area and �f the efficiency of a single fin, expressible as

�f =
tanh(ml)

ml
(4.27)

wherem =
√

2h∕kf tf , l =
b

2
and kf is the fin thermal conductivity. To evaluate the actual

exchanger effectiveness, a reduction in cross flow exchanger effectiveness (Δ�∕�) due to
longitudinal wall heat conduction is considered by interpolation of the tabular results
given elsewhere [1]. In addition, the pressure drop is expressed as

ΔP =
G2

2
vin

[
(1 + �2)

(
vout
vin

− 1

)
+ f

4L

Dh

vavg

vin

]
(4.28)

Here, � the ratio of minimum free flow area to frontal area and f is the friction factor.
he number of entropy generation units is defined as follows [7]:

NS =
Ṡ

Cmax

(4.29)

where Ṡ is the entropy generation rate, expressed as

Ṡ = ΔSc + ΔSh (4.30)

where

ΔS = ṁ

[
Cp ln

(
Tout

Tin

)
− R ln

(
Pout

Pin

)]
(4.31)

4.4.2 Optimization

For optimization purposes, entropy generation, total annual cost, heat exchanger
effectiveness, heat exchanger exergy efficiency, and heat exchanger exergy destruction
rate are considered as objective functions. he total annual cost includes the levelized
investment cost (the annualized cost of the heat transfer surface area). hese terms are
expressible as

Ctotal = aCin + Cop (4.32)

Cin = CAA
n (4.33)

Cop =

(
kel�

ΔPVt

�

)

c

+

(
kel�

ΔPVt

�

)

h

(4.34)

where CA and kel are the heat exchanger investment cost per unit surface area and the
electricity unit cost respectively, n is a constant, and � is the annual number of opera-
tional hours of the heat exchanger.he latter quantity is 6000 hr for this heat exchanger
in this chapter. ΔP, Vt and � denote pressure drop, volume flow rate and compressor
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Table 4.7 Design parameters, their ranges of variation and their change steps.

Variable Lower value Upper value Change step

Fin pitch (mm) 1 2.5 0.010

Fin height (mm) 2.5 8 0.010

Fin length (mm) 2 3.5 0.010

Hot stream flow length (m) 0.2 0.4 0.001

Cold stream flow length (m) 0.7 1.2 0.001

No-flow length (m) 0.2 0.4 0.001

isentropic efficiency, respectively. Also, a is the annual cost coefficient, which is calcu-
lated as follows:

a =
i

1 − (1 + i)−y
(4.35)

where i and y are the interest rate and the depreciation time respectively.

4.4.2.1 Decision Variables

he following decision variables (design parameters) are selected for this study: fin pitch
(c), fin height (b), fin offset length (x), cold stream flow length (Lc), no-flow length (Ln),
and hot streamflow length (Lh).Moreover, constraints are introduced to ensure that �, �,
� are in the range of 0.134<� < 0.997, 0.012<� < 0.048 and 0.041< � < 0.121, where � =

c∕b,� = tf ∕x and � = tf ∕c. Note that the relations for friction coefficient and Colburn
factor used here are valid over these ranges, which also can be considered as constraints.
Although the decision variables may be varied in the optimization procedure, each is
normally required to be within a reasonable range. Such constraints, based on earlier
reports, are listed in Table 4.7.

4.4.3 Case Study

he plate fin heat exchanger (PFHE) optimum design parameters are obtained for a gas
furnace in Almas Kavir tile factory located in northwest of Kerman city, Kerman, Iran.
A schematic of the furnace, including the heat exchanger, is shown in Figure 4.10. he
furnace temperature is 380 K at initial process stages and about 1200 K during the final
stages. he hot stream exits from the middle stages of the furnace with a mass flow
rate of 1.8 kg/s and enters the heat exchanger at 658.15 K. he fresh air, which is the
cold stream, enters the heat exchanger with a mass flow rate of 2 kg/s at 306.15 K. he
PFHE ismade of stainless steel, with thermal conductivity kw = 18W/mK.he operating
conditions and the cost function constant values are listed in Table 4.8. Moreover, the
thermophysical properties of air (e.g., Prandtl number, viscosity, and specific heat) are
considered as temperature dependent.

4.4.4 Model Verification

In order to verify the modeling results, the simulation outputs are compared with the
corresponding results reported in the literature. A comparison is made between our
modeling results and the corresponding values from reference [2], for the input values
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Figure 4.10 A tile furnace with a plate fin heat
exchanger used as a preheater.

Outside

PFHETo Furnace

Tile Furnace

Table 4.8 Operating conditions of PFHE in the tile furnace.

Mass flow rate of hot flow (kg/s) 1.8

Mass flow rate of cold flow (kg/s ) 2

Hot flow inlet temperature (K) 658.15

Cold flow inlet temperature (K) 306.15

Inlet pressure (hot side) (kPa) 180

Inlet pressure (cold side) (kPa) 120

Heat exchanger price per unit area ($/m2) 100

Exponent of nonlinear increase with area increase 0.6

Hours of operation per year (h/yr) 6000

Unit price of electrical energy ($/MWh) 25

Compressor isentropic efficiency 0.67

in Table 4.9. he results show that the differences between these two modeling output
results are acceptable for the two objective functions. Furthermore, the optimization
results obtained using the procedure presented in this paper, for the same case study and
the same input values as in reference [8], are listed inTable 4.10.heoptimization results
show a 14.3% decrease in the total annual cost at a fixed number of entropy generation
units, as well as a 3.5% decrease in the number of entropy generation units for a fixed
total annual cost, which constitutes a significant improvement.

4.4.5 Optimization Results

he optimization results are now presented. To minimize the number of entropy gen-
eration units and the total annual cost, and to maximize the heat exchanger exergy
efficiency and the heat exchanger effectiveness, six design parameters are chosen for
consideration. hey are: fin pitch, fin height, fin offset length, cold stream flow length,
no-flow length, and hot stream flow length. Design parameters and the ranges of their
variation are listed in Table 4.7, as given previously. he number of iterations for deter-
mining the global extremum in the entire search domain is about 2.9 × 1014. he system
is optimized for a depreciation time y= 10 years and an interest rate i= 0.1.he genetic
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Table 4.9 Comparison of modeling output and corresponding results from
reference.

Output parameter Value from [2] Present study Relative difference

between present

study and [2] (%)

Jh (−) 0.017 0.0175 2.88

f h (−) 0.067 0.0684 2.242

Jc (−) 0.0134 0.0149 11.19

f c (−) 0.0534 0.055 2.996

hh (W/m2 K) 0.0534 370.50 2.68

hc (W/m2 K) 360.83 371.49 11.19

� (−) 0.838 0.8444 0.75

Ctotal ($) 1518.78 1530.82 0.79

NS 0.1304 0.1345 3.14

ΔPtotal (kPa) 17.425 16.84 −3.357

Atotal (m
2) 169.208 174.3 3.01

Source: Shah 2003. Reproduced with permission of Wiley.

Table 4.10 Input values from reference.

Mass flow rate of hot flow (m3/s) 1.2

Mass flow rate of cold flow (m3/s) 0.6

Hot flow inlet temperature (K) 513.15

Cold flow inlet temperature (K) 277.15

Inlet pressure for hot side (kPa) 110

Inlet pressure for cold side (kPa) 110

Fin material Aluminum

Heat exchanger price per unit area ($/m2) 100

Exponent of nonlinear increase with area increase 0.6

Hours of operation per year (h/year) 6500

Unit price of electrical energy ($/MWh) 30

Compressor isentropic efficiency 0.5

Source: Xie 2008. Reproduced with permission of Elsevier.

algorithm optimization is performed for 250 generations, using a search population size
of M= 100 individuals, a crossover probability of pc = 0.9, a gene mutation probability
of pm = 0.035 and a controlled elitism value c= 0.55. he resulting Pareto optimal fron-
tier is shown in Figure. 4.11, which identifies the conflict between the two objective
functions: number of entropy generation units and total annual cost. Any geometrical
changes that decrease the number of entropy generation units lead to an increase in the
total annual cost and vice versa.
he results demonstrate the importance of multi-objective optimization techniques

in the optimal design of a PFHE. As shown in Figure 4.11, the minimum number of
entropy generation units exists at design point A (0.0939), while the total annual cost
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Table 4.11 Optimized values for selected design parameters on the Pareto frontier in
Figure 4.11 based on multi-objective optimization.

Objective function A B C D E

NS 0.093 0.097 0.104 0.114 0.130

Annual cost of heat exchanger ($/year) 4031 2754 1925 1327 1031

has the highest value at this point. Conversely, the minimum total annual cost occurs at
design point E ($1031.0), with has the largest number of entropy generation units (0.13).
Design point A is the optimal solution when the number of entropy generation units is
a single objective function, while design point E is the optimum condition at which the
total annual cost is a single objective function.
he optimum values of the two objectives for five typical points from A to E (Pareto

optimal frontiers) are listed in Table 4.11 for the input values in Table 4.7.
To provide a good understanding of the relation between the numbers of entropy

generation and total cost, a curve is fitted to the optimized points obtained from the
evolutionary algorithm. he expression for this fitted curve follows:

Ctotal ($) =
−2.81NS3 − 4.31NS2 + 1.72NS − 0.48

NS2 + 21.84NS − 1.86
× 103 (4.36)

his equation is valid when the entropy generation varies between 0.094 and 0.13. An
interesting point is that, when a numerical value is provided for the number of entropy
generation units in the validity range, Equation 4.36 provides the minimum total annual
cost for that optimal point along with other optimal design parameters. In addition, the
change in effectiveness versus annual cost for the set of optimal points (Figure 4.11) is
shown in Figure 4.12. It can be seen there that considering entropy generation units
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Figure 4.11 Pareto frontier, showing best trade-off among objective functions.
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Figure 4.12 Distribution of annual cost versus effectiveness for points of Pareto frontier in Figure 4.11
and using NSGA-II.

allows a unique objective function to be used for thermodynamic optimization. More-
over, in Figure 4.12, the Pareto optimal front for another two objective functions is
shown (i.e., annual cost and effectiveness).his figure shows that any geometric changes
which increase the effectiveness lead to an increase in the total annual cost and vice
versa. he results of Figure 4.12 show that by considering the entropy generation and
annual cost we can predict the optimization results when effectiveness and annual cost
are taken to be the two objective functions.
Furthermore, the Pareto optimal frontiers for the heat exchanger exergy efficiency and

exergy destruction are shown in Figure 4.13 as a function of annual cost rate.his figure
shows that when the exergy efficiency of the heat exchanger rises, the total cost of the
heat exchanger increases. his suggests that a higher heat exchanger exergy efficiency
leads tomore efficient heat exchangers fromboth thermodynamic and thermoeconomic
points of view.he same conclusion can be obtained by considering another two objec-
tive functions (from potential choices such as exergy destruction rate, exergy efficiency,
and annual cost), as shown in Figure 4.13. It is clear from this figure that, when the
exergy destruction rate of the heat exchanger increases, the total cost decreases. his is
due to the fact that the design parameters are not selected for the best case, in which the
exergy destruction is low. But, by decreasing the exergy destruction rate, the total annual
cost increases. his observation reveals that irreversibility, like pressure drop and high
temperature difference between cold and hot streams, plays a key role in exergy destruc-
tion. hus, a more efficient heat exchanger leads to a heat exchanger with a higher total
cost rate.

4.4.6 Sensitivity Analysis Results

For better insight into this analysis, the distribution of decision variables for the optimal
points on the Pareto frontier in Figure 4.11 are shown in Figures 4.14a to Figure 4.14f.
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he lower and upper bounds of the variables are illustrated by the dotted lines. he
following points are noted for the optimal variables in Figure 4.14.

1) Values for the fin pitch and plate spacing are distributed equally across the entire
allowable domain.

2) he numerical values of the fin offset length, cold stream flow length, hot stream flow
length, and no-flow length are at their maximum levels.

he optimumvalues of the fin pitch and the plate spacing, which have scattered distribu-
tions throughout their allowable domains, show that these parameters have significant
effects on the tension between the lower values of the number of entropy generation
units and the total annual cost.
he fin offset length, the cold stream flow length, the no-flow length, and the hot

streamflow length, which are at theirmaximumvalues, show that these parameters have
no effect on the conflict between the two objective functions.he variation of optimum
value of number of entropy generation units with the total annual cost for various values
of optimum design parameters in cases A-E (Pareto frontier) are shown in Figures 4.15a
to 4.15f. It is observed that the variation of the two objective functions at other points on
the Pareto optimal frontier displays the same trend as the five pointsA-E. An increase in
the fin pitch results in an increase in the number of entropy generation units while the
total annual cost decreases for all of the design points A-E (see Figure 4.15a).herefore,
variations of fin pitch cause a conflict between the two objective functions, and values
of fin pitch have a distribution over the full allowable domain (see Figure 4.14a). As for
fin pitch, by increasing the fin height, the number of entropy generation units increases
while the total annual cost decreases for all design points A-E (see Figure 4.15b). Con-
sequently, the fin height causes a conflict between two objective functions and the fin
height values obtained on the Pareto optimal front exhibit a scattered distribution, as
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is evident in Figure 4.14b. In addition, an increase in fin length leads to an increase in
the number of entropy generation units and a decrease in the total annual cost (see
Figure 4.15c). However Figure 4.15c shows that there is a region in design points A to B
that has no effect on the conflict between the objective functions.
An increase in the cold stream flow length and/or the hot stream flow length results in

a decrease in both the number of entropy generation units and the total annual cost (see
Figures 4.15d and 4.15f ). In fact, the investment cost of the heat exchangers increases
with increases in these two parameters, due to the increment in the thermal surface area.
However, the operational cost decreases due to the fact that in this case the pressure drop
declines when these two parameters increase. In this case, therefore, increasing these
two parameters causes the total annual cost first to decrease and then to reach to a fixed
value. As a consequence, the maximum value of these parameters is desired to improve
both objective functions simultaneously (see Figures 4.14d and 4.14f ). An increase in the
no-flow length has the same effect as increasing the cold and hot stream flow lengths,
which reduces both the number of entropy generation units and the total annual cost
(Figure 4.15e). As a result, the no-flow length has no effect on conflict between the two
objective functions. he distribution of the no-flow length around its maximum value
verifies this point (Figure 4.14e).

4.5 Modeling and Optimization of Heat Recovery Steam
Generators

hehigher efficiency of combined cycle power plants (CCPPs) in comparisonwith Bray-
ton or Rankine cycles has made this form of power generation quite attractive. he
heat recovery steam generator (HRSG) is an important part of a combined cycle power
plant as it allows recovery of energy from the turbine exhaust gases. An HRSG may
contain up to three pressure levels: low pressure (LP), intermediate pressure (IP), and
high pressure (HP). Each pressure level includes three main groups of heat exchang-
ers or heating elements: economizer, evaporator, and superheater. When the turbine
exhaust gases pass over the HRSG heating elements, water inside the tubes is heated by
the hot gases and vaporized. he steam produced expands in a steam turbine, generat-
ing shaft power. Water preheating and evaporation occur in the economizer(s) and the
evaporator, respectively. After separating the liquidwater and steam in a drum, thewater
returns to the evaporator down comers while the steam enters the superheater.he opti-
mal design of such a thermal system is of great interest, especially due to extensive use
of combined cycles as a preferred method of generating electricity. hese systems are
designed mainly based on the gas turbine exhaust mass flow rate and temperature. he
design of the HRSG significantly affects the overall cycle efficiency and power output,
and thus merits optimization. An optimal design provides a cost effective system with
minimum total cost. Here, the simulation and optimal design of HRSGs with and with-
out duct burners are performed. he allowable arrangements of heat transfer elements
are selected.

4.5.1 Modeling and Simulation

Here, the optimum physical and thermal design parameters of the system are deter-
mined, and a simulation program is developed.he temperature profile along theHRSG,
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Figure 4.16 Schematic of an HRSG with dual pressure level and supplementary firing.

the input and output exergies, and the heat transfer surface area of each heating element
are determined to study HRSG performance. he energy balance equations for various
parts of the system (see Figure 4.16) are as follows:

High pressure superheater

ṁgCp(T11 − T12) = ṁs,HP(h10 − h9) (4.37)

High pressure evaporator

ṁgCp(T12 − T13) = ṁs,HP(h9 − h8) (4.38)

High pressure economizer

ṁgCp(T13 − T14) = ṁs,HP(h8 − h7) (4.39)

Low pressure superheater

ṁgCp(T14 − T15) = ṁs,LP(h6 − 5) (4.40)

Low pressure evaporator

ṁgCp(T15 − T16) = ṁs,LP(h5 − h4) (4.41)

Deaerator evaporator

ṁgCp(T16 − T17) = ṁs,LP(h3 − h2) (4.42)

Condensate preheater

ṁgCp(T17 − T18) = ṁs,LP(h2 − h1) (4.43)

Energy andmass balance equations are numerically solved and the temperature profiles
for the gas and water/steam sides of the HRSG are calculated.
From the system exergy balance equation, the exergy destruction rate in the HRSG is

computed as

İ = Ėxi − Ėxe (4.44)
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he inlet exergy to theHRSG is the corresponding exergy of the gas turbine exhaust.he
exergies of the inlet water streams, which are assumed to be at ambient temperature (the
dead state), are zero.
he output exergy from the HRSG is in two forms: the steam generated in the evapo-

rator, which is sent to the superheater, and the flue gas exiting through the stack. hus,

İ = Ėxg − Ėxs − Ėxf (4.45)

Expressions for the key exergy flows related to the HRSG are described below.

Hot inlet gas exergy

Ėxg = ṁg

{
Cp(Tg − T0) − T0

[
CpLn

(
Tg

T0

)
+ RLn

(
Pg

P0

)]}
(4.46)

Here, the last term is negligible due to the similar magnitudes of the gas flow pressure
Pg and atmospheric pressure Po.

Steam exergy

Ėxg =
∑

ṁ[(h − h0) − T0(s − s0)] (4.47)

Flue gas exergy

Ėxf = ṁg[Cp(T18 − T0) − T0(s18 − s0)] (4.48)

Condensate preheater inlet water exergy

Ėxs,cond = ṁw[(h1 − h0) − T0(s1 − s0) (4.49)

In the above expressions, the specific heat capacity is computed as follows [9]:

Cp(T) = 0.991 +
6.99

105
T +

2.71

107
T2 −

1.22

1010
T3 (4.50)

he required heat transfer surface area is determined from

Q = UAΔTm (4.51)

where ΔTm is an appropriate mean temperature difference. he overall heat transfer
coefficient U is sometimes treated as constant. Here, however, the variations of heat
transfer coefficients with changes in decision variables (such as steam mass flow rate)
are taken into account using an in-house developed software program [1]. A key design
parameter in each pressure level of the HRSG is the pinch point. A large pinch point
temperature corresponds to a small exchanger heat transfer surface area and a relatively
low capital cost for the recovery system, for a fixed rate of energy exchange. A small
pinch point temperature corresponds to a larger heat transfer surface area and more
costly system. Using international prices, the average investment cost of the equipment
for each heating element is computed based on the data given in Table 4.12.
he capital cost of the HRSG can be determined as follows:

Cc = (KEVPAEVP + KECOAECO + KSHASH + KDEAADEA)LP

+ (KEVPAEVP + KECOAECO + KSHASH)HP (4.52)

he duct burner investment cost can be expressed based on its heating capacity as fol-
lows [11]:

Cduct burner = 700ṁf LHV�comb (4.53)

where �comb is the combustion efficiency.



4 Heat Exchangers 121

Table 4.12 Average investment costs of HRSG equipment.

Element Economizer

KECO ($/m2)

Evaporator

KEVP ($/m
2)

Superheater

KSUP ($/m
2)

Deaerator evaporator

KDEA-EVP ($/m
2)

Price 34.9 45.7 96.2 41.1

Source: Casarosa 2004. Reproduced with permission of Elsevier.

4.5.2 Optimization

In this heat exchanger, the total annualized cost per unit of steam produced exergy
(CT∕Ėxs) is selected as the objective function. he total annualized cost of the plant
is obtained as follows:

CT = aCc + Cop + CE İtop (4.54)

he first term (aCc) represents the capital or investment cost, where a is the annual
recovery factor. his economic parameter depends on the interest rate i and the equip-
ment lifetime k, which is expressible in the form (i(1 + i)∧k)∕((1 + i)∧k − 1). he second
term Cop is the operating cost, which may be used in the case of a running a duct burner
where there is fuel consumption in theHRSG.he third term (CE İtop) is the correspond-
ing cost of exergy destruction. Here, CE is the exergy unit price ($/kJ),İ, is the rate of
exergy destruction (kJ/s), and top is the annual working hours of the system. herefore,
the objective function contains decision variables for which optimum values are the
optimum system design parameters. hese values minimize the total cost per unit of
produced steam exergy, that is, the objective function.

4.5.2.1 Decision Variables

he decision variables in this problem are the HP and LP drum pressure levels, the HP
and LP pinch point temperature differences, the high pressure and low pressure side
mass flow rate ratios of steam at each pressure level, and the duct burner fuel consump-
tion mass flow rate. he ranges of variations for these design parameters are listed in
Table 4.13. To avoid water vapor condensation and stack corrosion, the exit stack gas
temperature is assumed to be higher than 120∘C.

4.5.3 Case Study

he input parameters for the HRSG we are examining are specified in this section. he
fuel supplied to the duct burner is natural gas with LHV= 50 000 kJ/kg.he fuel price is

Table 4.13 Design parameters and their ranges of variation.

Symbol Parameter Unit Lower value Upper value

PHP Pressure MPa 5 18

PLP Pressure MPa 0.4 7

PPHP Temperature K 4 30

PPHP Temperature K 4 30

ms,HP Mass flow ratio % 0.1 0.9

ṁ DB Duct burner mass flow rate kg/s 0.5 1.2
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Table 4.14 Effects of exergy unit cost on optimum design parameter values for the HRSG with a duct
burner, for an inlet gas temperature of 773 K.

CE [$/kWh] High pressure level

design parameters

Low pressure level

design parameters

�ex [%] CT/Exs

Pressure

P [bar]

Pinch

temp.,

PP [K]

Steam

mass

flow rate

ratio, ṁr

Burner

mass

flow rate

[kg/s]

Pressure

P [bar]

Pinch

temp.,

PP [K]

Steam

mass

flow rate

ratio, ṁr

0.02 128.4 15.0 0.81 0.73 40.23 25.00 0.186 0.83 62.92

0.03 136.8 14.0 0.81 0.717 41.21 23.21 0.190 0.83 77.14

0.04 144.3 13.3 0.80 0.702 42.48 21.38 0.195 0.83 89.43

0.05 156.4 12.3 0.80 0.6976 43.56 20.727 0.195 0.83 102.19

0.06 158.9 12.0 0.80 0.6966 44.01 20.21 0.195 0.83 115.23

taken to be Cf = 0.003 $/MJ.he annual number of working hours for the HRSG is 7000
hr. Considering the value of interest rate i and k to be 12% and 20 years, respectively,
the value for annual recovery factor a is 13.39%.he exergy unit price CE is 0.03 $/kWh,
which represents the average selling price of electricity in Iran.

4.5.4 Modeling Verification

To verify themodeling results, they are compared to the correspondingmeasured values
obtained from an actual operating HRSG in the north of Iran, that is, the HRSG in the
Neka combined cycle power plant, which has a net power output of 420 MW [12]. he
input values for thermalmodeling of theHRSGat theNekaCCPP are listed inTable 4.14.
he gas temperature variation for the Neka dual pressure HRSG with a duct burner is
obtained using a simulation program and the correspondingmeasured values are shown
and compared in Figure 4.17. he average of difference between the numerical and the
measured values of parameters at various sections of the HRSG is about 1.14%, with the
maximum of 1.36% occurring in the LP superheater. his helps verify that the simula-
tion code developed to model the thermal performance of HRSG performs reasonably
accurately. Furthermore, the results obtained with the simulation program demonstrate
an acceptable level of agreement with the outputs of a commercial software program.

4.5.5 Optimization Results

he optimization results are now presented and explained. he genetic algorithm opti-
mization is applied to obtain the HRSG optimum design parameters. Two HRSG cases
are considered: with and without a duct burner. Figure 4.18 shows the convergence of
the objective function with number of generations (50 in our case, beyond which there
is no noticeable change in the value of the objective function). he numerical value of
the objective function is greater for the HRSG with the duct burner due to that device’s
higher capital and operational costs.
he unit exergy price is an effective parameter that plays a key role in thermoeconomic

optimization, in that it relates the effect of exergy efficiency to the total cost of the sys-
tem.heHRSG second law efficiency (e.g., exergy efficiency) is defined as the ratio of the
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Figure 4.17 Comparison of modeling and measured values of the hot gas temperature at various heat
transfer elements of the HRSG at the Neka CCPP.
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exergy increase in the water side to the exergy decrease in the gas side [13]. Usually, we
observe that the higher the exergy unit price, the greater is the exergy efficiency. Opti-
mum values of selected design parameters are listed in Table 4.14 for a range of values
of CE.
A smaller pinch temperature corresponds to a larger heat transfer surface area and

a more costly system, as well as a higher exergy efficiency and lower operating cost.
Figure 4.19 shows the variation of optimum values of the pinch temperature difference
obtained from the developed program versus the unit exergy cost for the HRSG with
and without the duct burner. he higher unit exergy cost increases the third term in
Equation 4.54. To reduce the numerical value of the objective function, the exergy effi-
ciency needs to increase to provide a lower exergy destruction rate İ as well as a lower
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Figure 4.19 Variation of HP and LP pinch temperatures with unit exergy cost for HRSG with and
without the duct burner.

operating cost. But note also that the capital cost increases when the pinch temperature
difference decreases.
Figure 4.20 shows the variation of the optimum HP and LP drum pressures for the

HRSG with and without a duct burner. An increase in the unit exergy price CE results
in an increase in both the HP and LP drum pressures, which in turn results in an
increase in steam production and its exergy rate (Ėxs). In this case, therefore, both
the numerator and denominator of (CT∕

̇Exs) increase. However, the increase in Ėxs
dominates and causes the objective function (CT∕

̇Exs) to decrease. Furthermore, as
shown in Figure 4.20, both the HP and LP drum pressures for the HRSG with the duct
burner are greater than those for the HRSG without the duct burner. his is due to an
increase in the hot gas temperature in the HRSG duct, which corresponds to greater
values of drum and steam pressures and temperatures.
As Figure 4.21 shows, an increase in the unit exergy cost CE leads to an increase in

the HRSG exergy efficiency for both HRSG cases (with and without a duct burner). By
increasingCE, the third term in Equation 4.54, that is,CE İtop, increases and the optimiza-

tion scheme causes İ to vary such that it decreases the objective function. By decreasing
the exergy destruction rate İ, the exergy efficiency increases, as shown in Figures 4.21
and 4.22.his variation is observed in the HRSG both with and without the duct burner.
In the former case, however, the results show a larger numerical value for the exergy
destruction rate. Note that, at a fixed CE, the exergy efficiency for the HRSG case with
the duct burner is smaller than that for the case without the duct burner. his is due to
the fact that, with the duct burner, the temperature difference between the hot gas and
water rises, which increases the heat loss as well as the waste heat associated with the
exhaust from the stack.
Figure 4.23 shows the variation of duct burner fuel consumption rate with unit exergy

price. On increasing CE and increasing the first term in Equation 4.54, the second term,
that is, the operational cost, decreases to keep the objective function as low as possible.
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his results in a decrease in Equation 4.54, which leads to a decrease in the exergy
destruction rate and a decrease in the size of the duct burner and its corresponding
capital cost.
To study the effect of exhaust gas temperature and mass flow rate for typical power

plant gas turbines at various nominal power outputs, the range of variation of exhaust
gas temperature and mass flow rate at various nominal power outputs are collected.
herefore the optimum design parameters are obtained for various inlet hot gas
enthalpies into the HRSG. Note that the inlet water mass flow rate to the deaerator
evaporator economizer also changes with the hot gas temperature, to avoid overheating
of HRSG heating elements, such as the superheater and evaporators.
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Figure 4.23 Variation of fuel consumption rate with unit exergy price for an HRSG with duct burner.

he results of varying inlet hot gas enthalpy are also presented in Table 4.15.he vari-
ation of optimum HP and LP pinch temperature differences with inlet gas enthalpy are
also shown in Figure 4.24 for the HRSG, with and without the duct burner. he higher
inlet gas enthalpy leads to a higher heat transfer surface area and the higher capital cost.
his necessitates selecting higher LP and HP pinch temperatures to reduce the required
heat transfer surface area, and to decrease the capital cost correspondingly. As shown in
Figure 4.24, both HP and LP pinch temperature differences increase with a rise in inlet
hot gas enthalpy. his enthalpy increase causes the heat transfer surface area and its
capital cost to increase in order to be able to recover the hot gas enthalpy.herefore the
optimal design value for the pinch temperature difference increases in order to decrease
the heat transfer surface area.
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Table 4.15 Effects of inlet gas temperature on optimum design parameters for CE = 0.02 $/kWh (with
duct burner).

Inlet gas

temperature

High pressure level

design parameters

Low pressure level

design parameters

�ex CT/Exs

Tg (
∘C)

P (bar) PP (K) ṁr ṁDB

(kg∕s)

P (bar) PP (K) ṁr (%) ($/kWh)

500 128.42 15 0.814 0.73 40.23 25 0.186 0.8317 62.92

510 143.44 15.23 0.800 0.72 43.106 26 0.2 0.8360 60.073

520 161 17.32 0.784 0.713 46.928 26.92 0.216 0.8372 56.97

530 164.03 20.03 0.7734 0.7076 48. 37 27.2 0.2266 0.8385 55.6

540 164.8 21.3 0.773 0.697 48.391 28.19 0.227 0.8387 53.42
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Figure 4.24 Variation of optimum HP and LP pinch temperatures with inlet gas enthalpy rate for
CE = 0.02 $/kWh (with and without duct burner).

he variation of HP and LP drum pressures with inlet hot gas enthalpy is shown in
Figure 4.25. Ahigher drumpressures causes the steam temperature andmass flow rate to
increase, providing a higher steam turbine power output. he higher inlet gas enthalpy
causes a higher heat transfer surface area in the HP and LP sections to be required.
Hence the higher HP and LP optimum pressure levels increase the steam exergy pro-
duced and decrease the objective function (CT∕Ėxs).
Figures 4.26 and 4.27 show the variation of inlet hot gas enthalpy rate with HRSG

exergy efficiency for the cases of the HRSGwith and without duct burner. Between inlet
hot gas enthalpy rates of 280 to 300MW, the exergy efficiency increases noticeably (while
the exergy destruction rate decreases in this range). he variation in HRSG exergy effi-
ciency as the pinch temperature varies is shown in Figure 4.28.here, the HRSG exergy
efficiency is observed to decrease with increasing pinch temperature difference due to
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rate for CE = 0.02 $/kWh (with duct burner).

the fact that the higher difference values between the gas andwater temperatures permit
less energy recovery from the hot gases.

4.5.6 Sensitivity Analysis Results

To gain further insight into this analysis, a comprehensive sensitivity analysis is con-
ducted. Table 4.16 shows the results of the sensitivity analysis, in terms of the variations
in selected system design parameters when fuel price and investment cost vary. he
highest values of variation for design parameters occur for the HP drum pressure and
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HP pinch temperature difference. his provides the decision makers with useful infor-
mation to guide the selection of the design parameters when fuel price is changing.

4.6 Concluding Remarks

Information about heat exchangers is provided along with comprehensive descriptions
and illustrations of the modeling and optimization of various kinds of heat exchanger.
he main heat exchangers used in a wide range of energy systems are considered. To
ensure the accuracy of the model and corresponding simulation, each heat exchanger
is validated with actual data from the industry. In addition, various new objective func-
tions from technical, economic, and environmental points of view are defined, and then
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Table 4.16 Sensitivity of selected design parameters to variations in fuel and
investment costs (with duct burner).

Design parameter variation Variation value (%)

Fuel Cost Investment Cost

+25 −25 +25 −25

ΔTPP-HP/TPP-HP +7.1 −4.6 +13.1 −10

ΔTPP-LP/TPP-LP +8.2 −6.8 +6.1 −5.6

ΔPHP/PHP −6.1 +5.1 −2.2 +4.2

ΔPLP/PLP −1.7 +3.2 −4.0 +2.0

Δṁr-HP /ṁr-HP +0.25 −0.60 −0.18 +0.38

ΔṁDB/ ṁDB +1.2 −2.0 +0.85 −1.0

optimized using genetic algorithms while satisfying several reasonable constraints.his
is done to make the optimization as realistic as possible, so as to provide useful infor-
mation for manufacturers and designers.
Some key concluding remarks as extracted from this chapter follow:

• An increase in shell and tube heat exchanger exergy efficiency leads to an increase in
heat exchanger cost. In this case, the lower the exergy destruction rate, the higher the
total cost required. In the optimization of shell and tube heat exchangers, pressure
drop and a large temperature difference between cold and hot stream cause higher
irreversibility, which demonstrates why comprehensive optimization is merited.

• Interesting results flow from the optimization of a cross flow plate fin heat exchanger.
he exergy analysis reveals that, when the exergy efficiency of the heat exchanger
increases, the total cost of the heat exchanger also increases. Also, a decrease in exergy
destruction rate leads to an increase in total annual cost. A set of Pareto optimal
frontier points are shown, and a correlation between the optimal values of two objec-
tive functions is proposed. Fin pitch and fin height are found to be significant design
parameters that lead to a conflict between two objective functions. In contrast, cold
stream flow length, no-flow length, and hot stream flow length exhibit little or no
effect on the conflict between the two optimized objective functions, and their max-
imum allowable values improve both objective functions simultaneously.

• heHRSG optimization also yields useful findings. As the exergy unit cost increases,
the optimum values of design parameters tend to be selected so as to decrease the
objective function. For example, pinch temperature can be decreased to reduce the
exergy destruction rate. Furthermore, it is found that, at higher inlet gas enthalpies,
the required heat transfer surface area (and its corresponding capital cost) increase.
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Study Questions/Problems

1 Two fluids, with different properties, flowwith equal free stream velocities parallel
to a flat plate.What property of the fluid determineswhether the velocity boundary
layer of one is thicker than the other?

2 What is the most important reason for placing baffles in a shell and tube heat
exchanger? How does the presence of baffles affect the heat transfer and the pump-
ing power requirements?

3 What is the difference between pinch point temperature and approach point tem-
perature in heat recovery heat exchangers, in combined cycle power plants?What
is the effect of these temperatures on the size and cost of the heat exchangers?

4 Sketch a temperature profile of the dual pressure HRSG studied in this chapter and
explain why the deaerator evaporator is used as an additional heating element.
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5 Why are duct burners used in some combined cycle power plants?

6 What are the benefits of fins in heat exchangers? Provide a practical example where
fins are widely used.

7 What are possible reasons for using amulti pass exchanger with cross-parallel flow
instead of cross-counter flow?

8 Steam in the condenser of an advanced steam power plant is to be condensed at a
temperature of 25∘C using a wet cooling tower. his steam enters the tubes of the
condenser at 15∘C and exits at 23∘C.he surface area of the tubes is 50m2, and the
overall heat transfer coefficient is 2100 W/m2.∘C. Calculate the mass flow rate of
cooling water required and the rate of condensation of the steam in the condenser.

9 Design a shell and tube type heat exchanger of TEMA E type with shell side fluid
mixed. he heat exchanger is required to cool hot water with a mass flow rate of
20 kg/s and temperature of 100∘C using cold water having a mass flow rate of 25
kg/s and a temperature of 25∘C.What heat transfer rate is obtained using 220, 5 m
long tubes (inner diameter= 16 mm and outer diameter= 19 mm, with kw = 380
W/mK). he hot fluid flows in the tubes while the cold fluid flows in the shell.
Determine the minimum shell diameter assuming that the tubes are arranged in
a triangular pattern with a pitch of 38 mm. What are the tube side and shell side
pressure drops?

10 Design, analyze, and optimize a triple pressure heat recovery steam generator
(HRSG) for a large advanced combined cycle power plant whose net steam
power output is 150 MW. he gas turbine exhaust gases can be treated as ideal
gases and the outlet temperature and mass flow rate are 550∘C and 500 kg/s
respectively. Water enters a low pressure economizer for this HRSG at P= 200
kPa and T = 40∘C. Make reasonable assumptions as required.
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5

Modeling and Optimization of Refrigeration Systems

5.1 Introduction

Refrigeration plays an important role in daily life and is used for an extensive range of
applications, including cooling of food, homes, and electronic devices. Althoughmainly
considered a disciplinewithinmechanical engineering, refrigeration is somewhatmulti-
disciplinary, drawing on other disciplines including chemical engineering, process engi-
neering, food engineering, HVAC, and cryogenics. hermodynamics is at the core of
refrigeration, and optimization is an important tool for finding the best refrigeration
system for a given application.
In general, refrigeration is a process involving the transfer of heat from a region at a

lower temperature to one at a higher temperature. A refrigeration process occurs in a
refrigerator and the cycle on which it operates is a refrigeration cycle. In such sectors
as food, drink, and chemicals, refrigeration often represents a significant proportion
of the energy costs for a site (up to 90% in the case of some cold storage facilities).
Presently, the refrigeration industry is in need of and would benefit from enhanced
procedures for energy and exergy analyses of refrigeration systems in conjunction with
system design and optimization methods and increased applications of optimal refrig-
eration techniques. Since refrigeration requires electricity to transfer heat from lower
to higher temperature areas, the optimization of such systems to reduce both electricity
consumption and capital cost has been found to be of significant value.he growing con-
cerns regarding climate change and global warming and the effects on humans and other
species make efforts at reducing electricity and using more efficient and cost effective
refrigeration increasingly important.
he primary objective of this chapter is to describe refrigeration cycles and their

energy and exergy analyses, and to model comprehensively and optimize selected
refrigeration systems. he latter objective involves defining objective function(s) and,
usually, applying multi-objective optimization to determine the best optimal design
parameters of the system. Relevant constraints need to be considered, so that proper
optimization is carried out. In order to enhance understanding of the design criteria,
a sensitivity analysis is conducted to assess how each objective function varies when
design parameters are varied. We then provide some closing remarks related to the
efficient design of refrigeration systems.

Optimization of Energy Systems, First Edition. Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi.

© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.
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5.2 Vapor Compression Refrigeration Cycle

he vapor compression refrigeration (VCR) cycle is the most common refrigeration
cycle, and forms the basis of most air conditioning systems and heat pumps. A VCR
system consists of a compressor, a condenser, an expansion valve, and an evaporator.
Such a system is shown in Figure 5.1, with corresponding T-s and p-h diagrams for the
refrigeration cycle.he basic cycle, with some idealizations, has the following four main
processes (step numners refer to Figure 5.1):

1) Constant pressure heating in an evaporator (steps 1–2)
2) Isentropic compression in a compressor (steps 2–3)
3) Constant pressure heat rejection in a condenser (steps 3–4)
4) hrottling in an expansion valve (steps 4–1)

In Figure 5.1, PPTD1 is the pinch point temperature difference for the condenser and
PPTD2 is the pinch point temperature for the evaporator, both of which are important
parameters for modeling. In a VCR cycle, refrigerant enters the compressor at point
2 as a saturated vapor and its pressure is increased. he temperature of the refrigerant
increases with the isentropic compression to a temperature above the ambient tempera-
ture. Superheated vapor exits the compressor at point 3 and enters the condenser, where
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Figure 5.1 Schematic of vapor compression refrigeration cycle (top) and corresponding T-s and P-h
diagrams.
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heat is rejected to the environment and the refrigerant exits the condenser as a saturated
liquid at point 4. he temperature at this point is still above the ambient temperature.
To reduce the temperature to the desired temperature for the cooling application, the
refrigerant temperature is decreased significantly by expanding (throttling) it to the
evaporator pressure.his happens in an expansion valve, inwhich an isenthalpic process
occurs that leads to a significant pressure drop and corresponding temperature decrease.
he refrigerant enters the evaporator at point 1 as a low-quality saturated vapor and
is evaporated by absorbing heat from the refrigerated space. he refrigerant exits the
evaporator at point 2 and re-enters the compressor to complete the cycle.
A more detailed explanation of the essential components of a simple vapor compres-

sion refrigeration system as shown in Figure 5.1 follows:

• Evaporator. In this is device, heat exchange occurs from the cold space, providing
refrigeration. he liquid refrigerant boils at low temperature as it absorbs heat.

• Suction line. his is the tube between the evaporator and the compressor. After the
liquid has been vaporized in the evaporator, it flows through the suction line to the
compressor.

• Compressor. his device separates the low pressure side of the system from the high
pressure side and its main purpose is to compress the low temperature refrigerant
vapor, creating a high temperature, high pressure, superheated vapor.

• Hot gas discharge line. his tube connects the compressor with the condenser.
After the compressor has discharged the high pressure, high temperature, super-
heated refrigerant vapor, the vapour flows through the hot gas discharge line to the
condenser.

• Condenser. his device is used for heat exchange, similar to the evaporator, except
that its purpose is to reject heat rather than absorb it. he condenser changes the
state of the superheated refrigerant vapor back to a liquid. his is done by removing
enough heat to cause the refrigerant to condense.

• Liquid line. his line connects the condenser with the refrigerant control device,
including the expansion valve. Only liquid refrigerant flows in this line, which is
warm because the refrigerant is still under high pressure.

• Refrigerant control.his last control works as ametering device. Itmonitors the liquid
refrigerant that enters the evaporator and ensures all the liquid is boiled off before the
refrigerant enters the suction line. his avoids liquid refrigerant entering the suction
line and then the compressor, where it can cause a malfunction.

5.2.1 Thermodynamic Analysis

To model/analyze a VCR system, we can consider a steady state flow and apply the first
law of thermodynamics to each of the main components (Figure 5.2a). Energy and mass
are conserved in each component and also by the overall system. Assuming changes in
kinetic and potential energies are negligible, energy andmass rate balance equations for
each component of the system can be expressed as follows:

Compressor

ṁin = ṁout

Ėin = Ėout

ṁ h1 + Ẇ = ṁ h2 → Ẇ = ṁ(h2 − h1) (5.1)



136 Optimization of Energy Systems

(a)

(b)

QH

Condenser 

Evaporator 

Compressor 

Expansion
valve 

QL

W

TL

TH

1

23 

4 

Q

QL

1

2

3

4

s

·

W
·

·

Figure 5.2 (a) An ideal vapor compression refrigeration system for analysis and (b) its
temperature-entropy diagram.

where ṁ denotes mass flow rate of refrigerant (in kg/s), h specific enthalpy (kJ/kg), and
Ẇ compressor power input (kW).

Condenser

ṁ2 = ṁ3

ṁ h2 = ṁ h3 + Q̇H

Q̇H = ṁ(h2 − h3) (5.2)

where Q̇H is the heat rejection rate from the condenser to the high temperature
environment.

Expansion valve

ṁ3 = ṁ4

ṁh3 = ṁh4

h3 = h4 (5.3)

Evaporator

ṁ4 = ṁ1

ṁh4 + Q̇L = ṁh1 → Q̇L = ṁ(h1 − h4) (5.4)

where Q̇L is the heat transferred from the low temperature environment to the evapo-
rator.
For the overall refrigeration system, the energy rate balance can be written as

Ẇ + Q̇L = Q̇H (5.5)

he coefficient of performance (COP) of the refrigeration system can be expressed as:

COP =
Q̇L

Ẇ
(5.6)
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and the isentropic efficiency of an adiabatic compressor as:

�comp =
Ẇisen

Ẇ
=

h2s − h1
h2 − h1

(5.7)

where h2s is the specific enthalpy of the refrigerant at the turbine exit if the compression
process is isentropic (i.e., reversible and adiabatic).
A T-s diagram of an ideal vapor compression refrigeration cycle is shown in

Figure 5.2b. In this cycle, the refrigerant enters the compressor as a saturated vapor, is
compressed isentropically in the compressor, and is cooled and condensed at constant
pressure in the condenser by rejecting heat to a high temperature medium until it
is a saturated vapor. he refrigerant is expanded in an expansion valve during which
its specific enthalpy remains constant: it is evaporated in the evaporator at constant
pressure by absorbing heat from the refrigerated space, and it exits the evaporator as a
saturated vapor.
In energy analysis of this kind of vapor compression system, specific enthalpy values

are required and can be obtained via three practical methods:

• using log P-h (pressure-enthalpy) diagrams, which provide the thermodynamic prop-
erties of the refrigerants,

• using tabulated numerical values of the thermodynamic properties of the refrigerants,
or

• using known values of the latent heats and specific heats of the refrigerants and mak-
ing use of the fact that areas on the T-s diagrams represent heat quantities.

Since modeling and optimization of such systems require many thermodynamic prop-
erties of various refrigerants, it is difficult to use tabulated data. To model such systems,
coded thermodynamic properties are usually used, especially when performing opti-
mization. For this, Engineering Equation Solver (EES), which was introduced in Chapter
1, is linked to the software package (Matlab) to facilitate the use of its thermophysical
properties for various working fluids.

Example 5.1: Refrigerant-134a enters the compressor of a vapor compression refrig-
eration cycle at 100 kPa and −20∘C at a rate of 0.5 m3/min and exits at 800 kPa. he
isentropic efficiency of the compressor in 75%.he refrigerant enters the throttling valve
at 750 kPa and 26∘C. Sketch the cycle on a T-s diagram and calculate (a) the compres-
sor consumption power, (b) the cooling load of the refrigerator, and (c) the pressure
drop and rate of heat gain between the evaporator and compressor. Conduct a para-
metric study to investigate the effects of varying compressor isentropic efficiency and
evaporator pressure on both compressor consumption power and COP.

Solution: We assume that all the devices operate at steady state conditions and that
kinetic and potential energy changes are negligible.
he temperature-entropy diagram for the cycle, showing all main system points, is

shown in Figure 5.3.

a) Using the properties of R-134a from thermodynamic tables:

P1 = 100 kPa, T1 = −20∘C →

⎧
⎪⎨⎪⎩

h1 = 239.5 kJ

kg

s1 = 0.97 kJ

kgK

v1 = 0.198m3

kg

⎫
⎪⎬⎪⎭
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Figure 5.3 Temperature-entropy diagram of vapor
compression refrigeration cycle considered in Example
5.1.

P2 = 800 kPa, s2s = s1 → h2s = 284.07 kJ∕kg

P3 = 750 kPa, T3 = 26∘C → h3 = hf@T1=26∘C = 87.83 kJ∕kg

h4 = h3 = 87.83 kJ∕kg

T5 = −26∘C and saturated vapor → P5 = 101 kPa and h5 = 234.6 kJ∕kg

hen, the mass flow rate and compressor consumption power can be calculated as:

ṁ1 =

0.5

60

m3∕min

s∕min

0.198 m3

kg

= 0.042
kg

s

Ẇcomp =
ṁ1(h2s − h1)

�comp

= 2.4 kW

b) he cooling load of the refrigerator follows:

Q̇L = ṁ(h5 − h4) = 6.17 kW

c) he pressure drop and rate of heat gain, respectively, can be calculated as follows:

ΔP = P5 − P1 = 101.73 − 100 = 1.73 kPa

Q̇gain = ṁ(h1 − h5) = 0.2 kW

he results of the parametric study are presented in Figures 5.4 through 5.6. It is seen
that increasing either compressor isentropic efficiency or evaporator efficiency causes
the COP to rise. he higher is the compressor isentropic efficiency, the lower is the
compressor consumption power, which leads to an increase in the COP of the refriger-
ation system. he parametric study also shows that an increase in evaporator pressure
from 100× kPa to 130× kPa (corresponding to increasing the evaporator temperature
from −26.3∘C to −20.5∘C) increases the COP from 2.57 to 3.02—an increase of 15%.
he results are in agreement with those in [1], where the COP of a VCR is observed to
improve by 2–4% for each 1∘C rise in evaporator temperature.

5.2.2 Exergy Analysis

Consider a vapor compression refrigeration cycle operating between a low tempera-
ture medium (TL) and a high temperature medium (TH) (i.e., the cycle in Figure 5.2).
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hemaximum COP of a refrigeration cycle operating between temperature limits of TL

and TH based on the Carnot refrigeration cycle can be expressed as

COPCarnot =
TL

TH − TL

=
1

TH∕TL − 1
(5.8)

As reflected in their lower COPs, real refrigeration systems are not as efficient as the
Carnot refrigerator, due to losses. Equation 5.8 suggests that a smaller temperature
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Figure 5.6 Effect of evaporator pressure on the system cooling load for �comp = 0.78.

difference between the heat sink and the heat source (TH − TL) provides amore efficient
refrigeration system, that is, one with a greater COP.
Exergy analysis is a useful tool for determining the location and magnitude of exergy

waste emissions and destructions for a refrigeration system and its components. It can
thereby help determine components where improvements are necessary and how they
should be prioritized. he exergy destruction rate in a component can be determined
from an exergy rate balance for it. he exergy destruction rate can also be determined
as a function of the entropy generation rate due to irreversibilities as follows:

Ėxdest = T0Ṡgen (5.9)

where T0 is the dead state temperature or reference environment temperature. In a
refrigerator, T0 is usually equal to the temperature of the high temperature medium TH ,
or the ambient temperature.
he exergy destruction rates and exergy efficiencies for the main components of a

refrigeration cycle are described below.

Compressor:

Ėxin − Ėxout − Ėxdest,1-2 = 0

Ėxdest,1-2 = Ėxin − Ėxout

Ėxdest,1-2 = Ẇ + Ėx1 − Ėx2

= Ẇ − ΔĖx12 = Ẇ − ṁ[h2 − h1 − T0(s2 − s1)]

= Ẇ − Ẇrev (5.10)

or

Ėxdest,1-2 = T0Ṡgen,1-2 = ṁT0(s2 − s1) (5.11)
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�ex,comp =
Ẇrev

Ẇ
= 1 −

Ėxdest,1-2

Ẇ
(5.12)

Condenser:

Ėxdest = Ėxin − Ėxout

Ėxdest = (Ėx2 − Ėx3) − ĖxQ̇H

= ṁ
[
h2 − h3 − T0(s2 − s3)

]
− Q̇H

(
1 −

T0

TH

)
(5.13)

or

Ėxdest,2-3 = T0Ṡgen,2-3 = ṁT0

(
s3 − s2 +

qH
TH

)
(5.14)

�ex,cond =
ĖxQ̇H

Ėx2 − Ėx3
=

Q̇H

(
1 − T0

TH

)

ṁ
[
h2 − h3 − T0(s2 − s3)

] = 1 −
Ėxdest

Ėx2 − Ėx3
(5.15)

Expansion valve:

Ėxdest,3-4 = Ėxin − Ėxout

Ėxdest,3-4 = Ėx3 − Ėx4 = ṁ
[
h3 − h4 − T0(s3 − s43)

]
(5.16)

or

Ėxdest,3-4 = T0Ṡgen,3-4 = ṁT0(s4 − s3) (5.17)

�ex,exp valve = 1 −
Ėxdest,3-4

Ėx3 − Ėx4
= 1 −

Ėx3 − Ėx4

Ėx3 − Ėx4
(5.18)

Evaporator:

Ėxdest = Ėxin − Ėxout

Ėxdest = −ĖxQ̇L
+ Ėx4 − Ėx1

Ėxdest = (Ėx4 − Ėx1) − ĖxQ̇L

= ṁ[h4 − h1 − T0(s4 − s1)] −

[
−Q̇L

(
1 −

T0

TL

)]
(5.19)

or

Ėxdest,4-1 = T0Ṡgen,4-1 = ṁT0

(
s1 − s4 −

qL
TL

)
(5.20)

�ex,evap =
ĖxQ̇L

Ėx1 − Ėx4
=

−Q̇L

(
1 − T0

TL

)

ṁ[h1 − h4 − T0(s1 − s4)]
= 1 −

Ėxdest,4-1

Ėx1 − Ėx4
(5.21)

he total exergy destruction rate for the cycle can be determined by adding exergy
destruction rates for all components:

Ėxdest, total = Ėxdest,1-2 + Ėxdest,2-3 + Ėxdest,3-4 + Ėxdest,4-1 (5.22)

he second law efficiency (or exergy efficiency) of the cycle is defined as

�II =
ĖxQ̇L

Ẇ
=

Ẇmin

Ẇ
= 1 −

Ėxdest,total

Ẇ
(5.23)
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Substituting Ẇ =
Q̇L

COP
and ĖxQ̇L

= −Q̇L

(
1 − T0

TL

)
into this efficiency expression yields:

�II =
ĖxQ̇L

Ẇ
=

−Q̇L

(
1 −

T0

TL

)

Q̇L

COP

= −Q̇L

(
1 −

T0

TL

)
COP

Q̇L

=
COP
TL

T0−TL

=
COP

COPCarnot

(5.24)

Example 5.2: A refrigeration system operates on the ideal refrigeration cycle with
R134-a as a working fluid. he evaporator and condenser pressures are 200 kPa and
2000 kPa, respectively. he temperatures of the low temperature and high temperature
media are −9∘C and 27∘C, respectively. he heat rejection rate by the condenser is 18
kW. Determine (a) themass flow rate of R134-a, (b) the compressor power consumption
and the cycle COP, and (c) the exergy efficiency of the cycle and the total exergy destruc-
tion rate. Also, conduct a parametric study to determine the effect of varying evaporator
and condenser pressure on COP, exergy efficiency and total exergy destruction rate.

Solution: A T-s diagram of the cycle follows:

QH

QL

200 kPa

1 

3 

4 

s

·

· 2 

W
·2000 kPa

Using thermodynamic tables for R134-a, we find:

P1 = 200 kPa, x1 = 1 → h1 = 244.5
kJ

kg
, s1 = 0.937

kJ

kg K
, v1 = 0.0998

m3

kg

Since the compressor is ideal, that is, isentropic, s2 = s1

P2 = 2000 kPa , s2 = s1 → h2 = 292.5
kJ

kg

P3 = P2, x3 = 0 → h3 = 151.8
kJ

kg
, s3 = 0.5251

kJ

kg K

h4 = h3 = 151.8
kJ

kg
, P4 = P1 → s4 = 0.5854

kJ

kg K

a) . Q̇cond = ṁ(h2 − h3) → ṁ =
Q̇cond

(h2 − h3)
=

18 kW

292.5 − 151.8
= 0.128

kg

s
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b) . Ẇ = ṁ(h2 − h1) = 6.14 kW

COP =
Q̇L

Ẇ
=

ṁ(h1 − h4)

Ẇ
= 1.93

c) he exergy rate associated with the heat transfer rate from the low temperature
medium is:

̇ExQL
= −Q̇L

(
1 −

TL

TH

)
= −ṁ(h1 − h4)

(
1 −

TL

TH

)
= 1.61 kW (5.25)

he cycle exergy efficiency is

� =
̇ExQL

Ẇ
= 0.26 (5.26)

he total exergy destruction rate in the cycle is the difference between the rate at
which exergy is supplied, which is the compressor power in this case, and the exergy
rate of the heat transfer rate from the low temperature medium. hus:

̇Exdes = Ẇ − ̇ExQL
= 4.52 kW (5.27)

he parametric study results are shown below (see Figures 5.7–5.10). It is seen that
the evaporator pressure has a positive effect on both cycle exergy efficiency and COP.
hat is, the higher is the evaporator pressure, the greater is the system performance.
When the evaporator pressure increases, the cooling capacity of the refrigeration
system increases while the compressor power consumption decreases, but the com-
bination of these two effects leads to a net increase in COP.

However, raising the condenser pressure has a negative effect on system performance.
hat is, an increase in condenser pressure while other parameters are fixed leads to a
decrease in both the cycle exergy efficiency and the COP. In this example, the condenser
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Figure 5.7 Effect of evaporator pressure on the refrigeration cycle exergy efficiency and COP.
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Figure 5.8 Effect of evaporator pressure on the refrigeration cycle total exergy destruction rate.
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Figure 5.9 Effect of condenser pressure on refrigeration cycle exergy efficiency and COP.

heat rejection rate is fixed, so an increase in condenser pressure results in an increase
in compressor pressure ratio, causing more power to be required. An increase in com-
pressor power consumption reduces the COP of the system.

5.2.3 Optimization

Several parameters significantly affect the performance of vapor compression refriger-
ation cycles. Tools such as exergy analysis can help us develop ways to improve sys-
tem performance, but that sometimes comes at an expense, for example, more efficient
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Figure 5.10 Effect of condenser pressure on total exergy destruction rate of the refrigeration cycle.

devices may have higher costs. Addressing such trade-offs rationally and beneficially is
where multi-objective optimization is particularly important in that it allows technical
and economic performance to be simultaneously addressed. In this section, we apply a
genetic algorithm optimization to the VCR cycle introduced earlier. Two objective func-
tions are considered for multi-objective optimization: system exergy efficiency and total
cost rate.he exergy efficiency ismaximized and the total cost rateminimized, while sat-
isfying several practical constraints. he objective functions can be written as follows:

OF I = Exergy efficiency = � =
̇ExQL

Ẇ
=

−Q̇L

(
1 −

TL

TH

)

Ẇ
(5.28)

OF II = Żtot =
∑
k

Żk (5.29)

Here, Żk can be expressed as follows:

Żk =
ZkCRF�

N × 3600

Also, Z denotes the equipment purchase cost and CRF the previously defined capital
recovery factor, which is a function of interest rate i and the total operating period of
the system in years n. Correlations for the purchase costs of the main components of
the system are presented in Table 5.1.

5.2.3.1 Decision Variables

he decision variables (design parameters) in this optimization are evaporator tem-
perature (Teva), condenser temperature (Tcond), evaporator pinch point temperature
(PPTD1), condenser pinch point temperature (PPTD2), and compressor isentropic effi-
ciency (�comp). Even though the decision variables may vary as part of the optimization
procedure, each decision variable is normally restricted to a reasonable range. he
constraints applied here and the reasons of their use are listed in Table 5.2, based on
previous analyses [2, 3].
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Table 5.1 Purchase cost correlations for selected components of refrigeration system.

Component Purchase cost correlation

Evaporator Zeva($) = 309.143 Aeva(m
2) + 231.95

Compressor Zcomp ($) =

573 ṁref

(
kg

s

)

0.8996 − �comp

(
Pcond

Peva

)
log

(
Pcond

Peva

)

Condenser and expansion valve Zcond($) = 516.621 Acond(m
2) + 268.45

Table 5.2 Decision variables and their ranges for optimization of refrigeration
system.

Decision variable Lower Range Upper Range Reason

Teva (K) 248 258 Commercial availability

Tcond (K) 313 325 Commercial availability

PPTD1 (K) 5 10 Heat transfer limit

PPTD2 (K) 5 10 Heat transfer limit

�comp (−) 0.6 0.85 Commercial availability

5.2.3.2 Optimization Results

Figure 5.11 shows the Pareto frontier solution for the vapor compression refrigeration
system in Figure 5.1. he objective functions for the multi-objective optimization are
defined in Equations 5.28 and 5.29. It is observed in Figure 5.11 that, while the total
exergy efficiency of the cycle increases to about 28%, the total cost rate increases slightly.
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Figure 5.11 Pareto frontier: Best trade-off values for the objective functions.
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An increase in total exergy efficiency from 28% to 34% corresponds to a larger increase
in the cost rate of product. In addition, an increase in the exergy efficiency from 34% to a
higher value leads to a significant increase in the total cost rate of the system. As shown
in Figure 5.11, the maximum exergy efficiency exists at design point C (39%), while the
total cost rate of products is the greatest at this point (5.4 $/hr).
he minimum value for the total product cost rate occurs at design point A in

Figure 5.11 and is 1.84 $/hr. Design point A is the optimal situation when total cost rate
of the product is the sole objective function, while design point C is the optimum point
when exergy efficiency is the sole objective function. In multi-objective optimization, a
process of decision-making for selection of the final optimal solution from the available
solutions is required. Such decision-making is usually performed with the aid of a
hypothetical point in Figure 5.11 (the ideal point), at which both objectives have their
optimal values independent of the other objectives. It is clear that it is impossible to have
both objectives at their optimum point simultaneously and, as shown in Figure 5.11, the
ideal point is not a solution located on the Pareto frontier. he closest point to the ideal
point that is on the Pareto frontier might be considered as a desirable final solution.
Nevertheless, in this case, the Pareto optimum frontier exhibits a weak equilibrium,

that is, a small change in exergy efficiency by varying the operating parameters causes a
large variation in the total product cost rate.herefore, the ideal point cannot be utilized
for decision-making in this problem. In selection of the final optimumpoint, it is desired
to achieve a better magnitude for each objective than its initial value for the base case
problem. Note that in multi-objective optimization and the Pareto solution, each point
can be utilized as the optimized point.herefore, the selection of the optimum solution
depends on the preferences and criteria of decision makers, suggesting that each may
select a different point as for the optimum solution depending on their needs. Table 5.3
shows all the design parameters for points A-C.
To better understand the variations of all design parameters, the scattered dis-

tribution of the design parameters are shown in Figures 5.12 to 5.16. he results
demonstrate that the evaporator temperature tends to approach its higher values in the
optimization, since this results in an increase in exergy efficiency. Similarly, as discussed
in previous examples (e.g., Example 5.1), condenser temperature tends to approach
its lower values. As explained earlier, lowering the condenser temperature leads to an
increase in the exergy efficiency of the system. Unlike the evaporator and condenser
temperatures, the pinch point temperatures have a scattered distribution between their
allowable ranges. his is due to the fact that an increase in pinch point temperature
leads in part to a decrease in the heat transfer mechanism in the heat exchanger, which
results in a reduction in cooling load of the refrigeration system. However, an increase
in this parameter simultaneously leads to a decrease in heat transfer surface area,

Table 5.3 Optimized values for design parameters of the system for three points on the
Pareto frontier frommulti-objective optimization.

Point � (%) Total cost

rate ($/h)

Teva (K) Tcond (K) PPTD1 (K) PPTD2 (K) �comp(−)

A 23.62 1.83 257.95 313.37 8.41 9.76 0.60

B 34.94 2.92 257.99 313.03 5.01 5.03 0.76

C 38.80 5.32 257.98 313.02 5.02 5.02 0.85
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Figure 5.12 Scattered distribution of evaporator temperature with population in Pareto frontier.

which reduces the total cost of heat exchanger. hese are competing effects on both
objectives, which explains why a scattered distribution is obtained for these design
parameters. Similar results are obtained for the compressor isentropic efficiency, with
an increase in this design parameter improving the system performance by increasing
the system COP while increasing the compressor purchase cost. When parameters
exhibit scattered distributions in their allowable domains, these parameters are likely
to have important effects on the trade-off between exergy efficiency and total cost rate.
Having design parameters near their extreme values suggests that they do not exhibit a
conflict between two objective functions, and that increasing those design parameters
leads to an improvement of both objective functions.
For an enhanced understanding of themulti-objective optimization performed, a sen-

sitivity analysis is carried out. he effects of each of the design parameters for points
A-C on both objective functions are investigated. Figure 5.17 shows the effects of vary-
ing evaporator temperature on system exergy efficiency and total cost rate. An increase
in evaporator temperature is seen to have a positive effect on both objective functions,
that is, to decrease the total cost rate of the system while increasing its exergy efficiency.
his observation is due in large part to the fact that an increase in this temperature is
equivalent to an increase in evaporator pressure. hen, the higher the evaporator pres-
sure, the lower the compressor power consumption, eventually resulting in an increase
in system exergy efficiency. At the same time, a decrease in compressor power require-
ment leads to a decrease in the purchase cost of the compressor. he results for these
parameters were already shown (see Figure 5.12), with the optimized values tending to
reach their maximum values.
Figure 5.18 shows the effect of varying condenser temperature on both objective

functions. An increase in condenser temperature is observed to lead to a decrease in
exergy efficiency and an increase in total cost rate. As explained previously, an increase
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Figure 5.13 Scattered distribution of condenser temperature with population in Pareto frontier.
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Figure 5.14 Scattered distribution of evaporator pinch point temperature difference with population
in Pareto frontier.
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Figure 5.15 Scattered distribution of condenser pinch point temperature difference with population
in Pareto frontier.

in condenser temperature is equivalent to an increase in condenser pressure, which
requiresmore compressor power, decreasing the system exergy efficiency. Furthermore,
an increase in condenser temperature results in an increase in surface heat transfer
area for the heat exchanger in the condenser, ultimately raising the total cost level of the
system. Hence, the scattered distribution of optimized points for this design parameter
tend to reach their lower values. An increase in condenser and evaporator pinch point
temperatures negatively affects the system exergy efficiency (see Figures 5.19 and 5.20).
he higher the pinch point temperature, the lower the heat recovery, yielding a greater
exergy destruction rate and lower system exergy efficiency. However, an increase
in pinch point temperature results in a decrease in evaporator and condenser heat
transfer surface area, and directly affects the purchase cost. Specifically, the lower the
purchase cost, the lower the total cost rate of the system. Since an increase in pinch
point temperatures has both positive and negative effects on the objective functions,
the optimized values exhibit a scattered distribution in their domain as shown in
Figures 5.14 and 5.15.

5.3 Cascade Refrigeration Systems

In some industrial applications, temperatures lower than a single vapor compression
can provide are required. hat is in part because a large temperature difference implies
a large pressure range in the vapor compression cycle, which leads to poor compres-
sor performance. One way to manage such situations is to use refrigeration in stages,
where two ormore refrigeration cycles operate in series. Such systems are called cascade
refrigeration systems.
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Figure 5.16 Scattered distribution of compressor isentropic efficiency with population in Pareto
frontier.
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Figure 5.20 Effect of condenser pinch point temperature on both objective functions.
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Figure 5.21 Schematic and T-s diagram of a two stage cascade refrigeration system.
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Figure 5.21 illustrates a two stage cascade refrigeration system. Two refrigeration
cycles are connected via a heat exchanger in the middle, which serves simultaneously
as the evaporator for the topping cycle and the condenser for the bottoming cycle.
Assuming a well-insulated heat exchanger and negligible kinetic and potential energies,
the heat absorbed in the topping cycle is equal to the heat rejected from the bottoming
cycle. Writing an energy balance for a control volume around the heat exchanger at
steady state conditions yields:

ṁ5(h5 − h8) = ṁ2(h2 − h3) →

ṁ5

ṁ2

=
h2 − h3
h5 − h8

(5.30)

With this relation, the ratio of mass flow rates through each cycle can be calculated.he
COP of this cascade system can be evaluated as:

COP =
Q̇L

Ẇnet

=
ṁ1(h1 − h4)

ṁ5(h6 − h5) + ṁ2(h2 − h1)
(5.31)

In the above cascade system, it is assumed that the refrigerant in both cycles is same
and that no mixing occurs. However, different refrigerants can be used depending on
the conditions and applications. In cascade refrigeration systems where the refrigerants
are same, the heat exchanger is replaced by a flash chamber as it has better heat transfer
performance. Such a system is called a multistage compression refrigeration system. A
two stage cascade refrigeration system with a flash chamber is shown in Figure 5.22.
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Figure 5.22 Schematic and T-s diagram of a two stage cascade refrigeration system with flash
chamber.
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Example 5.3: In the two stage compression refrigeration cycle with a flash chamber
shown in Figure 5.22, the working fluid is R134a, and theminimum andmaximum pres-
sures of the cycle are 0.1 MPa and 1.4 MPa respectively. he refrigerant leaves the con-
denser as a saturated liquid and is throttled to a flash chamber operating pressure at 0.4
MPa. he refrigerant exiting the low pressure compressor at 0.4 MPa is also directed to
the flash chamber. he vapor in the flash chamber is then compressed to the condenser
pressure by a high pressure compressor, and the liquid is throttled to the evaporator
pressure.he refrigerant exits the evaporator as a saturated vapor, and both compressors
are assumed to be isentropic. Determine (a) the fraction of refrigerant that evaporates
as it is throttled to the flash chamber, (b) the cooling load of the system if the mass
flow rate through the condenser is 0.25 kg/s, and (c) the COP of the system. Also, (d)
conduct a parametric study to determine the effect of flash chamber pressure on the sys-
tem performance for various working fluids, (e) investigate the effect of the isentropic
efficiencies of the compressors as well as the evaporator and condenser pressures on the
system performance, and (f ) optimize the COP of the system and determine the optimal
design parameters.

Solution: Assumptions: Steady operating conditions exist. he changes in kinetic and
potential energies are negligible. he flash chamber is adiabatic.
To calculate the thermodynamic properties at each state point (see Figure 5.23), Engi-

neering Equation Solver (EES) is used. he values for the given points are:

h1 = 234.4
kJ

kg
, h2 = 262.6

kJ

kg
, h3 = 255.5

kJ

kg

h5 = 127.2
kJ

kg
, h6 = 127.2

kJ

kg
, h7 = 63.9

kJ

kg
, h8 = 63.9

kJ

kg

a) he fraction of the refrigerant that evaporates is simply the quality at state 6, which
can be calculated as:

x6 =
h6 − hf

hfg
=

127.2 − 63.9

191.6
= 0.33
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Figure 5.23 T-s diagram of the two stage compression refrigeration cycle with a flash chamber
considered in the example.
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b) To calculate the cooling load of the system, the specific enthalpy of point 9 is required.
he relevant mass and energy balance equations are used for that calculation:
he mass rate balance equation: ṁ9 = ṁ3 + ṁ2

he energy rate balance equation: ṁ3h3 + ṁ2h2 = ṁ9h9
Dividing the energy rate balance equation by ṁ9 yields:

h9 =
ṁ3

ṁ9

h3 +
ṁ2

ṁ9

h2 → h9 =
ṁ3

ṁ3 + ṁ2

h3 +
ṁ2

ṁ3 + ṁ2

h2

Here, ṁ3

ṁ3+ṁ2

is equal to the fraction of the refrigerant evaporated in the flash chamber,

which was already determined in part a, that is,

→ h9 = x6h3 + (1 − x6)h2 → h9 = 260.3
kJ

kg

P9 = 0.4 MPa & h9 = 260.3
kJ

kg
→ s9 = 0.94

kJ

kgK

P4 = 1.4 MPa and s4 = s9 = 0.94
kJ

kgK
→ h4 = 267

kJ

kg

he mass flow rate through the condenser is ṁ6 = 0.25 kg/s
he mass flow rate through the evaporator is (1 − x6)ṁ6 = 0.167 kg

s

Q̇L = ṁ1(h1 − h8) = 28.5 kW

Ẇnet = ẆcompI + ẆcompII = ṁ6(h4 − h9) + ṁ1(h2 − h1) = 11.4 kW

c) he COP of the system can be written as:

COP =
Q̇L

Ẇnet

= 2.5

d) EES is used to simulate the system and conduct a parametric study for different
working fluids, and the results are shown in Figure 5.24. Here, R134a, R22 and R11
are considered as possible working fluids. Selecting proper working fluids has a sig-
nificant effect on refrigeration systems. Two important parameters that need to be
considered when selecting a working fluid are the temperature of the refrigerated
space and the environmentwhere the refrigerant exchanges heat.With the data given
in this example, the results show that R134a is the best working fluid, among those
considered, for the high flash chamber pressure. An increase in flash chamber pres-
sure has a positive effect on COP of the system until it reaches its maximum value,
and it has a negative effect above the optimal point. his result is due to the fact
that an increase in flash chamber pressure leads to an increase in the cooling load of
the system and a decrease in net compressor work rate. An increase in flash cham-
ber pressure above a particular value results in an increase in compressor work rate,
which eventually results in a decrease in the COP of the system.his is why an opti-
mized value of this parameter is important.

e) To investigate the effects of varying other design parameters on system performance,
EES computer code is developed with the ability of conducting a parametric study.
Since the system using R134a has a higher COP compared the system with other
working fluids, the parametric study is conducted for this working fluid only. How-
ever, it is noted that other working fluids exhibit similar behaviors. Figure 5.25 shows
the effect of compressor isentropic efficiency on theCOPof the system. It can be seen
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that an increase in compressor isentropic efficiency leads to an increase in the system
COP.hehigher the compressor isentropic efficiency, the lower the compressorwork
rate required, which results in an increase in system COP. Figure 5.26 shows the
effect of evaporator pressure on the cooling load of the system and the net com-
pressor work rate.he results show that an increase in evaporator pressure increases
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Figure 5.26 Effect of evaporator pressure on cooling load and net compressor work rate of the system
(�comp = 0.85, P4 = 1400 kPa, P6 = 400 kPa).

the system cooling load while decreasing the net compressor work rate. Note that a
similar trend was obtained earlier for single stage vapor compression refrigeration
systems. Figure 5.27 shows the effect of evaporator pressure on the COP of the sys-
tem. he higher the evaporator pressure, the higher the system COP. Figures 5.28
and 5.29 display the effect of condenser pressure on the system cooling load, the net
compressor work rate, and the COP of the system.
Figure 5.28 shows that an increase in condenser pressure increases the compressor

work rate, because the higher pressure requires more work. Since the cooling load
of the system decreases and the compressor work rate increases, the COP of the sys-
tem decreases as shown in Figure 5.29. he parametric study demonstrates that an
optimization will be likely to help in determining the optimal design parameters of
the system.

f ) Optimization

he parametric study shows that the compressor isentropic efficiency, evaporator
and condenser pressure, and flash chamber pressure in the two stage vapor com-
pression refrigeration system shown in Figure 5.22 all have major effects on system
performance. But an increase in these parameters has differing effects on the sys-
tem COP, so a genetic algorithm is applied to determine the optimal values for the
system. he objective function here is:

OF:COP =
Q̇L

Ẇnet

he design parameters for the optimization and their practical ranges are listed in
Table 5.4.
he constraints listed in Table 5.4 are to be satisfied when applying the genetic

algorithm.he optimal design parameters and other systemperformance data for the
two stage compression refrigeration systemwith flash chamber are listed in Table 5.5.
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Figure 5.28 Effect of condenser pressure on cooling load and net compressor work rate of the system
(�comp = 0.85, P1 = 400 kPa, P6 = 400 kPa).

5.4 Absorption Chiller

An absorption chiller is a heat driven refrigeration machine that has several similarities
to vapor compression refrigeration systems, but also some important differences. he
main difference is the substitution of the compressor by a combination of an absorber,
a solution pump, and a generator. When waste heat is available and cooling is required,
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Table 5.4 Design parameters and their ranges for optimization study.

Design Parameter Lower Bound Upper Bound

Compressor isentropic efficiency (−) 0.75 0.9

Evaporator pressure (kPa) 100 150

Condenser pressure (kPa) 1000 1600

Flash chamber pressure (kPa) 100 700

Table 5.5 Optimized design parameters.

Design Parameter Optimized Value

Evaporator pressure ( kPa) 150

Condenser pressure (kPa) 1214

Flash chamber pressure (kPa) 470

Compressor isentropic efficiency 0.89

COP 3

Cooling load (kW) 31.58

Net compressor work rate (kW) 10.5

Condenser rejected heat (kW) 42.09
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Figure 5.30 Single effect LiBr–water
absorption chiller.
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an absorption chiller can be an advantageous alternative to a vapor compression
refrigerator.
Two fluids are used in an absorption chiller: the absorbent and the refrigerant. he

refrigerant is chemically and physically absorbed by the absorber for the purpose of heat
transfer. hree main flows are circulated inside the chiller, namely a strong solution, a
weak solution, and the refrigerant.
Figure 5.30 shows a typical water lithiumbromide (H2O–LiBr) single effect absorption

chiller, which consists of a generator, a condenser, an evaporator, an absorber, a solution
heat exchanger, a solution pump, and two valves. Water is the refrigerant and lithium
bromide the absorber. he strong solution of H2O–LiBr separates from the absorber
after being heated by the heat released by the weak solution of H2O–LiBr in the solu-
tion heat exchanger. his facilitates the separation process in generator, after which the
separated water is conveyed to the condenser and the H2O–LiBr to the absorber. In the
condenser, water in a saturated vapor state is converted to a saturated liquid or sub-
cooled by releasing heat to the environment.
hewater expands through a valve, decreasing its pressure to the evaporator pressure,

and then enters the evaporator. here, the cooling effect occurs, with heat absorbed
from the external water circuit; the internal water (refrigerant) becomes a saturated or
superheated vapor. he produced vapor is transported to the absorber and mixed with
theweak solution from the generator, while rejecting heat to the environment in order to
obtain a strong solution of H2O–LiBr. his strong solution passes through the solution
heat exchanger and is input to the generator, completing the absorption cooling cycle.

5.4.1 Thermodynamic Analysis

An energy balance is applied to each component of the absorption chiller in order to
determine the performance and values of the thermodynamic properties of the working
fluid at all states.he fact that the refrigerant and the absorbent, and their compositions,
differ in the generator and the absorber, is accommodated in the mass balance and
energy balance equations for these two components.

Generator:

Mass rate balance: ṁwsXws + ṁr = ṁssXss
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Energy rate balance: ṁ3h3 + Q̇gen = ṁ4h4 + ṁ7h7

Here, Q̇gen is the heat input rate to the generator (in kW); X is the concentration; ṁws =

ṁ6 is the mass flow rate of the weak solution (in kg/s); ṁss = ṁ3 is the mass flow rate
of the strong solution (in kg/s); and ṁr = ṁ7 is the mass flow rate of the refrigerant
(in kg/s).

Absorber:

Mass rate balance: ṁwsXws + ṁr = ṁssXss

Energy rate balance: ṁ6h6 + ṁ10h10 = ṁ1h1 + Q̇abs

Here, Q̇abs is the heat rejection rate by the absorber, X is the concentration, ṁws = ṁ4

is the mass flow rate of the weak solution, ṁss = ṁ1 is the mass flow rate of the strong
solution, and ṁr = ṁ10 is the mass flow rate of the refrigerant.

Solution pump:

Energy rate balance: ṁ1h1 + ẆP = ṁ2h2

Solution heat exchanger:

Energy rate balance: ṁ2h2 + ṁ4h4 = ṁ3h3 + ṁ5h5

Valve 1:

Energy rate balance: ṁ5h5 = ṁ6h6 ⇒ h5 = h6

Valve 2:

Energy rate balance: ṁ8h8 = ṁ9h9 ⇒ h8 = h9

Evaporator:

Energy rate balance: ṁ10h10 + Q̇eva = ṁ9h9

Condenser:

Energy rate balance: ṁ7h7 = ṁ8h8 + Q̇cond

5.4.2 Exergy Analysis

With the second law of thermodynamics and exergy principles, the following general
exergy rate balance can be written:

ĖxQ +
∑
i

ṁiexi =
∑
e

ṁeexe + ĖxW + ĖxD (5.32)

where subscripts i and e denote the control volume inlet and outlet, respectively, ĖxD is
the exergy destruction rate, and other terms are given as follows:

ĖxQ =

(
1 −

T0

Ti

)
Q̇i (5.33)

Ėxw = Ẇ (5.34)

ex = exph + exch (5.35)
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Here, ĖxQ is the exergy rate of heat transfer crossing the boundary of the control
volume at absolute temperature T , the subscript 0 refers to the reference environment
conditions, and ĖxW is the exergy rate associated with shaft work. Also, exph is defined
as follows:

exph = (h − h0) − T0(s − s0) (5.36)

he specific chemical exergy for a general gas mixture can be written as follows [4]:

exchmix =

[
n∑
i=1

xiex
ch
i
+ RT0

n∑
i=1

xi ln xi

]
(5.37)

For the absorption cooling system, because water and the LiBr solution are not ideal
fluids, the following expression is used for the molar chemical exergy calculation [5]:

exch = (1∕Msol)

[
n∑
i=1

yi ex
k
ch + R T0

n∑
i=1

yi ln(ai)

]
(5.38)

Applying this equation to the LiBr-water solution we obtain:

exch = (1∕Msol)

[
yH2O

ex
0
H2O

+ yLiBr ex
0
LiBr+

R T0 (yH2O
ln(aH2O

) + yLiBr ln(aLiBr)

]
(5.39)

Here, aH2O
is the water activity, defined as the vapor pressure of water in the mixture

divided by the vapor pressure of pure water, and aLiBr is the LiBr activity, defined as the
vapor pressure of LiBr in themixture divided by the vapor pressure of LiBr.his equation
consists of two parts: the standard chemical exergy of pure species and the exergy due
to the dissolution process, defined as follows:

ex
0
ch =

1

Msol

(yH2O
ex

0
H2O

+ yLiBr ex
0

LiBr
) (5.40)

ex
dis
ch =

RT0

Msol

[yH2O
ln(aH2O

) + yLiBr ln(aLiBr)] (5.41)

where yi is the molar fraction. he relevant molar fractions here are defined as

yH2O
=

(1 − x1w)MLiBr

(1 − x1w)MLiBr + x1wMH2O

(5.42)

yLiBr = 1 − yH2O
(5.43)

Also, X1w is defined as

x1w =
xLiBr
100

(5.44)

where XLiBr is the LiBr-water solution concentration (in %) and MLiBr and MH2O
are

86.85 kg/kmol and 18.02 kg/kmol, respectively.
To calculate the chemical exergy for constituents not listed in Table 5.6, we consider

chemical reactions involving constituents for which the standard chemical exergy
is already given. his approach allows us to calculate the chemical exergy for such
constituents. Since the standard chemical exergy of LiBr is not listed in Table 5.5, the
following reaction is considered in order to calculate its chemical exergy [6]:

ex
0
ch = Δg

0
f +

n∑
i=1

ex
0

ch,i
(5.45)
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Table 5.6 Standard chemical values for selected
substances at T0 = 298.15 K and P0 = 1 atm [6, 7].

Element ex
0

ch

(kJ∕mol)

Element ex
0

ch

(kJ∕mol)

Ag (s) 70.2 Kr (g) 34.36

Al (s) 888.4 Li (s) 393.0

Ar (s) 11.69 Mg (s) 633.8

As (s) 494.6 Mn (s
�
) 482.3

Au (s) 15.4 Mo (s) 730.3

B (s) 628.8 N2 (g) 0.72

Ba (s) 747.4 Na (s) 336.6

Bi (s) 274.5 Ne (g) 27.19

Br2 (l) 101.2 Ni (s) 232.7

C (s, graphite) 410.26 O2 (g) 3.97

Ca (s) 712.4 P (s, red) 863.6

Cd (s
�
) 293.2 Pb (s) 232.8

Cl2 (g) 123.6 Rb (s) 388.6

Co (s
�
) 265.0 S (s, rhombic) 609.6

Cr (s) 544.3 Sb (s) 435.8

Cs (s) 404.4 Se (s, black) 346.5

Cu (s) 134.2 Si (s) 854.6

D2 (g) 263.8 Sn (s, white) 544.8

F2 (g) 466.3 Sn (s) 730.2

Fe(s
�
) 376.4 Ti (s) 906.9

H2 (g) 236.1 U (s) 1190.7

He (g) 30.37 V (s) 721.1

Hg (l) 115.9 W (s) 827.5

I2 (s) 174.7 Xe (g) 40.33

K (s) 366.6 Zn (s) 339.2

Li +
1
2
Br2 → LiBr (5.46)

ex
0
ch,LiBr = Δg

0
f ,LiBr + ex

0
ch,Li +

1
2
ex

0
ch,Br2

(5.47)

where Δg
0
f ,LiBr = −324 kJ

mol
[8].

Figure 5.31 shows the variation of specific chemical exergy as a function of LiBr con-
centration on a mass basis, following Equations 5.40 and 5.41. An increase in LiBr con-
centration is seen to raise the specific chemical exergy of the LiBr-water solution.
Based on LiBr concentration, therefore, the specific chemical exergy at each point of

the single effect absorption chiller in Figure 5.30 can be calculated using code developed
inMatlab software. By applying the exergy rate balance equation for each component in
the single effect absorption chiller, the exergy destruction rates can be expressed.
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Figure 5.31 Variation of standard specific chemical exergy (exch,0), specific chemical exergy due to

dissolution (exdis) and specific chemical exergy, as a function of LiBr mass basis concentration at
T
0
= 25∘C.

Generator:

̇ExD,gen = ̇ExQ,gen − ( ̇Ex4 + ̇Ex7 − ̇Ex3)

where ̇ExQ,gen is the exergy rate of the heat input to the generator.

Absorber:

EẋD,abs = (Eẋ1 − Eẋ6 − Eẋ10) − EẋQ,abs

where EẋQ,abs is the exergy rate of the heat rejected by the absorber.

Solution pump:

EẋD,p = EẋW ,p − (Eẋ2 − Eẋ1)

where EẋW ,p is the exergy rate of the power input to the pump and is equal to the power
consumed by the pump.

Solution heat exchanger:

EẋD,shx = (Eẋ4 − Eẋ5) − (Eẋ3 − Eẋ2)

Evaporator:

EẋD,eva = EẋQ,eva − (Eẋ10 − Eẋ9)

where EẋQ,eva is the exergy rate of the heat received by the evaporator, calculated as
follows:

EẋQ,eva = −

[(
1 −

T0

Teva

)
× Q̇eva

]
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where

Teva =
T9 + T10

2
Condenser:

EẋD,cond = (Eẋ7 − Eẋ8) − EẋQ,cond

where EẋQ,cond is the exergy rate of the heat rejected to the environment by the con-
denser.

Energy and exergy efficiencies Energy and exergy methods are used for assessing the sys-
temperformance.However, it should be noted that deviations from ideal (i.e., reversible)
conditions are not accurately identifiedwith energy analysis but are with exergy analysis.
Exergy analysis is therefore capable of overcoming a key shortcoming of energy analysis.
Energy and exergy measures of merit, in the form of coefficients of performance, for

absorption chillers can be written as follows:

COPen =
Q̇eva

Q̇gen + Ẇp

(5.48)

COPex =
Eẋeva

Eẋgen + Eẋp
(5.49)

Here,

̇Exeva = Q̇eva

(
T0 − TEVP

TEVP

)

5.4.3 Exergoeconomic Analysis

Exergoeconomics is a combination of exergy analysis and economic principles that helps
to understand how costs flow in a system and to optimize system performance. To iden-
tify the costs of inefficiencies and thereby to improve the cost effectiveness of the system,
a cost balance is formulated for the absorption chiller as follows [9]:

ĊQ,gen + Ċp + Żchiller = ĊQ,eva (5.50)

Ż =
Z × CRF × �

N × 3600
(5.51)

where � is the maintenance factor (often 1.06),N is the annual operational hours of the
unit, i is the interest rate and n is the system life. CRF is the capital recovery factor which
is expressible as follows:

CRF =
i × (1 + i)n

(1 + i)n − 1
(5.52)

he purchase cost of single effect absorption chiller Z can be expressed as a function of
cooling capacity of the chiller (Q̇eva) (usually the cooling load in kW) as [5]

Zchiller = 1144.3 × (Q̇eva)
0.67 (5.53)

5.4.4 Results and Discussion

Energy, exergy, and exergoeconomic analyses are used to evaluate the performance of
the absorption chiller. Results are obtained by developing a simulation code in EES
software and applying the input data in Table 5.7. hermodynamic properties of each
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Table 5.7 Input data for the simulation of a single
effect LiBr–water absorption chiller.

Quantity Value

Dead state temperature (∘C) 25

Dead state pressure (kPa) 101.3

Generator inlet temperature (∘C) 100

Evaporator inlet temperature (∘C) 10

Solution heat exchanger efficiency (%) 64

Solution pump flow rate (kg/s) 0.05

Table 5.8 Thermodynamic properties at state points of the single effect absorption chiller.

State ṁ

(kg∕s)

T

(∘C)

P

(kPa)

h

(kJ∕kg)

s

(kJ∕kgK)

exph
(kJ∕kg)

exch
(kJ∕kg)

ex

(kJ∕kg)

1 0.0500 32.905 0.680 85.8 0.1906 −1.2 522.3 521.1

2 0.0500 32.907 7.353 85.8 0.1906 −1.2 522.3 521.1

3 0.0500 63.198 7.353 147.0 0.379 3.9 522.3 526.2

4 0.0455 89.412 7.353 221.2 0.4872 7.5 609.2 616.7

5 0.0455 53.249 7.353 153.9 0.2919 −1.6 609.2 607.6

6 0.0455 44.683 0.680 153.9 0.2432 12.9 609.2 622.1

7 0.0045 76.824 7.353 2643.3 8.468 124.3 0 124.3

8 0.0045 39.928 7.353 167.2 0.5713 1.451 0 1.451

9 0.0045 1.465 0.680 167.2 0.6089 −9.752 0 −9.752

10 0.0045 1.465 0.680 2503.2 9.115 −208.7 0 −208.7

11 1.0000 100.00 200 419.1 1.307 34.11 0 34.11

12 1.0000 96.521 200 404.4 1.267 31.2 0 31.2

13 0.2800 25.000 200 104.8 0.367 0 0 0

14 0.2800 36.986 200 154.9 0.5318 0.9124 0 0.9124

15 0.2800 25.000 200 104.8 0.367 0 0 0

16 0.2800 34.569 200 144.8 0.4991 0.554 0 0.554

17 0.2800 10.000 200 42.0 0.151 1.503 0 1.503

18 0.2800 3.698 200 15.6 0.05654 3.203 0 3.203

state point of the system shown in Figure 5.30 are listed inTable 5.8.he thermodynamic
properties obtained with the simulation code include specific enthalpy and entropy.
Using mass, energy and exergy balance rate equations, the cooling capacity, energy

and exergy efficiencies, and total exergy destruction rate of the system are calculated
(see Table 5.9).
Applying the exergy rate balance equation to each component of the absorption

chiller allows the component exergy destruction rates to be calculated, as shown in
Figure 5.32. It can be seen there that the evaporator and absorber account for the
highest exergy destruction rates relative to the other components. his is mainly due
to the fact that phase change with high temperature differences between the working
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Table 5.9 Simulation results of the single
effect absorption chiller system.

Quantity Value

Cooling capacity (kW) 10.57

COPen 0.72

Exergy efficiency (%) 31

Total exergy destruction rate (kW) 4

Total cost rate ($/h) 0.093
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Figure 5.32 Exergy destruction rates of components of the absorption chiller system.

fluids and the refrigerated space occurs in the evaporator, which results in a significant
entropy creation rate. he absorber incurs the second largest exergy destruction rate
in the system, again because heat transfer occurs between fluids having significant
temperature differences.
During absorption chiller operation, a change in an input variable in general influences

other dependent variables. Here, to enhance understanding of system performance, a
parametric study is conducted. he effects of varying some of the main design param-
eters on the energy and exergy efficiencies of the system and the total cost rate are
examined. he generator inlet temperature (T11), evaporator inlet temperature (T17),
solution heat exchanger efficiency (�shx), and solution pump flow rate (m1) are con-
sidered as the main design parameters. Figure 5.31 shows the effect of generator inlet
temperature on generator heat input rate and cooling capacity of the system. he tem-
perature range selected here spans the practical range for a single effect absorption
chiller. An increase in generator inlet temperature is observed in Figure 5.31 to increase
both heat input rate to the generator and system cooling capacity. When the generator
temperature increases, the inlet specific enthalpy increases accordingly, which results in
an increase in the generator heat input rate. Considering energy and mass rate balance
equations for the generator, an increase in generator temperature results in an increase
in evaporator mass flow rate. An increase in evaporator mass flow rate, while keeping
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Figure 5.34 Effect of varying generator inlet temperature on energetic and exergetic COPs of the
system.

other parameters fixed, leads to an increase in the evaporator load, which is the cooling
capacity of the system. It is observed in Figure 5.33 that the slope of the line for the gen-
erator heat input rate is higher than the slope of the line for cooling capacity.his implies
that an increase in the heat input rate to the generator is higher than the desired output
of the system, which is the cooling capacity in this case. his observation is equivalent
to a decrease in COP of the system, as shown in Figure 5.34.



170 Optimization of Energy Systems

100 110 120 130
0.08

0.09

0.1

0.11

0.12

T
o

ta
l 
c
o

s
t 

ra
te

 (
$

/h
)

Generator inlet temperature, T11 (°C)

Figure 5.35 Effect of varying generator inlet temperature on the total cost rate of the chiller.

Although an increase in the generator inlet temperature increases the cooling capac-
ity of the system, it decreases both the energetic and exergetic COPs of the system.
Figure 5.35 illustrates the effect of this parameter on the total cost rate of the system, and
shows that an increase in the generator inlet temperature results in an increase in the
total cost rate of the system. his effect is due to the fact that the temperature increase
raises the capacity of the system, but at an increased cost.
Another important parameter affecting system performance is the chiller inlet water

temperature. Figure 5.36 shows the effect of a variation of chiller inlet water temperature
on the COP of the system and cooling capacity. An increase in this temperature is seen
to increase both system COP and cooling capacity. In part, this observation stems from
the fact that the evaporator pressure increases as the chilled water inlet temperature
increases, and the higher is the evaporator pressure, the higher is the system cooling
capacity. In addition, the effect of evaporator pressure on the absorber is to decrease the
mass fraction in the absorber. Figure 5.37 shows the effect of varying this temperature
on the total cost rate of the system; an increase in chilled water inlet temperature is
observed to increase the total cost rate of the system, due predominantly to an increase
in cooling capacity of the system with higher cost.
he solution heat exchanger effectiveness also affects system performance notably.

Figure 5.38 shows the effect of varying heat exchanger effectiveness on the energetic
and exergetic COPs of the system. An increase in heat exchanger effectiveness is seen to
increase both energetic and exergetic COPs of the system. To determine the reason for
this behavior, we assess how this parameter affects the cooling capacity and input heat
rate to the generator. Figure 5.39 shows the effect of varying heat exchanger effective-
ness on the heat input rate to the generator and the cooling capacity of the system. An
increase in heat exchanger effectiveness raises the cooling capacity of the system slightly
but leads to a significant decrease in heat input rate to the generator. his is due to the
fact that the higher the heat exchanger effectiveness, the greater the heat transfer that
occurs between the two flows, which increases the temperature and specific enthalpy at
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Figure 5.36 Effect of varying generator inlet temperature on COP and cooling capacity of the system.
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Figure 5.37 Variation of the total cost rate of the system with evaporator inlet temperature.

point 3. his increase in specific enthalpy leads to a decrease in heat input rate to the
generator, based on an energy balance for the generator.herefore, it is usually advisable
to use a heat exchanger with a higher effectiveness, although the cost should also be con-
sidered. A higher heat exchanger effectiveness requires a higher heat transfer surface,
with a higher cost. Consequently, there is a reasonable practical range for this effective-
ness. Figure 5.40 shows the impact of varying heat transfer effectiveness on the total
cost rate of the system, confirming that a higher heat exchanger effectiveness results in
a higher total cost rate of the system.
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Figure 5.39 Variation of evaporator and generator heat transfer rates with solution heat exchanger
effectiveness.

he effect of varying solution pump mass flow rate on system performance is shown
in Figure 5.41. he COP of the system varies from 0.77 to 0.64 over the range of solu-
tion pump mass flow rates considered. To clarify the reason, the effect is considered of
this increase on the load of the solution heat exchanger. As the mass flow rate increases,
the heat exchanger load increases significantly, as more energy is available in the solu-
tion stream leaving the generator and more energy exits the absorber. he combina-
tion of these two effects results in an increase in system losses, leading to a system
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Figure 5.40 Variation of the total cost rate of chiller with solution heat exchanger efficiency.
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and COP of the system.

COP decrease. Figure 5.41 also shows that an increase in solution pump mass flow rate
increases the capacity of the system to a maximum value beyond which it decreases.
he results show that the evaporator temperature exhibits a minimum temperature at
maximum capacity. At the maximum capacity, the temperature profile in the absorber
is well matched, with a lower pinch point temperature for better heat transfer.he effect
of varying solution pump mass flow rate on the total cost rate of the system is shown
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Figure 5.42 Variation with solution pump flow rate on the total cost rate of chiller.

in Figure 5.42. An increase in solution pump mass flow rate increases the total cost of
the system as the capacity of the system increases accordingly to a maximum, beyond
which it decreases.

5.4.4.1 Optimization

Optimization can help refrigeration engineers determine the best operation point of a
refrigeration system subject to constraints, and is applied to the absorption chiller. We
select the appropriate optimization method and formulate the optimization problem,
objective functions, and constraints [7]. For optimizing the absorption chiller consid-
ered above, a multi-objective genetic algorithm is developed and applied. Two objective
functions are considered here: COP of the system (to be maximized) and total cost rate
of the system (to be minimized). hese are expressed in Equations 5.48 and 5.53. Con-
straints thatmaintain decision variables within reasonable ranges are listed in Table 5.10
for the absorption chiller.
By applying a genetic algorithmvia EES softwarewith the above constraints and objec-

tive functions, an optimization is carried out. he results are shown in Table 5.11.

Table 5.10 Constraints on decision variables
for the absorption chiller and their ranges.

Parameter Lower bound Upper bound

T11 (
∘C) 100 130

T17 (
∘C) 8 20

�shx 0.1 1

ṁ1(kg∕s) 0.03 0.1
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Table 5.11 Optimized values for design parameters of the system for
two points on the Pareto frontier frommulti-objective optimization.

Point COP Żchiller

(

$

h

)

T11(
∘C) T17(

∘C) �shx m1(kg∕s)

A 0.74 0.06 101 8.03 0.60 0.08

B 0.75 0.09 90 16.35 0.80 0.07
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Optimal point COP

0.754 0.756
COP

Figure 5.43 Pareto frontier, showing best trade-off values for the objective functions.

5.4.4.2 Optimization Results

Figure 5.43 exhibits the Pareto frontier solution for the absorption chiller system in
Figure 5.30. he objective functions for the multi-objective optimization are indicated
in Equations 5.48 and 5.53. he total cost rate is observed in Figure 5.43 to increase
slightly, while the COP of the chiller increases to about 0.749. Note that increasing the
COP further, from 0.749 to 0.755, increases the total cost rate significantly.
In this case, the Pareto optimum frontier exhibits a weak equilibrium, that is, a small

change in COP caused by varying the operating parameters leads to a large variation
in the total cost rate of the system. herefore, the ideal point cannot be utilized for
decision-making in this problem. When selecting the final optimum point, it is desired
to achieve a better magnitude for each objective than its initial value for the base case
problem. Note that in multi-objective optimization and the Pareto solution, each point
can be utilized as the optimized point.herefore engineering experience and the impor-
tance of each objective plays an important role in such decision-making, suggesting that
each user may select a different point for the optimum solution depending on needs.
Table 5.11 shows all the design parameters for points A and B.
To better understand the variations of all design parameters, the scattered distribu-

tions of the design parameters are shown in Figures 5.44 to 5.47. he results show that
generator inlet temperature tends to reach its lower values, which results in an increase
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in COP because COP increases with decrement of the generator inlet temperature. But
chilled water inlet temperatures exhibit a scattered distribution between their allowable
ranges.his is due to the fact that an increase in chilledwater inlet temperature increases
the cooling load of the chiller which eventually results in an increment in COP of the
system. Also, the cooling load of the chiller raises the total cost rate of the system. Sim-
ilar results are obtained for the heat exchanger efficiency and solution pump mass flow
rate, since increases in these design parameters improve the system performance and
increase the COP while increasing the total cost rate.

5.5 Concluding Remarks

Refrigeration systems and their applications are described in this chapter, andmodeling
and optimization methods for them are explained and applied to the three main types
of refrigeration systems.
he vapor compression refrigeration system is the most widely used refrigeration

system. It is modeled analyzed, and a comprehensive parametric study is under-
taken to determine how each design parameter affects the system performance. A
multi-objective genetic algorithm is applied to determine the optimal design parame-
ters for the vapor compression refrigeration system and a sensitivity analysis is carried
out.he results show that evaporator pressure has a positive effect on both cycle exergy
efficiency and COP, that is, the higher the evaporator pressure, the greater the system
performance. Condenser pressure on the other hand has a negative effect on system
performance; thus an increase in condenser pressure while other parameters are fixed
leads to a decrease in both cycle exergy efficiency and COP.
Next, a cascade refrigeration system is described and modeled for applications where

lower temperatures are required. A parametric study and optimization are also per-
formed to enhance understanding of the system performance. he effect of changing
working fluid on the cascade system performance is investigated and R134a is found
to yield better performance for the application than the other working fluids consid-
ered. he results show that an increase in compressor isentropic efficiency leads to an
increase in the COP of the system, while an increase in evaporator pressure increases
the cooling load of the system while decreasing the net compressor work. An increase
in flash chamber pressure has a positive effect on system COP up to a maximum values
and then decreases beyond the optimal point.
Finally, an absorption refrigeration system is examined and a parametric study and

optimization are conducted.he results demonstrate that an increase in generator inlet
temperature increases both the heat input rate to the generator and the cooling capacity
of the system. An increase in evaporator mass flow rate, while holding other parameters
fixed, leads to an increase in evaporator load, that is, the cooling capacity of the system.
In addition, an increase in chilled water inlet temperature increases both the COP and
cooling capacity of the system.
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1 Cengel, Y. A., Boles, M. A. and Kanoğlu, M. (2011) hermodynamics: An Engineering

Approach, McGraw-Hill, New York.



5 Refrigeration Systems 179

2 Ahmadi, P., Dincer, I. and Rosen, M. A. (2011) Exergy, exergoeconomic and environ-
mental analyses and evolutionary algorithm based multi-objective optimization of
combined cycle power plants. Energy 36:5886–5898.

3 Ganjehkaviri, A., Jaafar, M. M., Ahmadi, P. and Barzegaravval, H. (2014) Model-
ing and optimization of combined cycle power plant based on exergoeconomic and
environmental analyses. Applied hermal Engineering 67:566–578.

4 Bejan, A., Tsatsaronis, G. and Moran, M. (1995) hermal Design and Optimization,
John Wiley & Sons, Inc., New York.

5 Ahmadi, P. (2013) Modeling, analysis and optimization of integrated energy systems
for multigeneration purposes. PhD thesis. Faculty of Engineering and Applied Science,
University of Ontario Institute of Technology.

6 Kotas, T. J. (1985) he Exergy Method of hermal Plant Analysis, Krieger, Malabar,
Florida.

7 Dincer, I. and Rosen, M. A. (2013) Exergy: Energy, Environment and Sustainable

Development, Second Edition, Elsevier.
8 Palacios-Bereche, R., Gonzales, R. and Nebra, S. A. (2012) Exergy calculation of
lithium bromide–water solution and its application in the exergetic evaluation of
absorption refrigeration systems LiBr-H2O. International Journal of Energy Research

36:166–181.
9 Bejan, A., Tsatsaronis, G. and Moran, M. J. (1996) hermal Design and Optimization,
John Wiley & Sons, Inc., New York.

Study Questions/Problems

1 Describe the four main processes that make up the simple vapor compression
refrigeration cycle.

2 A refrigeration cycle is used to keep a food case at−7∘C in an environment at 25∘C.
he total heat gain rate to the food case is estimated to be 8000 kJ/h and the heat
rejection rate by the condenser is 1300 kJ/h. Determine (a) the power input to the
compressor, (b) the COP of the refrigerator, and (c) the minimum power input to
the compressor if a reversible refrigerator is used.

3 Consider the evaporator coils of a household refrigerator placed at the back of a
freezer (see Figure 5.48). Refrigerant-134a enters the coils at 120 kPa with a quality
of 0.25 and exits at 120 kPa and−20∘C. If the compressor uses 600Wof power and
the COP of the refrigerator is 1.3, determine (a) the mass flow rate of the refriger-
ant, and (b) the rate heat is rejected to the kitchen air. Considering the evaporator
pressure, the compressor isentropic efficiency, and the compressor pressure ratio
as design parameters, optimize the COP of the system and conduct a sensitiv-
ity analysis.

4 An automotive air conditioner operates on the vapor compression refrigeration
cycle with refrigerant-134a as the working fluid. he refrigerant enters the com-
pressor as a superheated vapor at pressure P1 and temperature T1 with a mass flow
rate of 0.005 kg/s. he compressor isentropic efficiency is � and the working fluid
exits the compressor at pressure P2 and 60∘C.he R-134a is subcooled by T2

∘C at
the exit of the condenser.
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Figure 5.48 Schematic of the
household refrigerator in problem 3.

a) Apply single objective optimization to determine the optimal values for
P1, T1, P2, T2, and � satisfying reasonable constraints to maximize the COP of
the system.

b) Apply multi-objective optimization considering COP and cost of the system as
the two objective functions.

5 A refrigerated room is maintained at −27∘C by a vapor compression cycle using
R-134a as the refrigerant. Heat is rejected to cooling water that enters the con-
denser at 16∘C at a mass flow rate of 0.22 kg/s, and exits at 23∘C. he refrigerant
enters the condenser at 1.2 MPa and 65∘C and leaves at 42∘C. he inlet state of
the compressor is 60 kPa and −34∘C and the compressor is estimated to gain a net
heat of 150 W from the surroundings. Determine (a) the quality of the refrigerant
at the evaporator inlet, (b) the refrigeration load, (c) the COP of the refrigerator,
and (d) the theoretical maximum refrigeration load for the same power input to
the compressor.

6 What is the main difference between a LiBr–water absorption chiller and an
ammonia–water absorption chiller? Compare their COPs via suitable applications.

7 Repeat the optimization of the LiBr–water absorption chiller, but with ammonia
as the working fluid. Make reasonable assumptions if needed.

8 Consider the double-effect LiBr–water absorption chiller system shown in
Figure 5.49. High temperature water enters the high temperature generator at
T21 = 150∘C.he followingmass flow rates are known: ṁ1 = 1 kg∕s, ṁ21 = 8 kg∕s,
ṁ25 = 14 kg∕s, ṁ27 = 20 kg∕s, and ṁ23 = 12 kg∕s. he following vapor quali-
ties are given: X1 = 0, X4 = 0, X11 = 0, X14 = 0, X18 = 0, X8 = 0, and X10 = 1.
he following temperatures are known: T25 = 25∘C, T27 = 12∘C, T23 = 25∘C.
Finally, the value of heat transfer coefficient products are known: UAgen =

25 kW∕K, UAcond = 65 kW∕K, UAEva = 80 kW∕K, UAads = 50 kW∕K, and
UAcd = 10 kW∕K.
a) Determine all of the thermodynamic properties at each state point of the system
b) Calculate the energetic and exergetic COPs of the system
c) Evaluate the exergy destruction rate of each system component
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Figure 5.49 Schematic of the double-effect LiBr–water absorption chiller system in problem 8.

d) Apply a single objective optimization to calculate the maximum COP of the
system.

9 Consider the triple effect ammonia–water absorption refrigeration cycle shown
in Figure 5.50. Apply mass, energy, entropy, and exergy rate balance equations to
each component to determine the thermodynamic properties of all state points,
as well as the system exergy destruction rate and COP. Assume T0 = 20∘C,P0 =

101 kPa,P1 = 250 kPa, ṁ1 = 1 kg∕s,P2 = 400 kPa, the condenser heating load is
240 kW, and the concentrations at point 29 and point 30 are 0.6 and 0.4, respec-
tively.
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6

Modeling and Optimization of Heat Pump Systems

6.1 Introduction

A heat pump is a device that conveys heat from a source of heat to a heat sink at a higher
temperature. Heat pumps are designed to move thermal energy in a direction oppo-
site to that of spontaneous heat flow by absorbing heat from a cold space and releasing
it to a warmer one. When a heat pump is used for heating, it employs the same basic
refrigeration cycle used by an air conditioner or a refrigerator, but with an opposite
intention—releasing heat into the conditioned space rather than the surrounding envi-
ronment.he principle governing the operation of the heat pumpwas recognized before
the start of the 1900s and is the basis of all refrigeration.he idea of using a heat engine in
a reverse mode, as a heat pump, was proposed by Lord Kelvin in the nineteenth century,
but it was only in the twentieth century that practical machines began to be used, mainly
for refrigeration [1]. Heat pumps are also installation-cost competitivewith central com-
bustion furnace/central air conditioner combinations.Hence, heat pumps now routinely
provide central air conditioning as well as heating. Today, heat pumps are widely used
not only for air conditioning and heating, but also for cooling, producing hot water, and
preheating feed water in various types of facilities including office buildings, computer
centers, public buildings, restaurants, hotels, district heating and cooling systems, and
industrial plants.
A heat pump is essentially a heat engine operating in reverse and can be defined as a

device that moves heat from a region of low temperature to a region of higher tempera-
ture.he residential air-to-air heat pump, the type most commonly in use, extracts heat
from low temperature outside air and delivers it indoors. To accomplish this and avoid
violating the second law of thermodynamics, work is done on the heat pump working
fluid (e.g., a refrigerant). Heat pump efficiency is determined by comparing the amount
of energy delivered by the heat pump to the amount of energy it consumes. Note that
efficiencymeasures are usually based on laboratory tests and do not necessarilymeasure
how a heat pump performs in actual use.
he COP is the most common measure of heat pump efficiency. he COP is the ratio

of the heat output of a heat pump to its driving energy input, expressible as

COP = Heat output∕Energy input

Air-source heat pumps generally have COPs ranging from 2 to 4, implying that they
deliver 2 to 4 times more energy than they consume, typically in the form of electricity.

Optimization of Energy Systems, First Edition. Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi.
© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.
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Water- and ground-source heat pumps normally have COPs of 3 to 5 [1]. he COP of
an air-source heat pump decreases as the outside temperature drops. herefore, two
COP ratings are usually given for a system: one at 8.3∘C (47∘F) and the other at −9.4∘C
(17∘F).When comparing COPs, onemust be sure that the ratings are based on the same
outside air temperature to avoid inconsistencies. COPs for ground- and water-source
heat pumps do not vary as widely because ground and water temperatures are more
constant than air temperatures. Some heat pump units have an energy-saving feature
that allows the unit to defrost only when necessary. Others enter a defrost cycle at set
intervals whenever the unit is in the heating mode.
Another factor that lowers the overall efficiency of air-to-air heat pumps is their inabil-

ity to provide sufficient heat during the coldest days of winter. his weakness causes a
back-up heating system to be required. he back-up is often provided by electric resis-
tance heating, which has a COP of only one.When the temperature drops to the−3.8∘C
to −1.1∘C range, or a different system-specific balance point, this electric resistance
heating engages and overall system efficiency decreases.
he primary objectives of this chapter are to describe the air/water heat pump system

and its energy and exergy analyses, and tomodel comprehensively and optimize selected
systems.he last objective involves defining objective function(s) and, usually, applying
multi-objective optimization to determine the best optimal design parameters of the
system. Relevant constraints need to be considered, so that appropriate optimization is
carried out. In order to enhance understanding of the design criteria, a sensitivity anal-
ysis is conducted to assess how each objective function varies when design parameters
are modified. We then provide some closing remarks related to the efficient design of
heat pump systems.

6.2 Air/Water Heat Pump System

A schematic of an air/water heat pump system is shown in Figure 6.1. he system con-
sists of two separate circuits: (1) a heat pump circuit (refrigerant circuit), and (2) a
heat distribution circuit (water circuit). he refrigerant circuit consists of a compres-
sor, a condenser, an expansion valve, and an evaporator. he refrigerant is R-134a. he
heat distribution circuit consists of a storage tank and a circulating pump. Device I in
Figure 6.1 is a fully hermetically sealed reciprocating piston compressor.he condenser
(II) is of a coaxial pipe cluster heat exchanger construction that works on the counter
flow principle.he refrigerant expands in an expansion valve (III).he evaporator (IV) is
of a finned tube construction and has a large surface area.he refrigerant flows through
the evaporator and draws heat from the ambient air over the large surface area. Heat
transfer is enhanced by two fans that draw air through fins. During the operation period
assessed, the control valve is adjusted so that the flow rate in the hot water circuit is
approximately 0.020 m3/h. After the pressures on the suction and delivery sides of the
workingmedium circuit have stabilized, data are recorded, including compressor power,
hot water flow rate, and pressures and temperatures at various points of the unit.
Mass, energy, and exergy rate balances are employed to determine the heat input, the

rate of exergy destruction, and energy and exergy efficiencies. Steady state, steady flow
processes are assumed. A general mass rate balance can be expressed in rate form as

∑
ṁin =

∑
ṁout (6.1)
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Figure 6.1 Schematic of an air/water heat pump system.

where ṁ is the mass flow rate, and the subscript in stands for inlet and out for outlet.
Energy and exergy rate balances can be written respectively as

Ėin = Ėout (6.2)

Ėxin − Ėxout = ĖxD (6.3)

he specific flow exergy of the refrigerant or water is evaluated as

ex = (h − h0) − T0(s − s0) (6.4)

where h denotes specific enthalpy, s denotes specific entropy, and the subscript zero
indicates properties at the reference environment (dead) state (i.e., at P0 and T0).
he overall specific flow exergy of air is determined as [1]

exair = (Cp,a + �Cp,v)T0[(T∕T0) − 1 − ln(T∕T0)] + (1 + 1.6078�)RaT0 ln(P∕P0)

+ RaT0{(1 + 1.6078�) ln[(1 + 1.6078�0)∕(1 + 1.6078�)]

+ 1.6078� ln(�∕�0)} (6.5)

where the specific humidity ratio is

� = ṁv∕ṁa (6.6)

he exergy rate of a flow is determined as

Ėx = ṁ(ex) (6.7)

he exergy destruction rates in the heat exchanger (condenser or evaporator) and cir-
culating pump respectively are evaluated as

ĖxD, HE = Exin − Ėxout (6.8)

ĖxD,pump = Ẇpump − (Ėxout − Ėxin) (6.9)

where Ẇpump is the work rate of the pump.
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he energy-based efficiency measure of the heat pump unit (COPHP) and the overall
heat pump system (COPsys) can be defined as follows:

COPHP =
Q̇cond

Ẇcomp

(6.10)

and

COPsys =
Q̇cond

Ẇcomp + Ẇpump + Ẇfans

(6.11)

he exergy efficiency is generally expressed as the ratio of total exergy output to the
total driving exergy input and can be written as

� =
Ėxoutput

Ėxinput
(6.12)

where “output” refers to “net output” or “product” or “desired value,” and “input” refers
to “driving input” or “fuel.”
Here, the exergy efficiencies for the heap pump only and for the overall system can

then be written as follows:

�HP =
ĖxQc

Ẇcomp

(6.13a)

and

�sys =
ĖxQc

Ẇcomp + Ẇpump + Ẇfans

(6.13b)

In addition, the exergy efficiency of the heat exchanger (condenser or evaporator) is
determined as the increase in the exergy of the cold stream divided by the decrease in
the exergy of the hot stream, on a rate basis, as follows:

�HE =
Eẋcold,out − Eẋcold,in

Eẋhot,in − Eẋhot,out
=

ṁcold(�cold,out − �cold,in)

ṁhot(�hot,in − �hot,out)
(6.14)

6.3 System Exergy Analysis

he following assumptions are made during the energy and exergy analyses:

• All processes are steady state and steady flow with negligible potential and kinetic
energy effects and no chemical or nuclear reactions.

• Heat transfer to the system and work transfer from the system are positive.
• Air behaves as an ideal gas with a constant specific heat.
• Heat transfer and refrigerant pressure drops in the tubing connecting the components

are negligible since their lengths are short.
• he compressor mechanical (�comp, mech) and the compressor motor electrical

(�comp, elec) efficiencies are 68% and 69%, respectively. hese values are based on
actual data in which the power input to the compressor is 0.149 kW.

• he circulating pump mechanical (�pump, mech) and the circulating pump motor elec-
trical (�pump, elec) efficiencies are 82% and 88%, respectively.hese values are based on
an electric power of 0.050 kW obtained from the pump characteristic curve.
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• he fan mechanical (�fan, mech) and the fan motor electrical (�fan, elec) efficiencies are
40% and 80%, respectively.

he mass and energy rate balances as well as exergy destruction rates obtained from
the exergy rate balances for each of the heat pump components illustrated in Figure 6.1
can be written as follows:

Compressor (I):

ṁ1 = ṁ2,s = ṁact,s = ṁr (6.15a)

Ẇcomp = ṁr(h2,act − h1) (6.15b)

EẋD,comp = ṁr(ex1 − ex2,act) + Ẇcomp (6.15c)

where heat interactions with the environment are neglected.

Condenser (II):

ṁ2 = ṁ3 = ṁr; ṁ7 = ṁ8 = ṁw (6.16a)

Q̇cond = ṁr(h2,act − h3); Q̇cond = ṁwCp,w(T8 − T7) (6.16b)

EẋD,cond = ṁr(ex2,act − ex3) + ṁw(ex7 − ex8) (6.16c)

Expansion (throttling) valve (III):

ṁ3 = ṁ4 = ṁr (6.17a)

(h3 = h4) (6.17b)

EẋD,exp = ṁr(ex3 − ex4) (6.17c)

Evaporator (IV):

ṁ4 = ṁ1 = ṁr (6.18a)

Q̇evap = ṁr(h1 − h4) (6.18b)

Q̇evap = ṁairCp,air(T5 − T6) (6.18c)

EẋD,evap = Ẇfan + ṁr(ex4 − ex1) + ṁair(ex5 − ex6) (6.18d)

Fan (V):

ṁ5 = ṁ5′ = ṁair (6.19a)

Ẇfan = ṁ
air

[
(h5 − h5′ ) +

V 2
exit

2

]
(6.19b)

EẋD,fan = Ẇfan,elec + ṁair(ex5′ − ex5) (6.19c)

Storage tank (VI):

ṁ8 = ṁ9 = ṁw; ṁ11 = ṁ12 = ṁtw (6.20a)

Q̇st = ṁwCp,w(T8 − T9); Q̇tank = ṁtwCp,tw(T12 − T11) (6.20b)

EẋD,st = ṁw(ex8 − ex9) + ṁtw(ex11 − ex12) (6.20c)

Circulating pump (VII):

ṁ9 = ṁ10s = ṁ10,act = ṁw (6.21a)

Ẇpump = ṁw(h10,act − h9) (6.21b)

EẋD,pump = ṁr(ex9 − ex10,act) + Ẇpump (6.21c)
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Since the volume flow rate on the refrigerant side is not measured,COPact is evaluated
as follows:

COPact =
ṁwCp,w(T8 − T7)

Ẇcomp,act

=
V̇w�wCp,w(T8 − T7)

Ẇcomp,act

(6.22)

In addition to the energy and exergy efficiencies, energetic and exergetic coefficients of
performance (COPs) can be developed for the heat pump and the overall system.hese
energetic and exergetic COPs help visualize actual system performance with variations
in operating parameters. Energetic and exergetic COPs of the heat pump are defined
respectively as

COPHP,en =
Q̇con

Ẇcomp

(6.23)

COPHP,ex =
Eẋ2 − E

ẋ3Ẇcomp

(6.24)

where COPHP,en denotes the energetic COP of the heat pump, Q̇con the condenser load,
Ẇcomp the work input rate to the compressor, and COPHP,ex the exergetic COP of the
heat pump, while Eẋ2 and Eẋ3 denote the exergy rates at states 2 and 3, respectively.

6.4 Energy and Exergy Results

Temperature, pressure, and mass flow rate data for the working fluid (R-134a), water,
and air are given in Table 6.1 following the state numbers specified in Figure 6.1. Exergy
rates evaluated for each state are also presented in Table 6.1.he reference environment
state is taken to be the state of environment when the temperature and the atmospheric
pressure were 2.2∘C and 98.80 kPa, respectively [1]. he thermodynamic properties of
water, air, and R-134a are found using the Engineering Equation Solver (EES) software
package. In order to validate the simulation, the results of the experimental data acquired
in the lab at University of Ontario Institute of Technology (UOIT) and the simulation
code are compared and the results are shown in Figure 6.2. In this figure, the COP of the
heat pump and the overall system are calculated and compared.
he comparison results show a good agreement between the experimental data and

the simulation computer code. For evaluating the efficiency of heat pump systems, the
most commonly used measure is the energy (or first law) efficiency, which is modified
to a coefficient of performance (COP). However, for indicating the possibilities for ther-
modynamic improvement, energy analysis is inadequate and exergy analysis is needed.
Exergy analysis of the air-source heat pump system presented in this chapter identifies
improvement potential.
In order to enhance understanding of the system performance, a parametric study is

conducted here to determine how each design parameter affects the performance. For
the parametric study, the original system is scaled up by a factor of 10 in order to identify
systemperformance variancesmore easily.hemain benefit of such parametric analyses
is that they help designers visualize how a systemwill perform under different operating
conditions. Here the refrigerant mass flow rate, evaporator temperature, and condenser
temperature are considered as the design parameters.
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ṁ
(e
x)

(k
W
)

0
–

R
ef
ri
ge
ra
n
t

D
ea
d
st
at
e

2.
2

98
.8
0

–
25

7.
4

1.
04

1
–

0
0

0′
–

W
at
er

D
ea
d
st
at
e

2.
2

98
.8
0

–
9.
3

0.
03

4
–

0
0

0′
′

–
M
oi
st
ai
r

D
ea
d
st
at
e

2.
2

98
.8
0

0.
00

2
–

–
–

0
0

1
E
va
p
or
at
or

ou
tl
et
/c
om

p
re
ss
or

in
le
t

R
ef
ri
ge
ra
n
t

Su
p
er
h
ea
te
d

va
p
or

2.
5

30
7

25
2.
3

0.
93

5
0.
00

2
24

.0
9

0.
04

8

2,
s

C
on

d
en

se
r

in
le
t/
co
m
p
re
ss
or

ou
tl
et

R
ef
ri
ge
ra
n
t

Su
p
er
h
ea
te
d

va
p
or

45
.3

10
11

25
6.
2

0.
93

5
0.
00

2
27

.9
8

0.
05

6

2,
ac
t

C
on

d
en

se
r

in
le
t/
co
m
p
re
ss
or

ou
tl
et

R
ef
ri
ge
ra
n
t

Su
p
er
h
ea
te
d

va
p
or

54
.6

10
11

28
7.
4

0.
96

6
0.
00

2
50

.6
5

0.
10

1

3
C
on

d
en

se
r

ou
tl
et
/e
xp

an
si
on

va
lv
e
in
le
t

R
ef
ri
ge
ra
n
t

C
om

p
re
ss
ed

liq
u
id

22
.8

10
11

83
.4

0.
31

3
0.
00

2
26

.4
5

0.
05

3

4
E
va
p
or
at
or

in
le
t

R
ef
ri
ge
ra
n
t

M
ix
tu
re

1.
3

30
7

83
.4

0.
31

9
0.
00

2
24

.8
0

0.
05

0

5
Fa
n
ai
r
in
le
t
to

ev
ap
or
at
or

A
ir

G
as

16
0.
00

4
26

.2
0

0.
13

6
0.
33

0.
04

5

5’
A
ir
in
le
t
to

fa
n

A
ir

G
as

15
.9

0.
00

4
26

.0
9

0.
13

6
0.
23

0.
03

2

6
Fa
n
ai
r
ou

tl
et

fr
om

ev
ap
or
at
or

A
ir

G
as

14
0.
00

4
24

.1
7

0.
13

6
0.
27

0.
03

7

(C
on

ti
n
u
ed
)



Ta
b
le
6
.1

(C
o
n
ti
n
u
e
d
)

S
ta
te

N
o
.

D
e
sc
ri
p
ti
o
n

F
lu
id

P
h
a
se

Te
m
p
.,

T (∘
C
)

P
re
ss
u
re
,

P (k
P
a
)

S
p
e
ci
fi
c

h
u
m
id
it
y

ra
ti
o
,

� (k
g
w
a
te
r/

k
g
a
ir
)

S
p
e
ci
fi
c

e
n
th
a
lp
y,

h (k
J/
k
g
)

S
p
e
ci
fi
c

e
n
tr
o
p
y,

s (k
J/
k
g
K
)

M
a
ss

fl
o
w
ra
te
,

ṁ
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Figure 6.2 Comparison of simulation model and experimental measured data.
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Figure 6.3 Effect of varying refrigerant mass flow rate on compressor work.

Figure 6.3 shows the effect of refrigerant mass flow rate on the compressor work. It is
observed that an increase in refrigerant mass flow rate increases the compressor work
rate, from 0.36 kW to 14.67 kWwhen ṁr increases from 0.01 kg/s to 0.4 kg/s. Increasing
the refrigerant mass flow rate implies that more refrigerant needs to be compressed,
resulting in a higher energy requirement to drive the compressor.
he effect of changing refrigerant mass flow rate on cooling load and condenser load

is shown in Figure 6.4. An increase in refrigerant mass flow rate is seen to result in an
increase in both evaporator cooling load and condenser reject heat rate. It is clear that
as the quantity of compressed refrigerant entering the condenser and the evaporator
increases, the ability of the condenser and the evaporator to reject heat and to absorb
heat, respectively, increases. Figure 6.5 shows the effect of evaporator temperature
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Figure 6.4 Effect of varying refrigerant mass flow rate on compressor work rate, condenser load, and
cooling load.
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Figure 6.5 Effect of varying evaporator temperature on compressor work rate, condenser load, and
cooling load.

on the compressor work rate and the evaporator and condenser loads. An increase in
evaporator temperature is observed to lead to an increase in compressor work rate.
When the evaporator temperature increases from 276 K to 320 K, compressor work

rate increases from 0.73 kW to 0.89 kW. An increase in evaporator temperature results
in a higher energy stream entering the compressor. As the energy of the inlet stream
increases, the work rate required to compress this stream also increases. It is also seen
in Figure 6.5 that an increase in evaporator temperature increases both the evaporator
and condenser loads. When the evaporator temperature increases, the outlet specific
enthalpy of the evaporator increases which results in an increase in evaporator load.
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Figure 6.6 Effect of varying evaporator temperature on COP of the system

Also, an increase in evaporator temperature raises the amount of energy that is rejected
through the condenser, leading to a higher condenser load. he effect of evaporator
temperature on the system COP is shown in Figure 6.6. It is seen that an increase in
evaporator temperature initially decreases the COP of the system to a minimum value
and then causes the COP to increase. his is due to the fact that an increase in com-
pressor work initially dominates compared to the desired heat, which makes the COP
decrease; but a further increase in evaporator temperature increases the condenser load
to a much greater extent than the increase in the compressor work.
Another important parameter is the condenser temperature (T3). he effect of

increasing T3 on the condenser and evaporator loads can be seen in Figure 6.7. he
condenser and evaporator loads are observed to decrease from 4.3 kW to 3.7 kW and
3.5 kW to 2.9 kW, respectively, as T3 increases from 290 K to 310 K. his behavior is
observed because an increase in T3 results in a higher energy content of the stream
exiting the condenser and entering the evaporator. As the temperature of the stream
leaving the condenser increases for a fixed input temperature to the condenser, the heat
rejection capacity of the condenser decreases. he effect of condenser temperature on
the COP of the systems is shown in Figure 6.8. It is observed that an increase in this
temperature decreases the COP of the system due to a decrease in condenser load, as
previously explained.
Since different design parameters have different effects on the COP and evaporator

and condenser loads of the system, optimization can be beneficial.

6.5 Optimization

For the optimization of the heat pump system, the compressor work rate and condenser
load are considered as two objective functions. he compressor work rate should be
minimized while the condenser rejected heat rate should be maximized to heat the
water. A genetic algorithmoptimization is performed for 450 generations, using a search
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Figure 6.7 Effect of varying condenser temperature on condenser load and cooling load.
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Figure 6.8 Effect of varying condenser temperature on COP of the system.

population size ofM = 100 individuals, a crossover probability of pc = 0.9, a gene muta-
tion probability of pm = 0.035, and a controlled elitism value c = 0.55.
Figure 6.9 shows the Pareto frontier solution for the multi-objective optimization of

the heat pump system for the compressor work rate and condenser rejected heat rate as
objective functions. he design parameters here are the evaporator temperature (T1),
the condenser temperature (T3), and the refrigerant mass flow rate. he ranges of vari-
ation for these design parameters are listed in Table 6.2.
As shown in Figure 6.9, the maximum condenser load exists at design point C

(112.2 kW), while the total compressor work rate is the greatest at this point (24.9 kW).
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Figure 6.9 Pareto frontier showing best trade-off values for the objective functions.

Table 6.2 Optimization constraints.

Design parameter Variation range

Evaporator temperature 275 K ≤ T1 ≤ 320 K

Condenser temperature 290 K ≤ T1 ≤ 310 K

Refrigerant mass flow rate 0.01 kg∕s ≤ ṁr ≤ 0.4 kg∕s

Also, the minimum value for the compressor work rate occurs at design point A and is
about 0.2 kW. Design point A is the optimal situation when the compressor work rate is
the sole objective function, while design point C is the optimum point when condenser
load is the sole objective function.
Inmulti-objective optimization, a process of decision-making for selection of the final

optimal solution from the available solutions is required. his process is usually per-
formed with the aid of a hypothetical point in Figure 6.9 (the ideal point), at which both
objectives have their optimal values independent of the other objectives. It is clear that
it is impossible to have both objectives at their optimum point simultaneously and, as
shown in Figure 6.9, the ideal point is not a solution located on the Pareto frontier.
he closest point to the ideal point on the Pareto frontier might be considered as a

desirable final solution. Nevertheless, in this case, the Pareto optimum frontier exhibits
weak equilibrium: a small change in condenser load from varying the operating param-
eters causes a large variation in the compressor work rate. herefore, the ideal point
cannot be utilized for decision-making in this problem. In selection of the final opti-
mum point, it is desired to achieve a better magnitude for each objective than its initial
value for the base case problem.Note that inmulti-objective optimization and the Pareto
solution, each point can be utilized as the optimized point. herefore, the selection of
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Table 6.3 Optimized values for design parameters of the system
based on multi-objective optimization.

Design parameter A B C

Evaporator temperature (K) 276 306 320

Condenser temperature (K) 301 299 290

Refrigerant mass flow rate (kg/s) 0.01 0.37 0.39
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Figure 6.10 Scattered distribution of evaporator temperature with population in Pareto frontier.

the optimum solution depends on the preferences and criteria of the decision maker,
suggesting that each may select a different point as the optimum solution depending on
his/her needs. Table 6.3 shows all the design parameters for points A-C.
To better understand the variations of all design parameters, their scattered distri-

butions are shown in Figures 6.10 to 6.12. he results show that refrigerant mass flow
rate (Figure 6.12) tends to become as high as possible. his observation means that an
increase in this parameters leads to better optimization results.he evaporator and con-
denser temperature have scattered distributions in their allowable domains, suggesting
that these parameters have important effects on the trade-off between compressor work
rate and condenser load.

6.6 Concluding Remarks

In this chapter, comprehensive energy and exergy analyses along with a multi-objective
optimization are used for evaluating heat pump systems and their components. Actual
data are utilized in the analysis and compared with the results of simulation code. A
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Figure 6.11 Scattered distribution of condenser temperature with population in Pareto frontier.
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Figure 6.12 Scattered distribution of refrigerant mass flow rate with population in Pareto frontier.

good agreement is observed between the simulations and the experimentally measured
data. he exergy analysis results show that the power required by the compressor, the
condenser load, and the evaporator load all increase as the mass flow rate of refrigerant
increases and as the evaporator temperature increases. In addition, an increase in the
condenser temperature results in a reduction in COP, and the condenser and evaporator
loads. Finally, a heat pump system is examined and a parametric study and optimization
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Figure 6.13 Schematic diagram of a solar assisted heat pump with storage tank and auxiliary boiler.

are conducted. A multi-objective optimization allows the optimal design parameters of
the system to be determined.

Reference

1 Dincer, I. and Rosen, M. A. (2012) Exergy: Energy, Environment and Sustainable

Development, Second edition, Elsevier.

Study Questions/Problems

1 Describe the four main processes that make up a simple vapor compression
heat pump.

2 Compare air-source, water-source, and ground-source heat pump systems generally
and from an exergetic point of view.

3 Determine the exergy efficiency of the following heat pump systems used to keep a
house at 22∘C and discuss the results: (a) an air-source heat pump with a COP of
1.8 that absorbs heat from outdoor air at 2∘C, (b) a ground-source heat pump with
a COP of 2.6 that absorbs heat from the ground at 12∘C, and (c) a geothermal heat
pump with a COP of 3.8 that absorbs heat from underground geothermal water at
60∘C.

4 A schematic of a solar based heat pump is shown in Figure 6.13. he working fluid
for this heat pump system is R134a. he solar panel surface area, evaporator pres-
sure, condenser pressure, capacity of heat storage tank, and the values of super-
heating/subcooling in evaporator and condenser are selected as design parameters.
Apply multi-objective optimization to determine the optimal value of the design
parameters when exergy efficiency and total cost rate of the system are considered
as the two objective functions.



199

7

Modeling and Optimization of Fuel Cell Systems

7.1 Introduction

Fuel cells are electrochemical energy conversion devices. hey can be used in power
generation, in vehicles, and even in laptop computers. Fuel cells are often considered
zero-emission power sources, although they do emit water when fueled by hydrogen,
and therefore are often viewed as environmentally benign. Although fuel cells are nor-
mally considered advanced energy systems and have attracted substantial interest only
during the last decades, their operating principles were recognized long before that.
Unlike the conventional heat engine, which converts fuel to heat and then uses that
heat to generate electricity, fuel cells convert fuel to electricity directly using chemical
reactions. An important advantage of fuel cells is their notably higher efficiencies com-
pared to conventional power generation systems. he combination of high efficiency
and low emissions permits fuel cells to be considered a clean energy technology. hey
are especially beneficial for transportation in locations where air quality is important.
A fuel cell is composed of three main parts: a fuel electrode (anode), an oxidant elec-

trode (cathode), and an electrolyte between them. Figure 7.1 shows a single cell of a fuel
cell. Fuel (H2) enters the anode from the left and oxygen enters from the right to the
cathode.
he overall chemical reaction is known as simple water splitting:

H2 +
1
2
O2 → H2O +Work +Heat (7.1)

Although the overall reaction seems simple, water and thermalmanagement in fuel cells
is challenging. Issues need to be addressed such as water flooding and heat loss during
operation. Fuel cells may be classified on a number of dimensions, such as operating
temperature, type of electrolyte, and type of ion transferred through the electrolyte.
Here we classify fuel cells based on their electrolyte, as follows:

• Alkaline fuel cell (AFC), which uses an alkaline water solution as an electrolyte
• Proton exchange membrane (PEM) or proton conducting membrane fuel cell
• Molten carbonate fuel cell (MCFC), which uses a molten carbonate salt as an elec-

trolyte
• Solid oxide fuel cell (SOFC), which uses a solid oxide ion-conducting ceramic as an

electrolyte

Further details about fuel cell classifications can be found elsewhere [1].

Optimization of Energy Systems, First Edition. Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi.
© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.
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Figure 7.1 Schematic of a single cell fuel cell.

In this chapter, we describe two common fuel cells: a PEM fuel cell, which is a low
temperature fuel cell often employed for transportation applications, and an SOFC
fuel cell, which is a high temperature suitable for stationary applications. Fundamental
principles required for modeling are provided, and modeling of the two fuel cells
is performed followed by parametric analyses. In addition, we comprehensively
model and optimize some fuel cell systems for various objective functions and apply
multi-objective optimization to determine the best optimal design parameters of the
system. In order to enhance understanding of the design criteria, a sensitivity analysis
is conducted to investigate how each objective function varies when a small change in
a design parameter is made.

7.2 Thermodynamics of Fuel Cells

Some of the thermodynamic background required for the modeling of fuel cells is
described in this section.

7.2.1 Gibbs Function

heGibbs function is a thermodynamic property that is important when chemical reac-
tions occur. he Gibbs energy is the energy that is available to do work, and can be
defined as:

g = h − Ts (7.2)

where s denotes specific entropy, h specific enthalpy and T absolute temperature.
he Gibbs energy is a good indicator for predicting if the process is spontaneous or
non-spontaneous. Similar to enthalpy of formation, the Gibbs function of a reaction
is defined as the Gibbs function between the reaction products and reactants. If the
products and reactants have the same pressure and temperature, the Gibbs function of
the reaction can be expressed as:

Δgreaction = gP − gR (7.3)
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If the formation reaction takes place at standard conditions (T = 25 ∘C and P= 1 atm),
it is called the standard Gibbs function of formation, which is given in thermodynamic
tables.

7.2.2 Reversible Cell Potential

he chemical energy of the fuel and the oxidant is converted to electricity in a fuel
cell. his electricity is described in terms of cell potential and electrical current. he
maximumelectrical energy is obtainedwhen the fuel cell operates reversibly froma ther-
modynamic perspective. In this case, the maximum cell potential is called the reversible
cell potential. To determine the reversible cell potential, we apply fundamental ther-
modynamic principles. Considering the fuel cell in Figure 7.1 as a control volume, the
overall reaction in a fuel cell can be written as

Fuel (e.g., H2) +Oxidant (e.g., O2) → Ẇ + Q̇ + Product (e.g., H2O) (7.4)

Here, the fuel, oxidant, and exhaust stream are at the same pressure and the same tem-
perature, and it is assumed that the reaction is steady state. Writing the first and second
laws of thermodynamics for a control volume around the fuel cell yields:

dECV

dt
=
[(
Ṅh + KE + PE

)
F
+
(
Ṅh + KE + PE

)
oxidant

]
−
[(
Ṅh + KE + PE

)
P

]

+ Q̇ − Ẇ (7.5)

dSCV
dt

=
[(
ṄS

)
F
+
(
ṄS

)
oxidant

]
−
[(
ṄS

)
P

]
+

Q̇

T
− Ṡgen (7.6)

where Ṅ denotes molar flow rate, h specific enthalpy, s specific entropy and Ṡgen the rate
of entropy generation.he subscripts F and P denote the fuel and product, respectively,
while KE and PE denote kinetic and potential energies, respectively. For a steady state
process, there is no change in energy and entropy in the control volume, so the left hand
sides of Equation 7.5 and Equation 7.6 become zero. It is also assumed that velocity
and elevation changes are negligible, so that KE and PE can be neglected. Simplifying
Equations 7.5 and 7.6 yields:[(

Ṅh
)
F
+
(
Ṅh

)
oxidant

]
−
[(
Ṅh

)
P

]
+ Q̇ − Ẇ = 0 (7.7)

[(
ṄS

)
F
+
(
ṄS

)
oxidant

]
−
[(
ṄS

)
P

]
+

Q̇

T
+ Ṡgen = 0 (7.8)

For convenience, we denote the following:

hin = hF +
Ṅoxidant

ṄF

hoxidant (7.9)

hout =
ṄP

ṄF

hP (7.10)

sin = sF +
Ṅoxidant

ṄF

soxidant (7.11)

sout =
ṄP

ṄF

sP (7.12)

Substituting Equations 7.9 to 7.12 into Equations 7.7 and 7.8 yields:

ṄF (hin − hout) + Q̇ − Ẇ = 0 (7.13)
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Q̇ + TṠgen + ṄFT(sin − sout) = 0 (7.14)

Substituting Equation 7.14 into Equation 7.13, we have

Ẇ = ṄF (hin − hout) − TṠgen − ṄFT(sin − sout)

Defining w =
Ẇ

ṄF

, q =
Q̇

ṄF

and sgen =
Ṡgen

ṄF

, we have:

q = −Tsgen − T(sin − sout) = TΔs − Tsgen

w = (hin − hout) − Tsgen − T(sin − sout) = (hin − Tsin) − (hout − Tsout) − Tsgen

Using the Gibbs function in Equation 7.2 we have:

w = gin − gout − Tsgen = −Δg − Tsgen

According to the second law of thermodynamics, we know that entropy is always
generated and never destroyed. herefore, sgen ≥ 0, and the maximum possible work
is obtained when sgen = 0. hus, the maximum available work for the fuel cell here is
equal to the decrease in Gibbs function and can be expressed as:

wmax = −Δg (7.15)

his equation is valid for all reversible processes regardless of the type of fuel cell. In fuel
cell systems, the output electrical energy is expressed in terms of the potential difference
between the cathode and anode.he potential is the potential energy per unit of charge
(J/C), which is called a Volt. Potential energy is defined as the work done when charge
is moved from one location to another in the electrical field. In the case of a fuel cell,
the work is done by transferring one Coulomb of positive charge from a low to high
potential. In this case the work done by a fuel cell can be expressed as follows:

w (J∕mol fuel) = E × nF (7.16)

where n is the number of moles of electrons transferred per mole of fuel consumed and
F is the Faraday constant (96,487 C/mol electron).
Rearranging Equation 7.16, we have:

E =
w

nF
=

−Δg − Tsgen

nF

he maximum cell potential occurs when sgen = 0 according to Equation 7.15 and can
be called reversible cell potential and is expressed as:

Er =
−Δg

nF

Note that the Gibbs function is a thermodynamic property determined by state vari-
ables.herefore the Gibbs function difference for a fuel cell is also a function of temper-
ature and pressure:

Δg = Δh − TΔs

If the reaction occurs at standard temperature and pressure, this reversible cell potential
is called standard cell potential and can be expressed as:

Er,0 = −
Δg(Tref , Pref )

nF
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7.3 PEM Fuel Cell Modeling

As explained earlier, PEM fuel cells are used for various applications. Here we focus on
vehicular applications where PEM fuel cells replace the internal combustion engines in
conventional cars to reduce greenhouse gas emissions. For this investigation, Ballard’s
XcellsisTM HY-80 fuel cell engine is used (Figure 7.2). Since the XcellsisTM HY-80 fits
beneath the floor of the vehicle, the size of the passenger compartment is not affected.
he engine is a lightweight, 68 kW, hydrogen fueled, fuel cell system. he hydrogen is
stored in a tank at 10 atm at 298 K. After pressure regulation, depending on the system
pressure, the hydrogen is fed to the system. he fuel cell stack is composed of 97 cells
each having a 900 cm2 active surface area. A cooling system is employed to maintain a
constant operating temperature inside the fuel cell stack.
he maximum voltage that can be produced by a cell without any irreversibility is

called the reversible cell voltage. he following form of the Nernst equation [2] is used:

Vrev = 1.229 − 8.5 ⋅ 10−4(TFC − 298.25)

+ 4.3085 ⋅ 10−5 ⋅ TFC

[
ln( pH2

) +
1
2
ln( pO2

)
]

as it allows investigation of the performance variations with system temperature, sys-
tem pressure, and the partial pressures of both hydrogen and oxygen.he hydrogen and
oxygen partial pressures can be written as

pH2
=

1 − xH2O,A

1 + (xA∕2)(1 + �A∕(�A − 1))
⋅ PA

pO2
=

1 − xH2O,C

1 + (xC∕2)(1 + �C∕(�C − 1))
⋅ PC

where xH2O
is the water mole fraction, that is Psat/P, for both the anode and cathode,

xA and xC are the anode and cathode dry gas mole fractions respectively, and �A and �C
are the anode and cathode stoichiometric ratios respectively. he operating cell voltage
is less than the reversible cell voltage because of irreversibilities and over potentials.

Pressure
Regulator

Heat
Exchanger

Air in

Compressor Humidi�er

Humidi�er

Fuel Cell
Stack

Hydrogen
Recycle

Cooling Pump

Radiator Fan

Radiator

Air Out

Power Output

Hydrogen
Storage

Figure 7.2 Flow diagram of Ballard XcellsisTM HY-80 fuel cell engine. Source: Mert 2011. Reproduced
with permission of Elsevier.
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Since the over potentials depend on the system operating parameters, the operating cell
voltage is not constant while the reversible cell voltage is constant for general cases.he
operating cell voltage may be expressed by:

Voperating = Vrev − Virrev

Activation losses, Ohmic losses, andmass transport or concentration losses are the over
potentials that are taken to account in this study. hat is,

Virrev = Vact + Vohm + Vcon (7.17)

Here, V act is the activation over potential, which arises from the slow rate of electro-
chemical reactions and a portion of energy being lost on driving the rate of electro-
chemical reactions in order to meet the rate required by the current demand. It can be
expressed as:

Vact =
�A + �C

�A�C

RTFC

nF
ln

(
J

J0

)

where �A and �C are the anode and cathode transfer coefficients respectively. Also, J0
is the exchange current density, R is the universal gas constant and n is the number of
electrons involved. In Equation 7.17, V ohm is the Ohmic over potential, defined as:

Vohm = Jtmem

[
0.0051�mem − 0.0032 exp

[
1268

(
1

303
−

1
TFC

)]]−1

Here, tmem is the membrane thickness, �mem is the membrane humidity, and TFC is the
fuel cell operating temperature. Furthermore,

Vcon = J

(
�1

J

Jmax

)�2

where Jmax is the limiting current density, and �1 and �2 are constants of the concentra-
tion over potentials. More details about fuel cell modeling can be found in reference [3].
After accounting for irreversibilities, the electrical power produced by the cells can

expressed as:

ẆStack = Voperating ⋅ i ⋅ Acell ⋅ ncell

where ncell is the number of fuel cells inside the stack, Acell is the area of the each cell,
and i is the current density.

7.3.1 Exergy and Exergoeconomic Analyses

Exergoeconomic analysis combines an economic assessment with exergy analysis,
accounting for equipment costs and thermodynamic irreversibilities throughout
the system. Exergy analysis was discussed in detail in previous chapters, so limited
information on it is provided here. he following formulations are utilized for the net
output power, and energy and exergy efficiencies for the overall system, respectively:

Ẇnet = ẆFC − Ẇcomp − Ẇcool,pump − Ẇfan

�sys,energy =
Ẇnet

HHVH2
⋅ FH2,in

�sys,exergy =
Ẇnet

Ėin
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where Ėin is the exergy of the inlet streams of the system. An overall exergetic cost rate
balance equation can be written as:∑

(Ėin,i ⋅ Cin,i) + Żtot =
∑

(Ėout,i ⋅ Cout,i) + Ẇnet ⋅ CW

Here, Ėin,i, Ėout,i,Cin,i, and Cout,i are the exergies and exergy costs of the streams entering
and leaving the control volume respectively, Żtot is the annualized cost of the total system
within the control volume, andCW is the cost of the work or the power of the equipment.
he cost balance is applied to the overall system to calculate the cost of the electrical
power produced by the fuel cell system.

7.3.2 Multi-objective Optimization of a PEM Fuel Cell System

In order to apply a multi-objective optimization technique to the PEM fuel cell system
considered, objective functions are required. In this study, a weighting method is used
to form the objective function. hat is, a weighting factor is applied to the objective
function parameters, which are the producedwork (WFC), the energy efficiency �sys,energy,
the exergy efficiency �sys,exergy, and the cost of produced work CW . Note that CW must
be minimized, whereas the other parameters are to be maximized in the search for the
optimum condition.

Z = w1WFC + w2�energy + w3�exergy − w4Cw

heweighting factors are not selected; instead a parametric study for different weighting
factors (Table 7.1) is carried out and the multi-objective problem is applied separately
for each case.
he fitness function is formed depending on the objective function. he main

problem for optimizing this objective function is the difference in the scales of the
parameters. he value of Ẇ FC is between 0 and 120 kW, while values of Cw lie between
2 × 10−3 and 6 × 10−3 $/kW. herefore, if the problem is solved without manipulating
these conditions, the results will always seek the maximum work without attributing
importance to the cost of production, regardless of the weight factor assigned to the

Table 7.1 Weighting factor sample for the
parametric weighting.

Work

(%)

Energy

(%)

Exergy

(%)

Cost

(%)

0.900 0.033 0.033 0.033

0.800 0.067 0.067 0.067

0.700 0.100 0.100 0.100

0.600 0.133 0.133 0.133

0.500 0.167 0.167 0.167

0.400 0.200 0.200 0.200

0.300 0.233 0.233 0.233

0.200 0.267 0.267 0.267

0.100 0.300 0.300 0.300

0.000 0.333 0.333 0.333
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Table 7.2 The ranges for parametric investigation.

Parameters Range

Operating temperature 323–353 K

Operating pressure 2.5–4 atm

Membrane thickness 0.016–0.02 cm

Anode stoichiometry 1–3

Cathode stoichiometry 1.1–3

Reference temperature 253–323 K

Reference pressure 0.85–1 atm

Current density 0.01–2 A cm−2

parameters. To avoid this situation, the parameters are normalized to form a fitness
function between 0 and 1. he normalization is done by dividing each parameter by
its maximum value, which is obtained by single optimization of that parameter with
a computer program called MULOP, developed by the authors. Hence, the fitness
function is modified as follows:

Znorm = w1

WFC

WFC,max

+ w2

�energy

1
+ w3

�exergy

1
− w4

Cw

Cw,max

hemulti-objective optimization procedure involves a search for optimum values over
the range of parameter values given in Table 7.2.
Figure 7.3 shows the change of work and energy and exergy efficiencies with respect

to the weight of work in the objective function. It is seen that the work and efficiencies

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

115.5

116.0

116.5

117.0

117.5

118.0

118.5

119.0

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

E
ffic

ie
n
c
y

W
o
rk

 R
a
te

 (
k
W

)

Work Fraction

Work

Energy

Exergy

Figure 7.3 Variation of produced work and efficiencies with respect to weight of work in the objective
function.
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Figure 7.4 Variation of produced work and cost with respect to weight of work in the objective
function.

are proportional to each other, which is an expected result since these values are all
maximized. It is also seen that the best values for efficiencies lie toward the lower values
of contribution, but for these values the produced work is low. Efficiency values between
0.5–0.6 are much more acceptable.
Figure 7.4 displays one maximization and one minimization objective; these are work

and cost respectively. It is seen that when the work of the system increases, the cost
decreases. his is an expected result since the optimum values in the figure are seen to
be between 0.5–0.6, which is in harmony with the efficiency values.
Variations of the energy efficiency objective weight are investigated (see Figures 7.5

and 7.6). Similar to other figures, it is seen that when the weight of an objective function
increases, a better result is not guaranteed for that objective, particularly because of the
dynamics and complexity of the problem. he optimum results for these sets are for an
energy efficiency weight of roughly 0.7, which has the minimum cost and meaningful
efficiency and produced work results.
he results for the exergy efficiency objective are similar to the results for the energy

efficiency objective, as seen in Figures 7.7 and 7.8. he result for exergy efficiency opti-
mization is in accordance with the results for the energy efficiency values, and both
optimized values depend on the performance of the fuel cell system tested.
he variation of electrical power, efficiencies, and cost with respect to the weight of

cost in the objective function is shown in Figures 7.9 and 7.10. Surprisingly, it is seen that
at a 0.6 value for the cost fraction, each of the work, the efficiencies, and the cost exhibit
the lowest values. his is different to the other sets considered. he optimum results
appear to lie between 0.8–0.9 in terms of cost and produced work. If the efficiencies are
considered, the best optimum value seems to be for weights of 0.3–0.4.
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Figure 7.9 Variation of produced work and efficiencies with respect to weight of cost in the objective
function.
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Figure 7.10 Variation of produced work and cost with respect to weight of cost in the objective
function.

Table 7.3 presents the optimum cases for the investigation. he best values for the
efficiencies and the electrical power values lie at high values of the work fraction as
expected, roughly 0.9, which is taken as the maximum fraction given to the work in this
study. he production cost is inversely proportional to the maximum produced work,
and the selection of the optimum value depends on the needs of the system in which the
fuel cell system is used, according to Figures 7.3 to 7.10. So, the best value from a cost
point of view is 3.31 $/GW at a 0.6 work fraction.
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7.4 SOFCModeling

he structure of a single SOFC is shown in Figure 7.11 and consists of six components:
solid bipolar plate interconnection (of thickness x1), fuel channels (x2), anode electrode
(x3), electrolyte layer (x4), cathode electrode (x5) and oxidant channels (x6). Fuel and oxi-
dant are supplied at their respective channels and pass through the anode and cathode
electrodes respectively, and react at the electronic conductor/gas interface/ionic con-
ductor (TPB). he bipolar plate supplies a series of electrical connectors to the nearby
cells or to the external circuit, and at the same time works as a gas barricade between
the fuel channels and oxidant channels of nearby cells. In this analysis, pure hydrogen
and air are regarded as the fuel and the oxidant, respectively. To produce more power,
we consider 10 stacks of SOFCs, each consisting of 100 cells.

7.4.1 Mathematical Model

he technical model of an SOFC consists of two main parts: a mass balance model and
an electrochemical model. he outputs of these models are output power and electrical
efficiency.
In a solid oxide fuel cell, there are two electrochemical reactions, one occurring at the

anode:

H2 +O2−
→ H2O + 2e−(anode)

and the other at the cathode:

2e− +
1
2
O2 → O2−(cathode)

he fuel and oxidant channels provide hydrogen and oxygen, respectively. On the basis
of electrochemical reaction equations, the molar flow rates of fuel at the inlet and outlet
of fuel channels, and the hydrogen consumed by the electrochemical reaction, relations
involving the operating current (I) can be written as in Equations 7.18 to 7.20. Here,
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Figure 7.11 Structure of single SOFC.
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n is the number of mole of electrons transferred per mole of reactant (H2 or O2). For
the anode (hydrogen), n= 2, and for the cathode (oxygen), n= 4. In a similar manner,
the molar flow rates of oxygen at the inlet and outlet of air channels and the oxygen
absorbed by the electrochemical reactions are expressed as in Equations 7.21 to 7.23.

nH2,in
=

I

nF�f
(7.18)

nH2,out
=

I

nF

(
1
�f

− 1

)
(7.19)

nH2
=

I

nF
(7.20)

no2,in =
I

nF
�air (7.21)

no2,out = (�air − 1)
I

nF
(7.22)

no2 =
I

nF
(7.23)

In this analysis, the oxidant provided in the cathode channels is air, which is assumed
to consist of oxygen and nitrogen. he molar flow rate of nitrogen at the cathode inlet
and outlet is given by Equation 7.24. In the fuel channels, the average mole fractions are
approximated by Equation 7.25. In the oxidant channels, the averagemolar fractions are
given by Equations 7.26 and 7.27.

nN2 ,in
= nN2 ,out

=
I�airXN2,in

nFXO2,in

(7.24)

XH2O
=

�f

2
, XH2

= 1 −
�f

2
(7.25)

XO2
=

2�airXO2,in
− XO2,in

− XO2,in
2

2(�air − XO2,in
)

(7.26)

XN2
=

2�airXN2,in
− XO2,in

XN2,in

2(�air − XO2,in
)

(7.27)

One of the most important parameters in fuel cells is operating voltage. he operating
cell voltage is determined by removing all over potentials (activation, Ohmic, and dif-
fusion) from the standard Nernst voltage at the given temperature and pressure. Losses
are functions of the operating current, pressure, and temperature as well as the SOFC
structure. hus, the operating voltage can be expressed as follows:

V = VOCV −

(∑
j

�ohm,j + �diff,3 + �diff,5 + �act,3 + �act,5

)
, j = 1,3, 4,5 (7.28)

Here, �ohm,j is the Ohmic loss in all solid compartments of the fuel cell. Also, VOCV

denotes the open circuit voltage, which can be written based on the assumption that
both reactions occur at the fuel cell temperature as:

VOCV = −
1
2F

(
HH2O

−HH2
−

1
2
HO2

)
+

T

2F

(
S0H2O

− S0H2
−

1
2
S0O2

)

+
RT

2F
ln

(
PH2O

PH2
(PO2

)
1

2

)
(7.29)
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he interface of the electronic conductor phase, reacting gases, and ionic conductor
phase is called the three-phase boundary (TPB), and corresponds to where the elec-
trochemical reactions can take place. Also, Lj,opt refers to the active TPB sites where the
electrochemical reactions actually occur. In this analysis, the composite electrodes of the
SOFC are considered as a combination of electronic and ionic conductors. he Ohmic
loss is achieved on the basis of Ohm’s law as written in Equations 7.30 and 7.31. he
Ohmic losses in active TPB sites where the ionic resistance is dominant are accounted
for in the first term on the right hand side of Equation 7.31. he second term refers
to the remaining sites of the anode and cathode electrodes where only electronic con-
ducting resistance exists. Additionally, �1 and �4 are the electrical resistances of the
bipolar plate and electrolyte, which are dependent on material and geometric features
as in Equations 7.32 and 7.33, Aj,opt is applied to the area of the active TPB regions in
each electrode, as written in Equation 7.34, andDP,j denotes the average diameter of the
parallel pores in the two electrodes (see Equation 7.35).

�ohm,j = I�j, j = 1,4 (7.30)

�ohm,j =
I(Aj,opt − LyLz)Lj,opt

2Aj,optLyLz(1 − �j)�4
+

I(Lj − Lj,opt)

LyLz(1 − 1.8�j)�i
, j = 3,5 (7.31)

�1 =
L1

LyLz�1
+

L2

(1 + nch)LtLy�1
+

L6

(1 + nch)LtLz�1
(7.32)

�4 =
L4

LyLz�4
(7.33)

Aj,opt = (1 + 2Lj,opt�j∕DP,j)LyLz (7.34)

DP,j = DW ,j�j∕(1 − �j) (7.35)

Here,PTPB is applied to the partial pressures of reactants and products at theTPB regions
accordingly:

PH2O,TPB = pfXH2O
+

RT�3

2FD3Φ3

L3I

LyLz

(7.36)

PH2,TPB
= pfXH2

−
RT�3

2FD3�3

L3I

LyLz

(7.37)

PO2,TPB
= pair − (pair − XO2

pair) exp

(
RT�5L5I

4FD5�5pairLyLz

)
(7.38)

D3 =
1.43 × 10−7T1.75 (MH2

+MH2O
)

1

2

pf (2MH2
MH2O

)
1

2

(
�H2

1

3 + �H2O

1

3

)2
(7.39)

D5 =
1.43 × 10−7T1.75 (MO2

+MN2
)1∕2

pair(2MO2
MN2

)1∕2(�O2

1∕3 + �N2

1∕3)2
(7.40)

�diff,c =
RT

4F
ln

(
PO2

PO2,TPB

)
(7.41)

�diff,a =
RT

4F
ln

(
PH2

PH2O,TPB

PH2,TPB
PH2O

)
(7.42)
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To calculate activation losses, the Butler–Volmer equation is used [1], expressed
as follows:

i = io,j

[
exp

(
�nF

RT
�act,j

)
− exp

(
−
(1 − �)nF

RT
�act,j

)]
, j = 3,5 (7.43)

�act,j =
RT

�nF
sinh−1

(
i

i0,j

)
, j = 3,5 (7.44)

where n has the value of 2 and � represents the charge transfer coefficient, which is 0.5
here. Also, i0, j denotes the exchange current density and can be expressed as follows:

i0,j =
RT

nF
�j exp

(
−

Ej

RT

)
, j = 3,5 (7.45)

he electrical power density of a single SOFC is

Pelec,cell = V × i (7.46)

and the overall output power generated by 10 SOFC stacks can be written as

Ptotal = V × i × N × A (7.47)

where N is total number of single cells. he electrical efficiency can be expressed as

�elec =
V × i × N × A

nH2
× LHVf

(7.48)

Values of the relevant physical properties and model constants are listed in Table 7.4.

7.4.2 Cost Analysis

Generally in this analysis, the SOFC costmodel consists of threemain parts: capital cost,
fuel cost, and maintenance cost. hat is,

C = Ccapital + Cfuel + Cmaintenance (7.49)

heoutput of thismodel is the cost of electricity produced from the SOFC stacks. For the
capital cost, the cost model of the SOFC developed by Palazzi et al [4] is used.he SOFC
capital cost includes two parts.he first is cost of the pressurized enclosure (insulation),
expressible as:

CVP = 10K1+K2 log(hermalLoad) (7.50)

CVBM = CVP ⋅ fBM ⋅ fpressure (7.51)

he second part of the capital cost includes the fuel cell cost and the stack housing cost,
which can be written respectively as follows:

Ccell = AcellCspec (7.52)

CFCstack = fBM ⋅ (Ccell ⋅ Ncells + 2 ⋅ Nstack ⋅ Acell ⋅ fhs ⋅ Ch,spec) (7.53)

Where Nstack = Ncells∕Ncells,max

he present value of the capital cost can be expressed as

Ccapital = fa ⋅ (CVBM + CFCstack) (7.54)

Here, fa is the annual recovery factor for bringing the cost to a present value, defined as
fa =

r(1+r)n

(1+r)n−1
.



216 Optimization of Energy Systems

Table 7.4 Parameter values for various properties and constants used in modeling of the
SOFC.

Parameter Value Parameter Value

Physical property parameters A 100 cm2

DW ,3 14× 10−6 m L1 0.05 cm

DW ,5 14× 10−6 m L2 0.1 cm

E3 140× 103 Jmol−1 L3 0.05 cm

E5 137× 103 Jmol−1 L4 0.002 cm

nch 10 L5 0.005 cm

� 0.5 L6 0.1 cm

�3 6.54× 1011 Ω−1m−2 Lch 0.2 cm

�5 2.35× 1011 Ω−1m−2 Lt 0.8 cm

�o2
16.3 cm3 Ly 10 cm

�H2
6.12 cm3 Lz 10 cm

�H2O
13.1 cm3 L3,opt 3.75× 10−4

�N2
18.5 cm3 L5,opt 7.20× 10−4

�1 1.5× 106 Ω−1m−1 Operation constants

�3 8.0× 104 Ω−1m−1 Pf = Pair 0.1 MPa

�4 33.4× 103 exp(−10.3× 103/T) Ω−1m−1 Pref 0.1 MPa

�5 8.4× 103Ω−1m−1 T 1073 ∘K

Ψ3 9.5 Global constants

Ψ5 7.2 F g 96 500 C mol−1

Sizing parameters R 8.314 J mol−1 K−1

N 1000

he capital cost and annual cost are utilized to determine the electricity cost ($/kWh):

Ccapital,annual = Ccapital ×
r × (1 + r)n

(1 + r)n − 1
(7.55)

he fuel cost is calculated based on the amount of methane that is consumed during the
system life cycle and the heating value of hydrogen (kJ/kg). he cost analysis assumes
hydrogen is produced from natural gas with a 10-year lifetime with a 9% interest rate
[6]. Also, the annual maintenance cost of the system is assumed to be 3% of its capital
cost. Hence, the fuel cost can be written as

Cfuel = CH2
× LHVH2

× nH2
×MH2

× PF (7.56)

Here, PF is the power factor, which is equal to 6000 hr/year. By dividing the total cost
given in Equation 7.49 by the output electrical power of the stacks, the electricity cost
(in $/kWh) is obtained.

7.4.3 Optimization

In order to achieve optimum performance of the SOFC stacks, decision variables need
to be determined using optimization, including objective functions, decision variables,



7 Fuel Cell Systems 217

and physical constraints. Using Equations 7.16 to 7.46, the output electrical power and
electrical efficiency are determined. he electricity cost is also an important objective
function, and can be determined using Equations 7.49 to 7.56. Here, three objective
functions are considered as three strategies for creating optimal points.
he constraints and their variation ranges for decision variables are as follows:

1000 ≤ N ≤ 18000 (7.57)

0 ≤ i ≤ 4.5 (7.58)

900 ≤ T ≤ 1100 (7.59)

1 ≤ P ≤ 4 (7.60)

Figure 7.12 shows the variation of efficiency and output electrical power of the fuel
cell with respect to current density. It is seen that initially, an increase in current density
results in an increase in SOFC output power, up to a maximum value; as current density
increases further, the output power decreases due to the fact that beyond a specific cur-
rent density the voltage losses dominate and the power decreases. he efficiency of the
system, however, decreases with increasing SOFC current density. his is mainly due
to the fact that an increase in current density necessitates an increase in the hydrogen
flow rate as a fuel to the fuel cell. Since a higher current density requires more fuel, an
increase in this parameter increases the fuel cost and the cost of the electricity produc-
tion. his observation indicates that, along with SOFC capacity, current density plays a
significant role in the determination of the objective function and should be considered
as one of the decision variables.
In order to optimize the SOFC fuel cell, three objective functions are considered: out-

put power to be maximized, fuel cell efficiency to be maximized, and cost of electricity
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Figure 7.12 Variation of SOFC efficiency and output power with current density.
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Table 7.5 Optimization results for SOFC fuel cell.

max. power (kW) max. electrical min. COE ($/kWh)
efficiency

Objective function 222.95 0.635 0.222

Decision variables

Number of SOFC cells 1787 1587 1748

Current density (A/cm2) 2.7 0.1 0.4

SOFC temperature 1136.8 1088.7 1137.1

SOFC pressure 4.0 3.8 3.9

to be minimized. A genetic algorithm is applied in order to determine the optimal val-
ues of the design parameters for each objective function. he results are presented in
Table 7.5.
An increase in SOFC fuel cell capacity, which corresponds to an increase in the

number of fuel cell stacks, results in an increase in the electrical power output of
the system. But, an increase in fuel cell current density initially increases the output
power to an optimal value. his is where optimization is important for determining
optimal values. When the output power of the fuel cell is considered in optimization,
higher values for the number of stacks results in an increase in current density and
fuel cell temperature, which are considered as constraints for the output power above
a certain value. For the second objective function, which is the maximization of fuel
cell efficiency, an increase in the number of fuel cell stacks at a fixed fuel mass flow
rate to the system results in an increase in the fuel cell output power, which eventually
increases the efficiency of the system. In addition, an increase in the number of fuel
cell stacks at a fixed fuel mass flow rate causes the fuel cell current density to decrease,
which increases the efficiency of the system. his observation is expected according to
Figure 7.12. Note that an increase in the number of fuel cell stacks initially has more of
an effect on the increase in system efficiency; after a certain number of fuel cell stacks,
an increase in this parameter results in a decrease in the fuel cell operating temperature,
affecting system efficiency.his explains why an optimized value for the number of fuel
cell stacks exists for this objective function.
Similarly, an increase in fuel cell capacity initially results in a decrease in the cost of

electricity production to aminimum value; beyond this value, an increase in the fuel cell
capacity increases the cost of electricity.he reason is that an increase in the number of
fuel cell stacks initially has a pronounced effect on the output power, which results in a
decrease in the system investment cost per output power. But above an optimized value
for the number of fuel cell stacks, any increase in the total investment cost is greater than
the increase in fuel cell output power. his is why above a certain value for the number
of fuel cell stacks, the cost of electricity production increases.his observation indicates
that the number of fuel cell stacks, the fuel cell operating temperature, and the fuel cell
current density are the most appropriate design parameters when the cost of electricity
production is an objective function.
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7.5 Concluding Remarks

his chapter starts by introducing fuel cells and their applications. he thermochem-
ical equations for a fuel cell are formulated and explained. Two main fuel cells types,
namely SOFC and PEM, are considered further and detailed modeling is provided. A
genetic algorithm is applied to determine the optimal design parameters of each fuel
cell as is a sensitivity analysis. he optimization of the PEM shows that the electricity
cost is inversely proportional to the maximum produced electricity, and the selection
of the optimum value depends on the needs of the system in which the fuel cell system
is employed. he best value from a cost point of view is 3.31 $/GW at a 0.6 cost frac-
tion, from a work point of view is 118 kW at a 0.9 work fraction, and from an energy
and exergy efficiency point of view are 0.49 and 0.55 at a 0.33 efficiency fraction. For the
SOFC optimization, three objective functions are considered and a genetic algorithm
applied. he results show that the number of fuel cell stacks, the current density, and
the fuel cell operating temperature are the most important design parameters for SOFC
optimization.
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Study Questions/Problems

1 A schematic of an integrated combined heat and power (CHP) systemwith an SOFC
is shown in Figure 7.13. Consider compressor pressure ratio, compressor isentropic
efficiency, number of fuel cell stacks, gas turbine inlet temperature, gas turbine
isentropic efficiency, and HRSG pinch point temperature as design parameters and
apply a genetic algorithm to determine optimal values to maximize the exergy effi-
ciency of the system. You can assume that air and combustion gases can be treated
as ideal gases and that the net output electrical power of the system is 2 MW.

2 A PEM fuel cell can be considered for low-grade thermal power production. A
schematic of a CHP systembased on a PEM fuel cell is shown in Figure 7.14. Use rea-
sonable assumptions formodeling of the system and considering appropriate design
parameters, applymulti-objective optimization with exergy efficiency and total cost
rate considered as the two objective functions. Conduct sensitivity analyses for dif-
ferent working fluids for the Organic Rankine cycle (ORC) part of the system and
compare the results.
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8

Modeling and Optimization of Renewable Energy

Based Systems

8.1 Introduction

Renewable energies have attracted ample interest in recent years for various reasons,
including the significant concerns about climate change. According to the Intergov-
ernmental Panel on Climate Change (IPCC), most of the increase in global average
temperatures since the mid-20th century is linked to the observed increase in atmo-
spheric greenhouse gas (GHG) concentrations due to anthropogenic emissions. A
greenhouse gas absorbs and emits radiation within the thermal infrared range [1, 2].
his process is the fundamental cause of the greenhouse effect.he primary greenhouse
gases in the earth’s atmosphere are water vapor, carbon dioxide, methane, nitrous
oxide, and ozone. he greenhouse effect is a process by which thermal radiation from
a planetary surface is absorbed by atmospheric greenhouse gases, and re-radiated in
all directions. Since part of this re-radiation is back toward the surface and the lower
atmosphere, it results in an elevation of the average surface temperature above what it
would be in the absence of the gases [1]. It is generally agreed that one way to mitigate
global warming is to use more renewable energies.
Renewable energy is derived from natural resources such as sunlight, wind, rain, tides,

waves, geothermal heat, and biomass.hese are naturally replenishedwhen used. About
16% of global final energy consumption currently is from renewable resources, with
10% from traditional biomass, mainly for heating, and 3.4% from hydroelectricity [1].
New renewables (small hydro, modern biomass, wind, solar, geothermal, and biofuels)
account for another 3% and are growing rapidly. Biomass, as a renewable energy source,
is biological material from living, or recently living, organisms [2].
In this chapter, we describe various renewable energy systems and discuss their

applications. An evolutionary algorithm based optimization is applied to determine the
optimal design parameters of each system depending on different objective functions
ranging from exergy efficiency to total cost rate. In order to enhance understanding of
the design criteria, a sensitivity analysis is conducted to determine how each objective
function varies when small changes in some design parameters are applied. Finally,
some closing remarks are provided for efficient design of renewable energy systems,
followed by some fundamental and practical questions.

Optimization of Energy Systems, First Edition. Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi.
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8.2 Ocean Thermal Energy Conversion (OTEC)

A large amount of solar energy is stored as heat in the surface waters of the world’s
oceans, providing a source of renewable energy. Ocean thermal energy conversion
(OTEC) is a process for harnessing this renewable energy in which a heat engine
operates between the relatively warm ocean surface, which is exposed to the sun, and
the colder (by about 5∘C) water deeper in the ocean, in order to produce electricity.
OTEC usually incorporates a low temperature Rankine cycle engine which boils a
working fluid such as ammonia to generate a vapor which turns the turbine to generate
electricity, and then is condensed back into a liquid in a continuous process. About 80%
of the energy that is received from the sun by the earth is stored in the world’s oceans
[3, 4], and many regions of the world have access to this OTEC resource. OTEC can
indirectly produce fuels, for example, by using OTEC-generated electricity to produce
hydrogen that can be used in hydrogen fueled cars as well as in the development of
synthetic fuels. For a small city, millions of tons of CO2 are typically generated annually
through fossil fuel use during the operation of devices, while with OTEC the value is
almost zero. OTEC has the potential to replace some fossil fuel use.
An OTEC system utilizes low-grade energy and typically has a low energy efficiency

(approximately 3–5%). herefore, achieving a high electricity generating capacity
with OTEC requires the use of large quantities of seawater and, correspondingly,
large amounts of pumping power. hese factors detract from the cost effectiveness
of this technology. OTEC is not commercially viable today. In order to improve the
effectiveness and economics of OTEC cycles, it is proposed to integrate them with
industrial operations so that, apart from generating electricity, they could be used
for fresh water production, air conditioning and refrigeration, cold water agriculture,
aquaculture and mariculture, and hydrogen production [3]. Potential locations for
OTEC have been identified, most of which are in the Pacific Ocean, and about 50
countries are examining its implementation as a sustainable source of energy and fresh
water, including India, Korea, Palau, Philippines, the U.S.A., and Papua New Guinea
[5]. In 2001, as a result of cooperation between Japan and India, a 1-MW OTEC plant
was built in India [5], and others are planned for the near future [6].
Figure 8.1 shows an integrated OTEC system equipped with a flat plate solar collector

and PEM electrolyzer. his integrated system uses the warm surface seawater to evap-
orate a working fluid such as ammonia or a Freon refrigerant, which drives a turbine to
produce electricity, which in turn is used to drive a PEM electrolyzer to produce hydro-
gen. After passing through the turbine, the vapor is condensed in a heat exchanger that
is cooled by cold deep seawater. he working fluid is then pumped back through the
warm seawater heat exchanger, and the cycle is repeated continuously.

8.2.1 Thermodynamic Modeling of OTEC

For thermodynamicmodeling purposes, the integratedOTEC system for hydrogen pro-
duction considered here (Figure 8.1) is divided into three parts: flat plate solar collector,
ocean thermal energy conversion (OTEC) unit, andPEMelectrolyzer. Energy and exergy
analyses are used to determine the temperature profile in the plant, input and output
enthalpy and exergy flows, exergy destructions rates, and energy and exergy efficien-
cies. he relevant energy balances and governing equations for the main sections of the
plant shown in Figure 8.1 are described in the following subsections.
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Figure 8.1 Schematic of ocean thermal energy conversion (OTEC) with a flat plate solar collector and
PEM electrolyzer for hydrogen production.

8.2.1.1 Flat Plate Solar Collector

As shown in Figure 8.1, water enters the solar collector at point 2 and is heated by the
collector. he useful heat gain rate by the working fluid can be written as:

Q̇u = ṁCp(T3 − T2) (8.1)

where T3, T2, Cp and ṁ are the water outlet temperature, inlet temperature, specific
heat at constant pressure, and mass flow rate.he Hottel-Whillier equation for the heat
gain rate by the flat plate collector considering heat losses from the collector is used
here [7]:

Q̇u = APFR[S −Ul(Tin − T0)] (8.2)

where T0 is the ambient temperature and the FR is heat removal factor, defined as:

FR =
ṁCp

UlAP

[

1 − e

{

−
F′UlAP

ṁCp

}]

(8.3)

Here, F ′ is the collector efficiency factor which is around 0.914 for this case [7] and Ul

is the overall collector loss coefficient, obtained from [7]. In Equation 8.2, the radiation
flux absorbed by the absorber is calculated as:

S = (��)I (8.4)

where (��) is optical efficiency and I is solar radiation intensity.he energy efficiency of
the solar flat plate collector is expressible as:

� =
Q̇u

IAP

(8.5)

More information about solar flat plate collector modeling is detailed in reference [8].
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8.2.1.2 Organic Rankine Cycle (ORC)

As shown in Figure 8.1, the electricity production unit is based on an organic Rank-
ine cycle, which is suitable for low-grade heat. Figure 8.2 shows the corresponding
temperature-entropy (T-s) diagram of the ORC.
he net power output of the system is written as

Ẇnet = ẆG − (ẆWS + ẆCS + ẆWF ) (8.6)

where ẆG is the turbine generator power, ẆWS and ẆCS are the warm and cold seawater
pumping power, and ẆWF is working fluid working power.

Turbine Generator Power he turbine power output is calculated by writing the energy
balance for a control volume around a turbine, and is the product of working fluid mass
flow rate ṁF and the adiabatic heat loss between the evaporator and the condenser. he
turbine power output can be expressed as follows:

ẆG = ṁF�T�G(h5 − h6) (8.7)

Here, �T is the turbine isentropic efficiency and �G the generator mechanical efficiency.

Warm Seawater Pumping Power he warm seawater pumping power can be written as:

ẆWS =
ṁWS ΔHWS g

�WSP

(8.8)

where ΔHWS is the total pump head difference of the warm seawater piping:

ΔHWS = (ΔHWS)P + (+HWS)E (8.9)

Here, (eHWS)P is the pump head of the warm seawater pipe, which can be expressed
as [9]:

(HHWS)P = (ΔHWS)SP + (ΔHWS)B (8.10)

where (hHWS)SP is the friction loss of the straight pipe and (sHWS)B is the bending loss
on the warm seawater pipe. hese can be written as [9]:

(HHWS)SP = 6.82
LWS

dWS
1.17

×

(

VWS

100

)1.85

(8.11)

(HWS)B =
∑

�m
VWS

2

2g
(8.12)
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Here, LWS is the length of the warm seawater pipe, dWS is the warm seawater inner pipe
diameter and VWS is the velocity of warm seawater inside the pipe. Also, (iHWS)E is the
pressure difference of warm seawater in the evaporator, expressible as:

(iHWS)E = �E
VWS

2

2g

LE

(Deq)W
(8.13)

Here, LE is the length of the evaporator plate and �E is taken from reference [9]. Also,
Deq is the equivalent diameter, which is calculated as:

Deq = 2� (8.14)

where � is the clearance.

Cold Seawater Pumping Power he cold seawater pumping power is expressed as:

ẆCS =
ṁCS ΔHCW g

�CSP
(8.15)

where �CSP is the cold seawater pump efficiency andΔHCW is the total pump head of the
cold seawater piping, given as:

ΔHCS = (ΔHCS)P + (+HCS)C + (ΔHCS)d (8.16)

Here, (eHCS)P is the pump head of the cold seawater pipe [9]:

(HHCS)P = (ΔHCS)SP + (ΔHCS)B (8.17)

hese two terms are similar to the terms in Equations 8.11 and 8.12. Also, (hHCS)C is the
cold seawater pressure difference in the condenser, which is defined as

(iHCS)C = �C
VCS

2

2g

LEC

(Deq)C
(8.18)

where LC is the length of the evaporator plate and �C is taken from reference [9]. Also,
Deq is the equivalent diameter given in Equation 8.14 and (sHCS)d is the pressure dif-
ference caused by the density difference between the warm seawater surface and cold
deeper seawater, calculated as [9]:

(HHCS)d = LCS −
1

�CS

(

1

2
(�WS + �CS)LCS

)

(8.19)

8.2.1.3 PEM Electrolyzer

he schematic diagram of the PEM electrolyzer for H2 production is shown on the right
side of Figure 8.1. During electrolysis, the required electricity and heat are both supplied
to the electrolyzer to drive the electrochemical reactions. As shown in Figure 8.1, liquid
water is fed to the PEM electrolyzer at ambient temperature. Liquid water enters a heat
exchanger that brings it to the PEM electrolyzer temperature after which it then enters
the electrolyzer. Leaving the cathode, the H2 produced dissipates heat to the environ-
ment and cools to the reference environment temperature. he oxygen gas produced
at the anode is separated from the water and oxygen mixture and then cooled to the
reference environment temperature. he remaining water is then returned to the water
supply stream for the next hydrogen production cycle.heoverall PEMelectrolysis reac-
tion is simply water splitting, that is, electricity and heat are used to separate water into
hydrogen and oxygen. he hydrogen is stored in a tank for later usage.
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8.2.2 Thermochemical Modeling of a PEM Electrolyzer

Energy and exergy analyses of a PEM electrolyzer can be performed in conjunction with
electrochemical modeling. he total energy needed by the electrolyzer can be obtained
noting:

ΔH = ΔG + TΔS (8.20)

whereG is the Gibbs free energy andTΔS is the thermal energy requirement.he values
of G, S, and H for hydrogen, oxygen, and water can be obtained from thermodynamic
tables [10].he total energy need is the theoretical energy required for H2O electrolysis
without any losses.he catalyst used in PEMelectrolysis provides an alternative path for
the reaction with lower activation energy.hemass flow rate of hydrogen is determined
by [11]:

ṄH2,out
=

J

2F
= ṄH2O,reacted (8.21)

where J is the current density and F is the Faraday constant. he electric energy input
rate to the electrolyzer can be expressed as:

Eelectric = JV (8.22)

where Eelectric is the electric energy input and Exelectric the electric exergy input. Also, V
is given as:

V = V0 + Vact,a + Vact,c + VOhm (8.23)

where V0 is the reversible potential, which is related to the difference in free energy
between reactants and products, and V0 can be obtained by the Nernst equation as
follows:

V0 = 1.299 − 8.5 × 10−4(TPEM − 298) (8.24)

Also, Vact,a, Vact,c and Vo=Ohm are the activation overpotential of the anode, the acti-
vation overpotential of the cathode, and the Ohmic overpotential of the electrolyte,
respectively. Ohmic overpotential in the proton exchange membrane is caused by the
resistance of themembrane to the transport of hydrogen ions through it.he ionic resis-
tance of the membrane depends on the degree of humidification and thickness of the
membrane as well as the membrane temperature [12]. he local ionic conductivity �(x)
of the proton exchange membrane can be expressed as [11, 12]:

�PEM[�(x)] = [0.5139�(x) − 0.326] exp
[

1268
(

1

303
−

1

T

)]

(8.25)

where x is the distance in the membrane measured from the cathode–membrane inter-
face and �(x) is the water content at a location x in the membrane.he value of �(x) can
be calculated in terms of the water content at the membrane–electrode edges:

�(x) =
�a − �c

D
x + �c (8.26)

where D is the membrane thickness, and �a and �c are the water contents at the
anode–membrane and cathode–membrane interfaces, respectively. he overall Ohmic
resistance can thus be expressed as [11]:

RPEM = ∫
D

0

dx

�PEM[�(x)]
(8.27)
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Based onOhm’s law, the following equation can be written for the Ohmic overpotential:

VOhm,PEM = JRPEM (8.28)

he activation overpotential,Vact, caused by a deviation of net current from its equilib-
rium, and also an electron transfer reaction, must be differentiated from the concentra-
tion of the oxidized and reduced species [11, 12]. hen,

Vact,i =
RT

F
sinh−1

(

J

2J0,i

)

, i = a, c (8.29)

Here, Jo is the exchange current density, which is an important parameter in calcu-
lating the activation overpotential. It characterizes the electrode’s capabilities in the
electrochemical reaction. A high exchange current density implies a high reactivity of
the electrode, which results in a lower overpotential. he exchange current density for
electrolysis can be expressed as [12]:

J0,i = J ref
i
exp

(

−
Eact,i

RT

)

, i = a, c (8.30)

where J ref
i

is the pre-exponential factor and Eact,i is the activation energy for the anode
and cathode. More details about PEM electrolysis modeling can be found elsewhere
[12, 13].

8.2.3 Exergy Analysis

Exergy analysis can help to develop strategies and guidelines for more effective use of
energy, and has been applied to various thermal processes, including power generation,
CHP, and trigeneration. Exergy can be divided into four components: physical, chemi-
cal, kinetic, and potential. For the processes involved in this analysis, the latter two are
neglected since changes in elevation and speed are negligible [14, 15]. Physical exergy
is defined as the maximum work obtainable as a system interacts with a reference envi-
ronment at an equilibrium state [7, 8]. Chemical exergy is associated with the departure
of the chemical composition of a system from the chemical equilibrium of a reference
environment. Chemical exergy is important in combustion evaluation. Applying the first
and second laws of thermodynamics, the following general exergy balance, which can
be applied to each component, is obtained:

ĖxQ +
∑

i

ṁiexi =
∑

e

ṁeexe + ĖxW + ĖxD (8.31)

where the subscripts e and i denote the inlet and outlet of a control volume, ĖxD is the
exergy destruction rate, and the other terms are as follows [14–17]:

ĖxQ =
(

1 − T0∕Ti

)

× Q̇i (8.32)

Ėxw = Ẇ (8.33)

ex = exph + exch (8.34)

exph = (h − h0) − T0(s − s0) (8.35)

Here, ĖxQ and Ėxw respectively are the corresponding exergy rates associated with heat
transfer and work across the boundary of a control volume, T is the absolute tempera-
ture and the subscript o refers to the reference environment conditions. he reference
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environment considered here has a temperature T0 = 20
∘
C and a pressure P0 = 1 bar.

he specific chemical exergy for gas mixtures is defined as follows [14]:

exch =
∑

xkex
k
ch + RT0

∑

xk ln(xk) (8.36)

Further details about each term in this equation are given in references [14–17].
To improve environmental sustainability, it is necessary not only to use sustainable

or renewable sources of energy, but also to utilize non-renewable sources like natural
gas more efficiently, while minimizing environmental damage. In this way, society can
reduce its use of limited resources and extend their lifetimes. Here, a sustainability index
SI is used to relate exergy with environmental impact [18]:

SI =
1

DP

(8.37)

whereDP is a depletion number, which is defined as the exergy destruction/input exergy
[7]. his relation demonstrates how reducing a system’s environmental impact can be
achieved by reducing its exergy destruction.

8.2.4 Efficiencies

he energy efficiency of the OTEC system is defined as the net power output of the
system divided by input energy at the evaporator, which can be expressed as:

� =
Ẇnet

Q̇EVP

(8.38)

where Ẇnet is given in Equation 8.6, and Q̇EVP is expressible as

Q̇EVP = ṁWF (h1 − h4) (8.39)

8.2.4.1 Exergy Efficiency

he exergy efficiency is defined as the product exergy output divided by the exergy input
[10]. According to Nag and Dai [19], the exergy efficiency of the ORC power generation
cycle in an OTEC system is given as:

Ψ =
Ẇnet

̇Exin
=

Ẇnet

̇Exin,WS +
̇Exin,CS

(8.40)

̇Exin,WS = ṁin,WS[(hWS,in − h0) − T0(sWS,in − s0)] (8.41)

̇Exin,CS = ṁin,CS[(hCS,in − h0) − T0(sCS,in − s0)] (8.42)

8.2.5 Exergoeconomic Analysis

he renewable energy-based multigeneration system in Figure 8.1 has various compo-
nents. In this section, the cost functions of each subsystem are described.

8.2.5.1 Flat Plate Solar Collector in OTEC Cycle

As shown in Figure 8.1, a flat plate solar collector is used with the OTEC system. he
purchase cost of the solar flat plate collector can be expressed as [20]:

ZFPC($) = 235 AFPC (8.43)

Here, AFPC is the flat plate collector area, in m2.
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8.2.5.2 OTEC Cycle

he OTEC cycle has four major components, for each of which the cost is described as
follows:

OTEC Turbine and Generator he cost function of the ORC turbine can be calculated as
follows [20]:

ZT ($) = 4750 (ẆT )
0.75 + 60(ẆT )

0.95 (8.44)

Here, ẆT is the power generated by the turbine in kW.

OTEC Evaporator he purchase cost of OTEC evaporator can be calculated as
follows [20]:

ZEVP($) = 276

(

Q̇EVP

UEVPΔTln

)0.88

(8.45)

Here,UEVP is the overall heat transfer coefficient for the evaporator, which is taken to be

4.39 kW

m2K
[20].

Condenser he purchase cost of an OTEC condenser can be calculated as follows
[20, 21]:

Zcond($) = 150

(

Q̇cond

UcondΔTln

)0.8

(8.46)

Here, Ucond is the overall heat transfer coefficient for the evaporator (4.69 kW

m2K
) [21].

Pumps he following expression is used to calculate the cost of the OTEC pumps [22]:

Zpump($) = 3500(ẆP)
0.41 (8.47)

Here, ẆP is the pump work rate in kW.

8.2.6 Results and Discussion

8.2.6.1 Modeling Validation and Simulation Code Results

To model the integrated OTEC system for hydrogen production, simulation code using
Matlab software is developed.hree main parts are first individually modeled including
each exergy flow rate. Engineering equation solver (EES) is linked toMatlab to calculate
the properties of the different working fluids (i.e., water and ammonia), such as pressure,
temperature, enthalpy, and entropy. Several simplifying assumptions are made here to
render the analysis more tractable, while retaining adequate accuracy to illustrate the
principal points of the work:

• All processes operate at steady state.
• he thermodynamic cycle of the integrated system in Figure 8.1 is an ideal saturated

Rankine cycle using pure ammonia as the working fluid.
• All the components are adiabatic.
• Pressure drops in the ORC cycle are negligible.
• State 5 is saturated vapor.
• Heat losses from piping and other auxiliary components are negligible.
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Table 8.1 Input data for the system simulation.

Parameter Value Parameter Value

Turbine isentropic efficiency, �T 0.80 Warm seawater mass flow rate
(kg/s)

150

Generator mechanical efficiency, �G 0.90 Cold seawater mass flow rate
(kg/s)

150

Working fluid pump isentropic
efficiency, �WFP

0.78 Cold seawater pipe length (m) 1000

Seawater pumps isentropic efficiency,
�P

0.80 Cold seawater pipe inner
diameter (m)

0.70

Ambient temperature (
∘
C) 25 Warm seawater pipe length (m) 50

Solar radiation incident on collector
surface, I (W/m2)

500 Warm seawater pipe length (m) 0.70

Warm seawater temperature, TWSI (
∘
C) 22 Solar collector effective area (m2) 5000

Cold seawater temperature at depth of
1000 m, TCSI (

∘
C)

4 Electrolyzer working temperature
(
∘
C)

80

Table 8.2 Input parameters used
to model PEM electrolysis [10, 11].

Parameter Value

PO2
(atm) 1.0

PH2
(atm) 1.0

TPEM (
∘
C) 80

Eact,a (kJ/mol) 76

Eact,c (kJ/mol) 18

� a 14

� c 10

D (�m) 100

J refa (A/m2) 1.7∕105

J refc (A/m2) 4.6∕103

F (C/mol) 96 486

To conduct the simulation, reliable input data are required. For each subsystem, some
data are input to the simulation code in order to determine the outputs. Table 8.1 lists the
input parameters for the OTEC system simulation. Also, Table 8.2 lists the parameters
used to simulate the PEM electrolyzer.
To ensure the accuracy and validity of the developed computer simulation code, the

PEM electrolyzer is validated with experimental data from the literature. Specifically,
the electrochemical model is used to simulate experiments published in the literature
and the modeling results and experimental data are compared. he electrolyte used in
the experiments [19] is Nafion, a polymer widely used as electrolyte in fuel cells and
electrolyzers. he thicknesses of the electrolytes tested by Ioroi et al. [23] and Millet
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et al. [19] were 50 μm and 178 μm, respectively. Platinum was used as the electrode
catalyst. he simulation code for the J–V characteristics for PEM electrolysis are com-
pared with experimental data of Ioroi et al. [23] in Figure 8.3. he modeling results
agree well with the experimental data, supporting the accuracy of the present model.
It is found that the cell potential increases rapidly when the current density is less than
300 A/m2. When J exceeds 300 A/m2, the cell potential increases slightly with J . To
enhance the understanding of the electrochemical performance of the PEMelectrolyzer,
Ohmic and activation overpotentials are examined and shown individually in Figure 8.4.
his figure shows that the Ohmic overpotential is very small and increases slightly with
current density. his observation is attributable to the fact that the membrane ionic
conductivity (�PEM) is significantly higher for typical values of � as well as the operating
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temperature, which leads to a lower RPEM (see Equations 8.25 and 8.27), which in turn
lowers the overall Ohmic resistance and the Ohmic overpotential.

8.2.6.2 Exergy Analysis Results

Results of the thermodynamic modeling and exergy analysis are presented here, includ-
ing assessments of the effects of varying several design parameters on the cycle perfor-
mance. As already discussed, the inputs of the simulation program are transferred to the
developed code in order to calculate the outputs. he results of the simulation program
are listed in Table 8.3.he net power output is seen to be around 101 kW, which leads to
a hydrogen production rate of about 1.2 kg/hr. In addition, the exergy efficiency of the
integrated OTEC system is much higher than the energy efficiency, mainly due to the
fact that the work is produced using a low-grade (in terms of a temperature near to that
of the reference environment) heat at the ocean surface.
he exergy analysis results are presented in Figure 8.5 and show that the highest exergy

destruction occurs in the condenser, which is mainly due to the temperature difference
between the two fluid streams passing through it, but also due to the pressure drop
across the device. Another important result relates to the dimensionless exergy ratio,
which is useful for prioritizing exergy losses in an intuitive manner. Both the exergy
destruction rate and the dimensionless exergy destruction ratio are higher in the con-
denser than in other components, suggesting that it would likely be worthwhile to focus
improvement efforts on this component.
Since the solar radiation intensity changes during the day, the variation of system

performance with solar radiation intensity is investigated. Figure 8.6 shows the varia-
tion of exergy efficiency and exergy destruction rate of the OTEC system for various
values of solar radiation intensity. Increasing the solar radiation intensity results in an
increase in the exergy efficiency of the OTEC system, suggesting that during such a
day the solar intensity increases the inlet temperature entering the evaporator, which
leads to an increase in enthalpy at point 3 entering the turbine to produce work. he
higher the temperature difference between cold and hot surfaces the more work is

Table 8.3 Parameter values resulting from energy and exergy
analyses of the system.

Parameter Value

Net power output, Ẇnet(kW) 101.96

Exergy efficiency, Ψ (%) 22.70

Energy efficiency, � (%) 3.60

Sustainability index, SI 1.29

Total exergy destruction rate, ̇ExD,tot (kW) 42.12

Hydrogen production rate, ṁH2
(kg/hr) 1.20

PEM electrolyzer exergy efficiency, ΨPEM (%) 56.34

Warm surface pump power, ẆWS (kW) 1.30

Cold surface pump power, ẆCS (kW) 3.13

Working fluid pump power, ẆWF (kW ) 0.88
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the ocean thermal energy conversion (OTEC) system for hydrogen production.

400 440 480 520 560 600
0.24

0.26

0.28

0.3

0.32

0.34

0.36

35

40

45

50

55

60

Solar radiation intensity (W/m2)

E
x
e
rg

y
 e

ff
ic

ie
n
c
y

T
o
ta

l 
e
x
e
rg

y
 d

e
s
tr

u
c
ti
o
n
 r

a
te

 (
k
W

)

Figure 8.6 Variation with solar radiation intensity of the OTEC exergy efficiency and total exergy
destruction rate.

produced. Since the cold surface temperature is almost constant in the deep ocean, an
increase in evaporator inlet temperature results in an increase in the output power.
Also, Figure 8.6 shows that an increase in solar radiation leads to a decrease in total
exergy destruction rate.
he effect of solar radiation intensity on exergy destruction rate for each compo-

nent is shown in Figure 8.7. An increase in solar radiation intensity is observed to have
major effects on the exergy destruction rates of the turbine and the condenser while
the changes in exergy destruction rate for the evaporator and the pump are not drastic.
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Figure 8.7 Variation with solar radiation intensity of the exergy destruction rate of components.
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Figure 8.8 Variation with solar radiation intensity of the sustainability index and total exergy
destruction rate.

So, since the decrease in the exergy destruction rate of the condenser is much higher
than that for the turbine, the total exergy destruction rate decreases with an increase
in solar radiation intensity. Figure 8.8 shows the effect of solar radiation intensity on
both sustainability index (SI) and total exergy destruction rate. he results are similar
to those in Figure 8.6, that is, the overall exergy destruction of the cycle decreases and
the sustainability index increases with increasing solar radiation intensity. he exergy
efficiency, exergy destruction, and sustainability are thus observed to be linked in such
systems, supporting the utility of exergy and environmental analyses.
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Figure 8.9 Variation with solar radiation intensity of the OTEC net power output and hydrogen
production rate.

Figure 8.9 shows the effect of solar radiation intensity on hydrogen production mass
flow rate. As the solar intensity increases the hydrogen production increases since the
turbine work increases and correspondingly the electrical input to PEM electrolysis
increases.
Another major parameter in an OTEC plant is ambient temperature because it affects

the surface temperature and also the value for inlet exergy at each point of the plant.
Hence, this temperature is an important parameter. Figure 8.10 shows the variation of
exergy efficiency and sustainability index with ambient temperature. As can be seen,

280 284 288 292 296 300
0.12

0.14

0.16

0.18

0.2

0.22

0.24

0.26

0.28

1.12

1.16

1.2

1.24

1.28

1.32

1.36

1.4

T0 (K)

E
x
e

rg
y
 e

ff
ic

ie
n

c
y
 

S
u

s
ta

in
a

b
ili

ty
 i
n

d
e

x
  

(S
I)

hex

SI

Figure 8.10 Variation with ambient temperature of the exergy efficiency and sustainability index.



236 Optimization of Energy Systems

280 284 288 292 296 300
0

5

10

15

20

25

30

T0 (K)

E
x
e

rg
y
 d

e
s
tr

u
c
ti
o

n
 r

a
te

 (
k
W

)

Turbine Condenser

Evaporator Working fluid pump

Figure 8.11 Variation with ambient temperature of the exergy destruction rate of each component.

an increase in ambient temperature first leads to an increase in exergy efficiency and
sustainability index, due to an increase in the fluid temperature entering the evaporator
which increases the work of the turbine. Above 285 K, the exergy efficiency decreases
because the exergy input to the system, which is the denominator of Equation 8.40,
increases. Hence two different effects occur and the effect of an increase in inlet exergy
values dominates, so the exergy efficiency of the OTEC system decreases. he variation
of exergy destruction rate of each component of the OTEC system with ambient tem-
perature is shown in Figure 8.11, which demonstrates the same trend as Figure 8.10. An
increase in T0 has major effects on the exergy destruction rate for the turbine and the
condenser, while for the evaporator and working fluid pump it is almost constant. An
increase in temperature for the condenser first leads to an increase in exergy destruction
rate and then above 285 K the exergy destruction rate decreases. However, the exergy
destruction rate always increases for the turbine. he summation of these two effects
results in an initial increase in the total exergy destruction rate, then it leads to a decrease
in the total exergy destruction as shown in Figure 8.12.
To enhance the analysis, the effect of condenser temperature on the exergy efficiency

of the OTEC system is also investigated (see Figure 8.13). An increase in condenser
temperature is seen to reduce the exergy efficiency of the system. Increasing condenser
temperature leads to an increase in enthalpy at point 2 and results in a reduction in tur-
bine work, which lowers the exergy efficiency. Since the exergy destruction rate in the
condenser is much higher than in other components, any changes in the input exergy
flow to the condenser lead to an increase in its exergy destruction, so an increase in
condenser temperature leads to an increase in exergy flow at point 2 keeping other
parameters constant.
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Figure 8.12 Variation with ambient temperature of the total exergy destruction rate.
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Figure 8.13 Variation with condenser temperature of the total exergy efficiency and exergy
destruction rate.

8.2.7 Multi-objective Optimization

A multi-objective optimization method based on an evolutionary algorithm is applied
to the OTEC system for hydrogen production to determine the best design parame-
ters for the system. Objective functions, design parameters and constraints, and overall
optimization are described in this section.
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8.2.7.1 Objectives

Two objective functions are considered here for multi-objective optimization: exergy
efficiency (to be maximized) and total cost rate of product (to be minimized). Conse-
quently, the objective functions in this analysis can be expressed as explained below.

Exergy Efficiency

Ψ =
Ẇnet

̇Exin
=

Ẇnet

̇Exin,WS +
̇Exin,CS

(8.48)

Total Cost Rate

Ċtot =
∑

k

Żk + Ċenv (8.49)

where the cost rates of environmental impact and fuel are expressed as

Ċenv = CCo2
ṁCo2

and Ċf = cf ṁf LHV (8.50)

Here, ŻK is the purchase cost of each component, as explained in the previous section.

8.2.7.2 Decision Variables

he following decision variables (design parameters) are selected for this study: warm
surface mass flow rate (ṁWS), OTEC evaporator pinch point temperature (PP) differ-
ence, OTEC turbine isentropic efficiency (�T), pump isentropic efficiency (�p), OTEC
condenser temperature (Tcond) and flat plate collector area (AFP). Although the deci-
sion variables may be varied in the optimization procedure, each is normally required
to be within a reasonable range. Such constraints, based on earlier reports, are listed in
Table 8.4.

8.2.8 Optimization Results

he genetic algorithm optimization is performed for 300 generations, using a search
population size ofM= 100 individuals, a crossover probability of pc = 0.9, a gene muta-
tion probability of pm = 0.035, and a controlled elitism value c= 0.55. he results of
the optimization are described below. Figure 8.14 shows the Pareto frontier solution
for this system with objective functions indicated in Equations 8.48 and 8.49 for the
multi-objective optimization. It can be seen in this figure that the total cost rate of prod-
ucts increases moderately as the total exergy efficiency of the cycle increases to about

Table 8.4 Optimization constraints and their rationales.

Constraint Rationale

70< ṁWS < 150 Required pump work limitation

3<PP< 6∘C Heat transfer limit

�T < 0.9 Commercial availability

�p < 0.9 Commercial availability

400m2 <AFP < 1000 m2 Commercial availability

5∘C<Tcond < 9∘C Heat transfer limit
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Figure 8.15 Results of all evaluations during 300 generations using genetic algorithm. A clear
approximation of the Pareto frontier is visible on the lower part of the figure.

35%. Increasing the total exergy efficiency from 35% to 45% increases the cost rate of the
product significantly. he results of optimum exergy efficiency and total cost rate for all
points evaluated over 300 generations are shown in Figure 8.15.
As shown in Figure 8.14, the optimized values for exergy efficiency on the Pareto

frontier range between 17% and 45%. To provide a good relation between exergy effi-
ciency and total cost rate, a curve is fitted on the optimized points obtained from the
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evolutionary algorithm.his fitted curve is shown in Figure 8.15 and the expression for
this fitted curve follows:

Ċtotal =
43.55�3 + 96.17�2 − 93.68� + 26.57

�2 − 0.78� + 0.2
(8.51)

his equation is allowablewhen the efficiency varies between 30% and 70%.hePareto
optimal curve (best rank) is clearly visible in the lower part of the figure (red line), which
is separately shown in Figure 8.15. As shown in that figure, the maximum exergy effi-
ciency exists at design point C (49%), while the total cost rate of products is the greatest
at this point (33.2 $/hr). But, theminimum value for the total cost rate of product occurs
at design pointA,which is about 21.6 $/hr. Design pointA is the optimal situation when
the total cost rate of the product is the sole objective function, while design pointC is the
optimum point when exergy efficiency is the sole objective function. In multi-objective
optimization, a process of decision-making for selection of the final optimal solution
from the available solutions is required.he process is usually performed with the aid of
a hypothetical point in Figure 8.13 (the ideal point), at which both objectives have their
optimal values independent of the other objectives. It can be clearly seen that it is not
feasible to have both objectives at their optimum point simultaneously and, as shown
in Figure 8.13, the ideal point is not a solution located on the Pareto frontier. he clos-
est point of the Pareto frontier to the ideal point might be considered as a desirable final
solution. Nevertheless, in this case, the Pareto optimum frontier exhibits a weak equilib-
rium, that is, a small change in exergy efficiency from varying the operating parameters
causes a large variation in the total cost rate of the product. herefore, the ideal point
cannot be utilized for decision-making in this problem. In selection of the final optimum
point, it is desired to achieve a better magnitude for each objective than its initial value
for the base case problem.
Note that in multi-objective optimization and the Pareto solution, each point can

be utilized as the optimized point. herefore, the selection of the optimum solution
depends on the preferences and criteria of the decision maker, suggesting that each
may select a different point as for the optimum solution depending on their needs.
Table 8.5 shows all the design parameters for pointsA–C. To study the variation of ther-
modynamic characteristics, three different points (A to C) on the Pareto frontier are
considered. Table 8.6 shows the total cost rate of the system, the total exergy destruc-
tion rate, the system exergy efficiency, and hydrogen production rates of the system.

Table 8.5 Optimized values for design parameters of
the system based on multi-objective optimization.

Design parameter A B C

AFP (m
2) 402 403 800

ṁWS (kg/s) 70.26 70.22 74.00

PP (∘C) 4.80 2.66 2.00

�T (%) 0.73 0.83 0.84

�p (%) 0.74 0.78 0.80

Tcond (
∘C) 8.80 6.46 5.22
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Table 8.6 Thermodynamic characteristics of three points on the Pareto frontier.

Point Ẇnet (kW) � ĖxD,tot (kW) Ċtot ($/h) ṁH2
(kg/h)

A 19 17.91 666.25 21.62 0.33

B 36.34 35.23 635.3 28.2 0.63

C 54 49 601 33.2 0.91

From point A to point C in this table, both the total cost rate of the system and exergy
efficiencies increase. As previously stated, pointA is preferred when the total cost rate is
the sole objective function, and design point C when exergy efficiency is the sole objec-
tive function. Design point B exhibits better results for both objective functions. Other
thermodynamic properties correctly confirm this trend. For instance, from point B to
C, the total exergy destruction rate decreases when the exergy efficiency increases.
To better understand the variations of all design parameters, the scattered distribu-

tion of the design parameters are shown in Figures 8.16 and 8.17. he results show that
warm surface mass flow rate (Figure 8.15a) tends to become as low as possible within its
range. his observation means that a decrease in these parameters leads to better opti-
mization results. For example, a decrease in these design parameters leads to improve-
ment for both objective functions in multi-objective optimization. In Figures 8.16 to
8.17, we see that the pinch point temperature (Figure 8.16b), the turbine isentropic effi-
ciency (Figure 8.16c), the pump isentropic efficiency (Figure 8.16d), the solar collector
area (Figure 8.17a), and the condenser temperature (Figure 8.17b), have scattered dis-
tributions in their allowable domains, suggesting that these parameters have important
effects on the trade-off between exergy efficiency and total cost rate. Design parameters
selected with their maximum values shown that they do not exhibit a conflict between
two objective functions, indicating that increasing those design parameters leads to an
improvement of both objective functions.

8.3 Solar Based Energy System

One potential renewable energy source is electromagnetic radiation coming from the
sun. In this section, we model a solar based integrated system for electricity generation,
heating in winter and cooling in summer. Figure 8.18 shows a schematic of a solar based
combined cooling, heating, and power (CCHP) system, which is investigated in summer
and winter modes. For stable operation of the CCHP system, a thermal storage tank is
installed to balance the mismatch between the supply of solar energy and the thermal
demand from the system. An auxiliary boiler is also applied when the desired temper-
ature drops at nights. In summer, superheated vapor produced by the solar thermal
collectors and auxiliary boiler generates electrical power through an expansion process
in the turbine connected to the electric generator. he extracted vapor stream of the
turbine enters an ejector supersonic nozzle and is mixed with the outlet stream of evap-
orator1 after causing a cooling effect.he turbine andmixer1 outlet streams discharge to
the condenser, which rejects heat to cooling water. he saturated liquid is then pumped
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Figure 8.18 A schematic diagram of a solar based CCHP system.

Table 8.7 Input data for the system.

Parameter Summer Winter

Turbine inlet pressure (kPa) 1000 1000

Turbine inlet temperature (∘C) 130 130

Turbine back pressure (kPa) 300 300

Cooling load (kW) 4.5 –

Heating load (kW) – 11

Electrical power generated (kW) 2.7 2.7

Turbine isentropic efficiency 0.85 0.85

Evaporator temperature (∘C) −5 –

Pump isentropic efficiency 0.7 0.7

Cooling water inlet pressure (kPa) 300 300

Heater temperature difference (∘C) – 20

Heater outlet temperature (∘C) – 80

Monthly average insolation, H (MJ/m2 day) 28.5 (July) 7.99 (December)

Tilt angle of the solar collector (∘) 37.4 37.4

into the economizer, evaporator2, and superheater, sequentially, to complete the cycle.
In winter, the extracted flow of the turbine enters the heater to supply the heat. he
heater and condenser outlet streams are mixed in mixer2 and then pumped into the
economizer to absorb the heat from solar collector. he auxiliary boiler utilizes natural
gas and the working fluid of the organic Rankine cycle is R123.
For thermodynamic modeling of the system, some data are input. hey are listed in

Table 8.7 for summer and winter modes.

8.3.1 Thermodynamic Analysis

In the thermodynamic analysis, each component in the system can be treated as a con-
trol volume. Energy rate balances and related expressions for each component of the
system follow:
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Turbine:

Ẇturb = ṁ1h1 − (ṁ2h2 + ṁ3h3) (8.52)

�is,turb =
Ẇturb

Ẇis,turb

Evaporator1:

Q̇CL = ṁ8(h9 − h8) (8.53)

Evaporator2:

ṁ13(h14 − h13) = ṁ20(h20 − h21) (8.54)

Pump1:

Ẇp1 = ṁ10�10(P17 − P10)∕�is,p1 (8.55)

Pump2:

Ẇp2 = ṁ11�11(P12 − P11)∕�is,p2 (8.56)

Heater:

Q̇HL = ṁ2(h2 − h18) (8.57)

Economizer:

ṁ12(h13 − h12) = ṁ21(h21 − h22) (8.58)

Superheater:

ṁ14(h1 − h14) = ṁ19(h19 − h20) (8.59)

Condenser:

ṁ5(h5 − h6) = ṁ15(h16 − h15) (8.60)

Storage Tank:

ṁ25cp(T25 − T24) = ṁ22cp(T23 − T22) + Q̇L,ST (8.61)

Auxiliary Boiler:

ṁf LHVf �AB = ṁ23cp(T19 − T23) (8.62)

he ejector modeling was already explained in previous chapters.he entrainment ratio
� can be expressed as

� =
ṁ9

ṁ2

(8.63)

he useful heat gained by solar collector, Q̇u is calculated from the heat balance in the
solar collector [24]:

Q̇u = �coll × Acoll × Gt (8.64)

where �coll is defined as the ratio of the useful heat gain to the incident solar radiation
and Gt is the instantaneous radiation. Details on the calculation of the instantaneous
radiation are elsewhere [24].
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Table 8.8 Fuel and products for exergy analysis of the system.

Component Fuel Product

Turbine Ėx1 − Ėx2 − Ėx3 Ẇturb

Ejector Ėx2 + Ėx9 Ėx4

Evaporator1 Ėx8 − Ėx9 Ėx27 − Ėx26

Pump1 Ẇpump1 Ėx17 − Ėx10

Economizer Ėx21 − Ėx22 Ėx13 − Ėx12

Heater Ėx2 − Ėx18 Ėx29 − Ėx28

Superheater Ėx19 − Ėx20 Ėx1 − Ėx14

Condenser Ėx5 − Ėx6 Ėx16 − Ėx15

Auxiliary boiler ĖxNG Ėx19 − Ėx23

Storage tank Ėx25 − Ėx24 Ėx23 − Ėx22

Solar collector ĖxS Ėx25 − Ėx24

Overall system:

�CCHP,summer =
Ẇelec + Q̇CL

Q̇u + Q̇AB

(8.65)

�CCHP,winter =
Ẇelec + Q̇HL

Q̇u + Q̇AB

(8.66)

he exergy destruction rates for each component of the system are obtained by defin-
ing the fuel and product of the components through the second law of thermodynamics,
and are shown in Table 8.8.

8.3.2 Exergoeconomic Analysis

Exergoeconomics is an exergy-aided cost analysis method. In this method, a cost rate
balance is applied in which the sum of cost rates associated with all exiting exergy
streams is equal the sum of cost rates of all entering exergy streams plus the capital
investment (ZCI) and operating and maintenance expenses (ŻOM). Cost rate balances
for each component of the system are listed in Table 8.9 along with auxiliary equations,
and expressions for the capital cost (ZCI) of components are provided in Table 8.10.
he investment cost rate for the components are calculated as below [25, 26]:

Żk = ZCI
k

× CRF × �∕t (8.67)

where t is the number of hours per year, � is the maintenance factor, i is the interest rate
and N is the component lifetime. Values for these are assumed to be 7446 hr, 1.06, 10%
and 20 year, respectively. Also,

CRF =
i(1 + i)N

(1 + i)N − 1
(8.68)

8.3.3 Results and Discussion

In this section, the results of energy and exergy assessments of the solar based CCHP
system are presented. he energy and exergy efficiencies respectively of the system are
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Table 8.9 Cost rate balances and auxiliary equations for components.

Component Cost rate balance Auxiliary equation

Turbine Ċ1 + Żturb = Ċ2 + Ċ3 + Ċw,turb c1 = c2 = c3

Ejector Ċ2 + Ċ9 + Żejc = Ċ4 _

Evaporator 1 Ċ7 + Ċ26 + Żeva1 = Ċ9 + Ċ27 c8 = c9

Pump 1 Ċ10 + Ċw,pump1 + Żpump1 = Ċ17 _

Heater Ċ2 + Ċ28 + ŻH = Ċ18 + Ċ29 c2 = c18

Economizer Ċ12 + Ċ21 + Żeco = Ċ13 + Ċ22 c21 = c22

Superheater Ċ14 + Ċ19 + ŻSH = Ċ1 + Ċ20 c19 = c20

Condenser Ċ5 + Ċ15 + Żcond = Ċ6 + Ċ16 c5 = c6

Auxiliary boiler Ċ23 + ĊNG + ŻAB = Ċ19 –

Storage tank Ċ22 + Ċ25 + ŻST = Ċ23 + Ċ24 + ĊL,ST c23 = c24

Solar collector Ċ24 + Ċs + Żcoll = Ċ25 cs = 0

Table 8.10 Capital cost expressions for system components [25, 27–29].

Component Capital cost

Turbine log10(Z
CI
Turb

) = 2.6259 + 1.4398log10(ẆTurb) − 0.1776[log10(ẆTurb)]
2

Electric generator ZCI
Elec

= 60Ẇ 0.95
Elec

Pump ZCI
pump = 3540Ẇ 0.71

pump

Heat exchanger ZCI
HE = 130

(

AHE

0.093

)0.78

Condenser ZCI
Cond

= 1773ṁ5

Storage tank ZCI
ST = 4042VST

0.506

24.4% and 9.8% in summer and 48.9% and 11.7% in winter. Component exergy destruc-
tion rates are shown in Figures 8.19 and 8.20, on seasonal bases:

• Summer: Figure 8.19 illustrates that in summer the solar collector and auxiliary boiler
are the major sources of exergy destruction, with the solar collector accounting for
13.09 kW of the exergy destruction rate (44.1% of total exergy input rate), and the
auxiliary boiler accounting for 9.87 kW of the exergy destruction rate (33.3% of total
exergy input rate). he exergy destruction rates of all remaining components are sig-
nificantly lower.

• Winter: Figure 8.20 illustrates that in winter the auxiliary boiler and solar collector are
again the main sources of exergy destruction. he auxiliary boiler is responsible for
15.04 kW of the exergy destruction rate (49.7% of total exergy input rate) and solar
collector 8.25 kW of the exergy destruction rate (27.2% of total exergy input rate).
Again, all other components exhibit much lower exergy destruction rates.

In the solar collector, the irreversibility is due to the large temperature difference
between solar heat and the fluid in the tubes. In the auxiliary boiler, the irreversibility
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Figure 8.19 Exergy destruction rates of components of solar based CCHP system in summer.
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Figure 8.20 Exergy destruction rates of components of solar based CCHP system in winter.

is caused by the combustion process within it, which is typically a major source of
irreversibility in a process [30]. Since high destruction rates are observed in both
summer and winter for the solar collector and auxiliary boiler, careful design and
selection of these components is important in designing a solar CCHP system.

8.3.3.1 Exergoeconomic Results

heexergoeconomic analysis of the solarCCHPcycle is conducted based on the first and
second laws of thermodynamics, using the SPECO method [31]. With the equations in
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Table 8.11 Exergoeconomic parameters of solar based CCHP system in summer.

Component ĊD ($/year) ĊL ($/year) Ż ($/year) Ż+ ĊD + ĊL ($/year)

Auxiliary boiler 1676.69 0 42.11 1718.80

Solar collector 0 0 1110.56 1110.56

Condenser 478.48 0 50.74 529.22

Economizer 585.97 0 87.84 673.81

Ejector 402.35 0 0 402.35

Evaporator1 148.93 0 272.88 421.81

Evaporator2 458.91 0 214.50 673.41

Pump1 28.12 0 139.93 168.05

Superheater 59.37 0 55.68 115.05

Electric generator 151.61 0 19.19 170.80

Storage tank 158.42 0.20 528.34 686.96

Turbine 372.06 0 226.61 598.67

Table 8.12 Exergoeconomic parameters of solar based CCHP system in winter.

Component ĊD ($/year) ĊL ($/year) Ż ($/year) Ż+ ĊD + ĊL ($/year)

Auxiliary boiler 2244.70 0 55.78 2300.48

Solar collector 0 0 1110.56 1110.56

Condenser 345.52 0 19.72 365.24

Heater 335.07 0 89.34 424.41

Pump1 3.75 0 30.05 33.80

Pump2 14.21 0 121.99 136.20

Economizer 648.96 0 84.20 733.16

Evaporator2 556.22 0 214.18 770.40

Electric generator 176.46 0 19.19 195.65

Superheater 71.92 0 55.59 127.51

Storage tank 107.97 0.32 528.34 636.31

Turbine 431.03 0 226.05 657.08

Tables 8.9 and 8.10, exergoeconomic parameters of the CCHP system are calculated for
summer and winter (see Tables 8.11 and 8.12). he results demonstrate that the CCHP
product cost rate is 5114.5 $/year in summer and 5688.1 $/year in winter. According
to exergoeconomic evaluation guidelines, in designing a new system, more attention
must be paid to the components for which the sum Ż + ĊD + ĊL is highest. In sum-
mer, Table 8.11 shows that the auxiliary boiler, solar collector, and storage tank have the
highest values of Ż + ĊD + ĊL and are, therefore, the most important components from
an exergoeconomic point of view. In winter, Table 8.12 demonstrates that the auxiliary
boiler, solar collector, and evaporator 2 have the highest values of Ż + ĊD + ĊL and are,
therefore, the most important components exergoeconomically.
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8.3.4 Sensitivity Analysis

For better understanding of the impact of various design parameters on system per-
formance, a sensitivity analysis is conducted. Figure 8.21a shows the effect of turbine
inlet pressure on exergy efficiency and total cost rate in summer. When turbine inlet
pressure increases from 700 kPa to 1400 kPa, the exergy efficiency increases by about
40% due to the decrement in system exergy destruction, and the cost rate decreases
by 23%. Figure 8.21b shows that, in winter, when the turbine inlet pressure increases
from 850 kPa to 1000 kPa, the exergy efficiency decreases by about 5% because of the
increment of system exergy destruction, and the total cost rate decreases by 3%.
he influences of turbine inlet temperature on exergy efficiency and total cost rate

are illustrated in Figures 8.22a and 8.22b for summer and winter, respectively. In
Figure 8.22a, it can be observed that, when the turbine inlet temperature increases to
30∘C, the exergy efficiency rises only 2% and the total cost rate decreases. Figure 8.22b
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Figure 8.21 Effect of turbine inlet pressure on exergy efficiency and total cost rate for summer (a) and
winter (b).
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Figure 8.22 Effect of turbine inlet temperature on exergy efficiency and total cost rate for summer (a)
and winter (b).

shows that, by increasing the turbine inlet temperature, the exergy efficiency rises by

6% and total cost rate decreases by 5%.

Figures 8.23a and 8.23b illustrate the effects of turbine back pressure on exergy effi-

ciency and total cost rate in summer and winter. In Figure 8.23a, the variation of tur-

bine back pressure is seen in summer to result in a decrease in exergy efficiency of

about 18% due to an increase in system exergy destruction. However, total cost rate

increases by about 18%. Figure 8.23b indicates that, for a rise of about 150 kPa in tur-

bine back pressure, the exergy efficiency and total cost rate increase by about 9% and 6%,

respectively.
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Figure 8.23 Effect of turbine back pressure on exergy efficiency and total cost rate for summer (a) and
winter (b).

Figures 8.24 shows the effects of evaporator temperature on exergy efficiency and
total cost rate of the system in summer.When temperature increases from –5∘C to 5∘C,
the system exergy efficiency decreases by 6% because of a slight change in the system
exergy destruction, while the total cost rate is seen to be independent of evaporator
temperature.
Figure 8.25 shows the effect of heater outlet temperature on system exergy efficiency

and total cost rate in winter. As the heater outlet temperature rises from 50 to 100∘C,
the system exergy efficiency increases by 21% due to the decrease in the system exergy
destruction; the total cost rate decreases by 0.8%.
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Figure 8.24 Effect of evaporator temperature on exergy efficiency and total cost rate in summer.
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Figure 8.25 Effect of heater outlet temperature on exergy efficiency and total cost rate in winter.

8.3.5 Optimization

Efficiency and cost are two conflicting objectives and the optimum status needs to be
obtained by a trade-off process. Exergy efficiency and total cost rate are considered as
two objective functions here to determine the optimum condition of the solar based
CCHP system. In thismulti-objective optimization, exergy efficiency is to bemaximized
while the total cost rate of the system is to be minimized, while observing constraints
related to decision variables. Expressions for these objective functions have been shown
in previous sections. he decision variables are selected to be turbine inlet temperature
(T1), turbine inlet pressure (P1), turbine back pressure (P2) and evaporator temperature
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Table 8.13 Decision variables and their feasible ranges.

Decision variable Summer Winter

Turbine inlet pressure 700 ≤ P1(kPa) ≤ 1400 850 ≤ P1(kPa) ≤ 1000

Turbine inlet temperature 115 ≤ T1(
∘C) ≤ 145 115 ≤ T1(

∘C) ≤ 145

Turbine back pressure 200 ≤ P2(kPa) ≤ 400 250 ≤ P2(kPa) ≤ 400

Evaporator temperature −5 ≤ T8(
∘C) ≤ 5 –

Heater outlet temperature – 50 ≤ T28(
∘C) ≤ 100

(T8) for summer mode, and turbine inlet temperature (T1), turbine inlet pressure (P1),
turbine back pressure (P2) and heater outlet temperature (T28) for winter mode. Feasible
ranges for the decision variables are listed in Table 8.13.

8.3.6 Optimization Results

hegenetic algorithm (GA) is selected to perform themulti-objective optimization.he
Pareto frontier solutions for the solar based CCHP system are shown in Figure 8.26a for
summer and Figure 8.26b for winter.
As shown in Figure 8.25a, while the total exergy efficiency of the cycle increases to

about 10.5%, the total cost rate increases slightly. In addition, an increase in the exergy
efficiency beyond 10.5% leads to a sharp increase in the total cost rate of the system.he
maximum exergy efficiency exists at design pointC (12%), while the total cost rate is the
greatest at this point (0.5 $/hr). But, the minimum value for the total product cost rate
occurs at design pointAwhich is about 0.39 $/hr. Design pointA is the optimal situation
when total cost rate of product is the sole objective function, while design point C is the
optimum point when exergy efficiency is the sole objective function. In multi-objective
optimization, a process of decision-making for selection of the final optimal solution
from the available solutions is required. he process of decision-making is usually per-
formed with the aid of a hypothetical point in Figure 8.26a (the ideal point), at which
both objectives have their optimal values independent of the other objectives. It is clear
that it is impossible to have both objectives at their optimum point simultaneously and,
as shown in Figure 8.26a, the ideal point is not a solution located on the Pareto frontier.
he closest point of the Pareto frontier to the ideal point might be considered as a desir-
able final solution. A similar discussion and explanation applies for the winter mode,
shown in Figure 8.26b.
Since each point on the Pareto frontier can be utilized as the optimum point, the

importance of each of the objectives and engineering selection plays an important role
in choosing a point as an optimum solution. Table 8.14 shows all the design parameters
for points A, B, and C.
To better understand the variations of all design parameters, scattered distributions

of the design parameters are shown in Figures 8.27 to 8.31, for both summer and winter
modes. he results demonstrate that in summer the turbine inlet temperature tends
toward its lower values as this results in a decrease in total cost rate (Figure 8.27a), while
in winter the turbine inlet temperature tends toward its upper values as this results in
an increase in exergy efficiency (Figure 8.27b).
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solar based CCHP system in winter mode.
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Table 8.14 Optimized values for design parameters of the solar based CCHP system for three points on the
Pareto frontier frommulti-objective optimization.

Point �CCHP(%) Ċp

(

$

h

)

T1 (
∘C) P1 (kPa) P2 (kPa) T8 T29

(∘C) (∘C)
Summer Winter Summer Winter Summer Winter Summer Winter Summer Winter Summer Winter

A 9.7 12.3 0.5 0.8 144 136 1400 1250 201 200 −5 50

B 11.7 15.4 0.6 0.85 115 140 1371 920 207 350 −5 65

C 12.1 16.5 0.7 0.9 145 145 851 850 399 398 −5 100

Figure 8.28a shows that in summer the turbine inlet pressures have a scattered dis-
tribution between their allowable ranges. his is due to the fact that an increase in
turbine inlet pressure results in a rise in exergy efficiency of the system, while in winter
(Figure 8.28b) the turbine inlet pressure tends to reach its lower values as this results in
a decrease in total cost rate.
In both Figures 8.29a and 8.29b, the turbine back pressure exhibits a scattered distri-

bution between its allowable ranges because an increase in turbine back pressure results
in a decrease in exergy efficiency of the system in both seasons.
Figure 8.30 shows that evaporation temperature exhibits a scattered distribution

between its allowable ranges. his is due to the fact that an increase in evaporation
temperatures decreases the exergy efficiency of the system. Similarly, Figure 8.31 shows
that heater outlet temperature exhibits a scattered distribution between its allowable
ranges, again due to the fact that an increase in heater outlet temperatures increases
the exergy efficiency of the system.

8.4 Hybrid Wind–Photovoltaic–Battery System

8.4.1 Modeling

In this section, we consider a hybrid solar–wind system with battery storage, as shown
in Figure 8.32. It is mainly comprised of solar PV arrays, wind fields, and a battery bank,
as well as an inverter to convert the direct electrical current to alternating current.Mod-
eling of the components is described in the following subsections.

8.4.1.1 Photovoltaic (PV) Panel

he total solar radiation incident on a tilted panel is a function of the direct beam and
diffuse radiation.he latter comes from all areas of the sky except the solar position, and
includes circumsolar diffuse radiation, diffuse radiation from the horizon, and reflected
radiation from the surroundings. he total solar radiation incident on a tilted surface
can be written as [32]:

İt =

(

İb + İd
İb

İh

)

Rb + İd

(

1 −
İb

İh

)(

1 + cos �

2

)(

1 +

√

İb∕İhsin
3

(

�

2

))

+ İh�g

(

1 − cos �

2

)

(8.69)
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Figure 8.32 Schematic diagram of hybrid solar–wind system with a battery storage system.

Here, İb, İd, İh, Rb, �, and �g denote direct beam radiation, diffuse radiation, sum of direct
and diffuse beam, the ratio of total radiation incident on the titled surface to that incident
on a horizontal surface, surface tilt angle, and reflectance from the surroundings. Details
of computing direct beam and diffuse radiation are described elsewhere [33].
he net output power of a PV panel (Ppv) with an open circuit voltageV oc_real and short

circuit current Isc_real under real operating conditions can be written as follows [34]:

Ppv = ff (Voc−real × Isc−real) (8.70)

where ff is the fill factor, given by:

ff = Pmax∕(VocIsc) (8.71)

Here, Pmax denotes the maximum output power of a PV collector, V oc is the open cir-
cuit voltage of the PV collector in laboratory conditions, and Isc is the PV short circuit
current under laboratory conditions. Note that values of Pmax, V oc, and Isc are typi-
cally obtained from PV module manufacturers. he quantities V oc_real and Isc_real can
be expressed as follows [34]:

Voc−real = Voc + fVoc−T × Tc (8.72)

Isc−real = [ISC + fIsc−T (Tc − Tstd)](İt∕İstd)İt (8.73)
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where f Voc_T and f Isc_T are temperature correction coefficients of current and voltage,

respectively. Also,T std (in
∘
C) and İstd (inW/m2) are the temperature and solar radiation

at standard conditions, respectively, and Tc (
∘
C) is the surface temperature of the PV

panel. he parameters f Voc_T, f Isc_T, T std and Gstd depend on the type of module used
and are usually obtained from PV module manufacturers.

8.4.1.2 Wind Turbine (WT)

Wind turbine manufacturers usually provide turbine power curves at different wind
speeds. If the power curve of the turbine is not available, the following can be used to
estimate the power output of a wind turbine [35]:

Ptur =

||||||||||

0 if V < Vc

Per

(

V n − V n
c

Vm
r − V n

c

)

if Vc < V < Vr

Per if Vr < V < Vf

(8.74)

where Ier is the rated electrical power, V (in m/s) is the wind speed, V c is the cut-in
wind speed; V r is the rated wind speed, and V f is the cut-out wind speed. Setting the
exponents m and n to 2 and 3 is often sufficiently accurate for analysis of wind power
systems [35].

8.4.1.3 Battery

Due to the intermittency of solar collectors and wind turbines, the battery capacity con-
stantly changes in PV/WT/battery-based hybrid systems. In such a system, the state of
charge (SOC) of the battery is evaluated under two possible states.When the total power
output of the PV panels and wind turbines exceeds the demand load, the battery bank is
in a charging situation. Quantities involved in battery charging can be determined with
the following expression [36]:

Pbat(t) = Pbat(t − 1) × (1 − �) + (Ppv(t)�inv + PWT (t) × �2inv − Pdmn(t)∕�inv) × �bat

(8.75)

where Pbat (t) and Pbat (t–1) are the charge quantities of the battery bank at times t and
t – 1, respectively. In addition, � denotes the hourly self-discharge rate, �inv the inverter
efficiency, Pdmn the demand, and �bat the battery charge efficiency.
When the total output of the PV panels and wind turbines is lower than the demand

load, the battery bank is in a discharging situation. For simplicity, the discharge efficiency
of battery bank is assumed here to be 1. As a result, the discharge quantity of the battery
bank at time t can be expressed as [36]:

Pbat(t) = Pbat(t − 1) × (1 − �) − (−Ppv(t)�inv − PWT(t) × �2inv + Pdmn(t)∕�inv)∕�inv

(8.76)

8.4.2 Objective Function, Design Parameters, and Constraints

In this section, the total annual cost (TAC) is considered as the objective function. TAC
includes the capital cost of equipment including wind turbines, PV panels, batteries and
the inverter as well as the maintenance cost, and can be written as:

TAC = aCin + Cm (8.77)
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where

Cin = n1CPV + n2CWT + n3Cbat + n4Cinv (8.78)

Cm = n1CPV ,m
+ n2CWT ,m

(8.79)

Here, n1, n2, n3 and n4 are the numbers of PVpanels, wind turbines, batteries, and invert-
ers, respectively, while CPV, CWT, Cbat and Cinv are unit cost of the PV panels, the wind
turbines, the batteries, and the inverters, respectively. Also, CPV,m and CWT,m are the unit
costs of maintenance for the PV panels and wind turbines, respectively, and a denotes
the annual cost coefficient, defined as [37]:

a =
i

1 − (1 + i)−y
(8.80)

where i and y are the interest rate and the depreciation time, respectively.
Some equipment in the PV/WT/battery system needs to be replaced several times

during the project lifetime. Here, the battery lifetime is considered to be five years.
Using the single payment present value factor, the present value of battery Cbat can be
expressed as follows:

Cbat = Pbat

(

1 +
1

(1 + i)5
+

1

(1 + i)10
+

1

(1 + i)15

)

(8.81)

where Pbat is the price of the battery. Also, the lifetime of the inverter is considered here
to be 10 years, so the present worth of inverter Cinv can be expressed using the single
payment present value factor as follows:

Cinv = Pinv

(

1 +
1

(1 + i)10

)

(8.82)

where Pinv is the inverter price.
he numbers of PV panels, wind turbines, and inverters are considered as design

parameters. For the PV/WT/battery system, at any time, the charge quantity of the bat-
tery bank should be selected in the range of Pbat,min to Pbat,max. he maximum charge
quantity of the battery bank takes on the value of the nominal capacity of the battery
bank, and the minimum charge quantity of the battery bank is obtained by maximum
depth of discharge (DOD) which can be calculated as:

Pbat = (1 − DOD)Sbat (8.83)

here Sbat is the nominal capacity of the battery bank (in Wh).

8.4.3 Real Parameter Genetic Algorithm

Binary coded genetic algorithms (GAs) are used in many engineering optimization
problems. But, application of the binary GA in a continuous search space has two
difficulties. he first is the presence of “Hamming cliffs” related to certain strings in
which a transition to a neighboring solution needs a variation of many bits [38]. he
second problem is the inability to have an arbitrary precision in the optimal solution.
To overcome these difficulties, the Real Parameter Genetic Algorithm (RPGA) is used.
he main difference between binary and real parameter genetic algorithms is in the
crossover and mutation operators. In fact, the decoding operator in binary coding
is eliminated in RPGA and the optimization problem is a step easier compared with
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the binary coded GAs. Since the selection operator works with the fitness value, any
selection operator used with binary coded GAs can also be used in real parameter GAs.
he steps in the RPGA, which is used for optimization in this analysis of the system,

are as follows:

1) he initial population withM chromosomes is randomly generated using lower and
upper bounds of the design parameters, xmin and xmax, as follows:

xt0 = xmin + rand (xmax − xmin) (8.84)

where rand is a uniformly distributed random function.
2) Each chromosome is exported to the thermoeconomic modeling section and

returned back with a value of objective function (total annual cost).
3) he selection operator is performed to choose the better chromosomes in the genetic

algorithm method [38].
4) he crossover operation is performed using the following relations [38]:

x(1,t+1)
i

= 0.5{(1 + �i)x
(1,t)
i

+ (1 − �i)x
(2,t)
i

} (8.85)

x(2,t+1)
i

= 0.5{(1 − �i)x
(1,t)
i

+ (1 + �i)x
(2,t)
i

} (8.86)

Here, �i is:

�i =

⎧
⎪⎨⎪⎩

(2rand)1∕(1+�c ) if rand ≤ 0.5

(
1

2 − 2rand

)1∕(1+�c )

otherwise
(8.87)

where �c is a crossover constant parameter.
5) hen, the mutation operation is performed on the population as follows [38]:

x(1,t+1)
i

= x(1,t+1)
i

+ (xmax
i

− xmin
i )� (8.88)

where � is:

� =

{

(2rand)1∕(1+�m )−1 if rand < 0.5

1−[2(1−rand)]1∕(1+�m ) if rand ≥ 0.5 (8.89)

in which �m is a mutation constant parameter.
6) his procedure is repeated from step 2 until the convergence criterion is met.

8.4.4 Case Study

he PV/WT/battery system optimization procedure is applied for a residential area
located in three provinces in Iran. hese include Tabriz, Tehran, and Zahedan, repre-
senting respectively cold, moderate, and hot climates. he values of equipment lifetime
(k) and interest rate (i) are considered to be 15 years and 15%, respectively. In addition,
a wind turbine with a nominal capacity of 9.8 kW, a battery with nominal capacity of
200 Ah, and PV panels with a nominal capacity of 240 W are used. he constants of
investment cost in Equation 8.78 are considered to be n= (3200, 614, 130, 40) based on
equipment available in themarketplace.Hourly and daily variations in electrical demand
load for the studied case are shown in Figure 8.33.



8 Renewable Energy Based Systems 265

4.5
Hourly
Daily

4

3.5

3

2.5

D
e

m
a

n
d

 l
o

a
d

 (
k
W

)

2

1.5

1

0.5
0 1000 2000 3000 4000 5000 6000 7000 8000 9000

Time (Hour)

Figure 8.33 Variation electrical demand load for studied case.

8.4.5 Results and Discussion

he hourly variation of solar radiation, wind velocity, and ambient temperature for
the three studied climates—including cold (Tabriz), moderate (Tehran), and hot
(Zahedan)—are depicted in Figure 8.34.
hen, the RPGA is applied for 200 iterations, using 100 chromosomes, a mutation

factor �m = 2, and a crossover factor �c = 2. Note that the RPGA is run three times
using a core i7-3200GHz processor for each case and the best results are presented here.
To ensure a reasonable result, hourly analysis over a year is performed. As a result of
there being 8760 hours during a year, each optimization process needs about 5 hours to
complete. To accelerate the optimization process, six separate optimization programs
are run simultaneously on the mentioned processor.
he optimum results for the TAC and corresponding values of the design parameters

for each studied case are listed in Table 8.15. Zahedan with its hot climate has a signif-
icantly lower TAC compared with the other studied cases. Tabriz has the next lowest
TAC, followed by Tehran.
he annual average ambient temperature, incident solar radiation, and wind speed

are listed in Table 8.16. Zahedan is observed to have the highest average of incident
solar radiation and wind velocity. Although the higher temperature decreases the PV
efficiency for the case of Zahedan compared with other studied cases, the higher poten-
tial solar and wind power more than compensate for this reduction. Due to the low
wind velocity and low incident solar radiation in Tehran, the highest TAC is obtained in
this case.
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Figure 8.34 Hourly variation of solar radiation, wind velocity, and ambient temperature for the three
studied cities.
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Table 8.15 Values of optimum design parameters and objective function for
three studied cases.

Region Number of

PV units

Number of

WT units

Number of

battery units

TAC

($/year)

Tabriz 52 10 30 10 145

Tehran 122 1 23 10 516

Zahedan 45 2 27 6186

Table 8.16 Annual average of selected parameters for the studied cases.

Region Ambient

temperature (∘C)

Incident solar

radiation (kW/m2)

Wind speed

(m/s)

Tabriz 12 0.20 3.27

Tehran 17 0.20 2.45

Zahedan 18 0.22 3.33

To obtain a good insight into the hourly variation of power supply by PV and wind,
power demand, and battery charging and discharging, variations of these parameters
at the optimum condition for the three studied cases during six selected months are
shown in Figures 8.35–8.37. Note that the variation is shown for the middle week of
each month. he following points can be seen in Figures 8.35–8.37:

• Discharging is high in the cold months of a year such as January and November. he
insolation angle on PV panels during these months is high and as a result lower radi-
ation levels are received by the panels. As a result, stored electricity is released. he
minimum number of batteries required is determined by the months in which lower
levels of solar radiation are available.

• Because of the delay between periods of PV power generation and peak demand,
excess electricity is generated and stored during periods with the maximum incident
solar radiation.

• he best matching between PV collectors and wind turbines occurs when the maxi-
mum solar radiation is received at different times than when maximum wind speeds
occur. For this situation, the lowest amount of energymust be stored and, as a result, a
lower capacity storage system is neededwhich reduces the TAC. For the three studied
regions, Zahedan exhibits the best matching between solar radiation and wind speed
and thus has a much lower TAC compared with Tehran and Tabriz.

• Regular fluctuations in battery charging and discharging are observed for months
with high levels of solar radiation such as May and September due to the dominant
share of PV power output and roughly regular variations of solar radiation during
these months.

• Due to the low level of incident solar radiation in Tabriz in January, more wind tur-
bines should be employed to compensate for the reduction of solar based electrical
power. Alternatively, other means could be employed to provide the lacking electrical
power for these months, to decrease the number of wind turbines.
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Figure 8.35 Hourly variation over one week of PV power output, wind power output, demand load,
and battery state of charge for several months in Tabriz.

• A significant portion of the electricity generated by this plant is in general wasted due
to the large variations between electrical supply and load demand during the year.

8.5 Concluding Remarks

his chapter discusses renewable energy systems and examines numerous novel renew-
able energy systems for various locations. Optimization is applied to determine optimal
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Figure 8.36 Hourly variation over one week of PV power output, wind power output, demand load,
and battery state of charge for several months in Tehran.

design parameters. Ocean thermal energy conversion (OTEC), solar based combined
cooling, heating and power, and solar/wind/ battery energy systems are introduced, ana-
lyzed and optimized in this chapter. Exergy and exergoeconomic analyses are also con-
ducted and the results described. Emphasis is placed on the benefits of exergy methods
and the importance of defining objective functions and constraints reasonably to ensure
reliable results. An evolutionary algorithm based optimization is applied to each system
and the optimal design parameters are carefully determined. To enhance understanding
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Figure 8.37 Hourly variation over one week of PV power output, wind power output, demand load,
and battery state of charge for several months in Zahedan.

of the design criteria, sensitivity analyses are conducted to investigate how each objec-
tive function varies when small changes are made to selected design parameters.
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Study Questions/Problems

1 A biomass based renewable energy system is shown in Figure 8.38. Apply mass,
energy, entropy, and exergy rate balance equations to determine the exergy destruc-
tion rate and exergy efficiency of the system, and determine the optimal design
parameters when exergy efficiency is an objective function. Make any reasonable
assumptions you deem necessary.
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Figure 8.38 Schematic of biomass based renewable energy system for the provision of heating,
cooling, electricity, hydrogen, fresh water, and hot water.

2 An extension of the OTEC system discussed in this chapter for multigeneration
is shown in Figure 8.39. Apply mass, energy, entropy, and exergy rate balance
equations to determine the exergy destruction rate and exergy efficiency of the
system, and find the optimal exergy efficiency of the system. Make any reasonable
assumptions you deem necessary.
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9

Modeling and Optimization of Power Plants

9.1 Introduction

Electrical power plants are one the most important technologies in modern society as
electricity plays a significant role in most aspects of our lives, from charging cell phones
to powering our homes and businesses. Although new technologies for power genera-
tion are being introduced, conventional thermal power plants, such as steam, gas, and
combined cycle plants, remain at the core of global electricity generation. Power gen-
eration cycles are typically complex and composed of a wide range of devices, such as
heat exchangers, boilers, heaters, pumps, cooling systems, and valves. As populatios
grow, the need for energy, and in particular electricity, will likely become increasingly
important [1].
Problems with energy supply and use are related not only to global warming, but

also to such other environmental concerns as air pollution (e.g., emissions of such
pollutants as SO2, and NOx), acid precipitation, ozone depletion, forest destruction,
and emission of radioactive substances.hese issues must be accounted for if humanity
is to achieve a sustainable energy future with little environmental impact. Electricity
generation accounts for approximately 25% of total worldwide greenhouse gas (GHG)
emissions [2]. herefore, more efficient and cost effective power generation systems
with lower GHG emissions are being considered or installed worldwide to support
efforts to reduce GHG emissions. For such complex systems, optimization methods
can assist through attaining more beneficial system designs, in terms of efficiency and
sustainability.
he long-term trends of rising energy prices and decreasing fossil fuel resources

make the optimum application and management of energy and energy resources of
great importance. In most countries, numerous conventional power plants driven by
fossil fuels such as oil, coal, and natural gas or by other energy resources like uranium
are in service today. During the past decade, many power generation companies have
developed and introduced a range of process improvements to steam power plants,
especially measures that improve plant efficiencies and/or reduce environmental
impacts [3].
Among conventional power plants, steam power plants, gas turbine power plants,

and combined cycle power plants are the most common. hey exhibit relatively low
costs and good flexibility, although their efficiencies and emissions vary by plant. As a
consequence, it is important to model the systems and determine the optimal design
parameters for each, and this constitutes the focus of this chapter.

Optimization of Energy Systems, First Edition. Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi.
© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.
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A simple steam power plant uses water as the working fluid and exploits fossil fuels
or nuclear energy in a boiler to produce high temperature and high pressure steam.he
steam expands in a steam turbine, causing this to rotate and generate electrical power.
Saturated vapor exits the steam turbine and enters the condenser.he liquid condensate
enters a pump and preheaters, after which it is at the desired boiler inlet conditions.
A simple gas turbine power plant consists of an air compressor, a combustion cham-

ber, and a gas turbine. In gas turbine power plants, the working fluid is air and the fuel
is usually natural gas. Since much energy is wasted in simple gas turbine power plants,
a heat exchanger (which is called a heat recovery steam generator) is often added to
the power plant to facilitate utilization of the waste energy and generation of additional
electrical power in a bottoming cycle. Such an integrated system is called a combined
cycle power plant (CCPP), and usually exhibits a higher thermal efficiency than simple
steam and gas turbine power plants.
In this chapter, we describe the thermodynamic modeling, analysis, and optimiza-

tion of steam, gas, and combined cycle power plants. We apply exergy analysis to each
power plant to pinpoint the locations of the most significant loses in each system. To
better understand the role of key design parameters, a performance assessment of each
system is conducted.hen, the optimization of such plants is explained, including defin-
ing appropriate objective functions and establishing reasonable constraints. An evolu-
tionary algorithm based optimization is applied to each system and the optimal design
parameters are determined. To enhance understanding of the design criteria, a sensitiv-
ity analysis is performed to determine how each objective function varies when changes
are made to selected design parameters. Finally, closing remarks are provided on the
optimal design of thermal power plants.

9.2 Steam Power Plants

Steam power plants are one of the common systems for electrical power generation.
Real plants are quite complex and can generate up to 1000 MW of electricity in units
with large steam turbines [2]. One of the main technologies for electricity generation,
especially in countries where fossil fuels like coal or natural gas or oil are abundant,
steam power plants can use various fuels. Since steam power plants are responsible for
most of the electricity generation in the world, a small increase in thermal efficiency can
lead to large fuel savings and GHG emission reductions.
A simple, idealized Rankine cycle for a steam power plant is shown in Figure 9.1. he

idealized Rankine cycle consists of the following main processes:

• Isentropic compression in a pump
• Combustion of fuel in a boiler and heat addition at constant pressure
• Isentropic expansion in a turbine
• Heat rejection in a condenser at constant pressure

Water enters the pump of the Rankine cycle in Figure 9.1 at point 1 as a saturated
liquid and is compressed to the boiler pressure. he temperature increases during isen-
tropic compression, and there is a slight decrease in specific volume.High pressurewater
enters the boiler at point 2 where heat is added, usually by combusting fuel in air. he
boiler is essentially a large heat exchanger composed of several heating elements, for
example, economizers, evaporators, and superheaters. he combustion reaction takes
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Figure 9.1 A simple idealized Rankine cycle.

place in the boiler if it is fossil fuel-driven, and heat is transferred to the water to pro-
duce steam at high temperature. In the idealized system, no pressure losses are assumed
across the boiler. he high temperature and high pressure steam from the boiler enters
the steam turbine where it expands isentropically and produces work by rotating a shaft
connected to a generator. Both temperature and pressure decline to the values at point 4
during this process. he steam is then changed back to a liquid in the condenser, where
heat qout is rejected to a cooling medium, using a lake, a river, or a cooling tower. Steam
exits the condenser as a saturated liquid and then enters the pump where its pressure
increases to the desired point 2.
he efficiency of this simple steam power plant is defined as:

� =
wturbine − wpump

qin
(9.1)

In advanced real steam power plants, additional components are added to the simple
cycle in Figure 9.1 to increase the thermal efficiency and provide economic and other
benefits. One method involves increasing the temperature entering the boiler using
feedwater heaters. Another effective method is to decrease the average temperature at
which heat is rejected from the working fluid in the condenser. A process flow diagram
of a real steam power plant is shown in Figure 9.2.
he steam power plant represented in Figure 9.2 is located 25 km from the city of

Qazvin in Iran, and is a typical plant.he steam power plant uses natural gas as themain
fuel and diesel oil as the secondary fuel. he power plant can produce up to 250 MW of
electrical power at full load conditions.hemain components of the steam power plant
are a three stage steam turbine (i.e., a turbine with high pressure, intermediate pressure,
and low pressure stages), a steam generator, a drum boiler, feedwater heaters, and a con-
denser.he natural gas fuel is a mixture of 98.57%methane (CH4), 0.63% ethane (C2H6),
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Figure 9.2 Schematic of real steam power plant.

Table 9.1 Operating conditions of a steam power plant.

Parameter Value

Fuel mass flow rate (kg/s) 13.89

Plant gross electrical power (MW) 263

Stack flue gas temperature (∘C) 115

Lower heating value of fuel (kJ/kg) 49 433.96

0.1% propane (C3H8), 0.05% butane (C4H10), 0.04% pentane (C5H12), 0.6% nitrogen (N2)
and 0.01% carbon dioxide (CO2), where the values represent volume fractions [4]. Data
on the operation of this power plant are listed in Table 9.1.

9.2.1 Modeling and Analysis

For each component, rate balances of mass, energy, exergy, and cost can be applied in
order to determine such quantities as work, heat, exergy flow, thermodynamic proper-
ties, and energy and exergy efficiencies. Several rate balances based on energy and exergy
for the system component are given below. For a steady state process, mass, energy, and
exergy rate balance equations can be written as follows:

∑
ṁin =

∑
ṁout (9.2)

Q̇ − Ẇ =
∑

Ėout −
∑

Ėin (9.3)

ĖxQ − ĖW =
∑

̇Exe −
∑

̇Exi + ̇ExD (9.4)

Since the differences in elevation and velocity in a steam power plant are usually not sig-
nificant, potential and kinetic energy can be assumed negligible. With this assumption,
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Equation 9.3 becomes:

Q̇ − Ẇ =
∑

ṁehe −
∑

ṁihi (9.5)

In Equation 9.4, ĖxQ and ĖW are the exergy rates associated with heat transfer across
the system boundary and work produced, respectively.hese terms can be expressed as
follows:

ĖxQ =
∑(

1 −
To

Tb

)
Q̇ (9.6)

ĖW = Ẇ (9.7)

Neglecting potential and kinetic exergy, the total exergy rate ̇Ex can be expressed as

̇Ex = ṁ(exph + exch) (9.8)

where the specific physical exergy is:

exph = (xho) − To(s − so) (9.9)

he specific chemical exergy of the fuel for the steam power plant can be written as:

exfuel = �fuel × LHV (9.10)

Here, LHV represents the lower heating value of the fuel, which is natural gas for this
power plant (see Table 9.1). For gaseous fuels with a general chemical formula of CxHy,
a chemical to heating value ratio (�fuel) can be determined from the following empirical
relation [5]:

�fuel = 1.033 + 0.0169
y

x
−

0.0698
x

(9.11)

he exergy rate balance equations and exergy efficiency expressions for the main com-
ponents of the steam power plant in Figure 9.2 are listed in Table 9.2. he energy rate
balance equations, which are based on the first law of thermodynamics, can be used to
determine energy related properties. hermodynamic properties and quantities for the
steam power plant in Figure 9.2 are listed in Table 9.3.
Simulation code is developed and used in the analyses. In order to verify the sim-

ulation code, the results are compared with actual data provided for the power plant
in Figure 9.2. he comparison results are listed in Table 9.4. he simulation results
are found to be in good agreement with actual data, with most differences due to the
assumptions considered in the modeling and the steady state approximation.

Table 9.2 Equations for exergy destruction rate and exergy efficiency for the power plant
components.

Component Exergy destruction rate Exergy efficiency

Boiler ̇ExD,boiler =
̇Exfuel +

̇Exi −
̇Exe �boiler = ( ̇Exi −

̇Exe)∕
̇Exfuel

Turbine ̇ExD,turbine =
̇Exi −

̇Exe − Ẇturbine �turbine = 1 − ( ̇Exturbine∕
̇Exi −

̇Exe)

Pump ̇ExD,pump = Ėxi −
̇Exe + Ẇpump �pump = 1 − ( ̇Expump∕Ẇpump)

Feed water heater ̇ExD,fwh = Ėxi −
̇Exe �fwh = 1 − ( ̇Exfwh∕

̇Exi)

Condenser ̇ExD,condenser =
∑
k

̇Exi −
̇Exe �condenser =

∑
k
̇Exe∑

k
̇Exi



280 Optimization of Energy Systems

Table 9.3 Thermodynamic quantities for the steam power plant in Figure 9.2.

Point P (bar) T (∘C) ṁ (kg∕s) h (kJ∕kg) s (kJ∕kg.K) ex (kJ∕kg)

1 0.19 59.2 173.8 247.8 0.8211 7.543

2 0.22 61.2 173.8 256.2 0.8462 8.43

3 0.21 82.6 173.8 345.9 1.105 20.99

4 0.21 105.7 173.8 443.3 1.363 41.51

5 0.21 125.3 173.8 526.2 1.581 59.26

6 0.21 164.6 215 695.8 1.985 108.7

7 168.90 167.7 215 718.4 2.000 126.7

8 168.90 203.6 215 874.9 2.341 181.5

9 168.90 243.1 215 1054 2.701 252.9

10 137.20 538 215 3430 6.535 1487

11 36.60 349.1 211.4 3098 6.628 1126

12 36.60 349.1 192.7 3098 6.628 1126

13 33.60 538 192.7 3539 7.286 1371

14 7.37 318.3 171.1 3096 7.338 912.8

15 0.29 68.87 154.4 2484 7.361 293.9

16 36.60 349.1 17.46 3098 6.628 1126

17 18.53 208.6 17.45 894.2 2.417 177.9

18 2.69 318.3 11.81 3097 7.341 913.2

19 8.57 173.3 29.36 733.8 2.074 119.8

20 2.69 318.3 11.81 3097 7.341 913.2

21 1.43 210.1 5.948 2888 7.413 681.8

22 1.43 111.3 5.948 466.8 1.433 44.18

23 0.62 149.1 6.802 2772 7.468 550.4

24 0.56 88.2 12.75 369.4 1.172 24.59

25 61.27 86.7 6.127 2637 7.478 411.8

26 0.27 66.8 18.88 279.6 0.9157 11.14

Table 9.4 Comparison of simulated and actual data for the steam power plant.

Component Simulated value Actual value Difference (%)

High pressure turbine produced power (MW) 80.6 79 983 0.87

Intermediate pressure turbine produced power (MW) 83.4 83 114 0.37

Low pressure turbine produced power (MW) 99.9 100 878 0.88

Condensate pump consumed power (MW) 0.19 208.5 8.9

Boiler feed pump consumed power (MW) 4.85 4860 0.04

Mass flow rate of fuel (kg/s) 13.86 13.89 0.21
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he exergy analysis results are presented and the results show that the highest exergy
destruction rate is exhibited by the boiler. he boiler irreversibility is associated with
two important processes: the irreversibility that arises from the combustion reaction
and the irreversibility that arises during heat transfer to the working fluid. In the process
where combustion occurs, there is a large entropy generation rate, which corresponds
to a high exergy destruction rate. In addition, there are two separate streams passing
through the boiler, combustion gases at high temperature and cold water; the large tem-
perature difference between these streams also contributes to a high entropy generation
rate and a high exergy destruction rate.he results help identify possible improvements
for this device, like increasing the water temperature entering the boiler, preheating the
combustion air, and replacing the water tubes in the boiler with ones having better heat
transfer characteristics.

9.2.2 Objective Functions, Design Parameters, and Constraints

To apply a multi-objective optimization, we first define objective functions and estab-
lish appropriate constraints. We also need to consider the major design parameters for
the system. In a steam power plant, several design parameters are possible, but we con-
sider only the major ones here. For the given steam power plant, exergy efficiency and
total cost rate are taken to be the objective functions. hey are defined, respectively, as
follows:

� =
Ẇnet

�ṁfuelLHV
(9.12)

Ż =
�ΦZin

� × 3600
+ Ċf (9.13)

Here, the maintenance factor is � = 1.06, and Zin is the total purchase equipment cost
(in US dollars), listed in Table 9.5. Also, � is the annual cost coefficient, evaluated as

� =
i

1 − (1 + i)−n
(9.14)

Here, i and n are the interest rate and depreciation time, respectively [6]. In
Equation 9.13, Ċf is the fuel cost rate which is calculated as

Ċf = cf ṁf LHV (9.15)

he design parameters are selected for consideration when maximizing the exergy
efficiency and minimizing the total cost rate are steam turbine inlet pressure, steam
turbine inlet temperature, extraction pressures for the turbines, isentropic efficiencies
for the turbines and pumps, reheat pressure, and condenser pressure. he constraints
considered for the optimization study are listed in Table 9.6.
he steam cycle optimum design parameters are obtained for the operating power

plant described in the previous section. As already explained, the exergy efficiency and
total cost rate are the objective functions.he number of iterations for finding the global
extremum in the overall searching domain is about 3 × 1033.he system is optimized for
a depreciation time n = 20 years, and an interest rate i = 0.11. he developed genetic
algorithm code is applied for optimization for 600 generations using a search popula-
tion size of M = 100 individuals, a crossover probability of pc = 0.9, a gene mutation
probability of pm = 0.03 and a controlled elitism value c = 0.55.
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Table 9.5 Cost functions in terms of thermodynamic parameters for the steam power plant components [7].

System

component

Capital or investment cost functions

ZBoiler = a1(ṁboiler)
a2ΦpΦTΦ�

ΦSH∕RSH

Φp = exp

(
Pe − Pe

a3

)
, ΦT = 1 + a5 exp

(
Te − T e

a6

)
, Φ

�
= 1 +

(
1 − �1

1 − �1

)a4

Boiler ΦSH∕RSH = 1 +
Te − TiSH

Te

+
ṁRSH

ṁboiler

•
TeRSH − TiRSH

TeRSH

T e = 593∘c , Pe = 28 bar , �1 = 0.9 , a1 = 208582 $∕kgs

a2 = 0.8 , a3 = 150 bar , a4 = 7 , a5 = 5 , a6 = 10.42∘c

Deaerator Zdeaerator = a1(ṁwater)
a2

Steam Turbine (ST)

a1 = 145315 $∕kW 0.7 a2 = 0.7

ZST = a51.P
0.7
ST

(
1 +

(
0.05

1 − �ST

)3
)

×

(
1 + 5. exp

(
Ta − 866K

10.42K

))
,

a51 = 3880.5$.kW−0.7

Condenser ZCOND = a61.
Q̇cond

k.ΔTin

+ a62.ṁCW + 70.5. Q̇cond × (−0.6936.Ln(TCW − Tb) + 2.1898)

a61 = 280.74$.m−2, a62 = 746$.(kg.s)−1, k = 2200W .(m2.K)−1

Pump Zpump = a71.P
0.71
pump

(
1 +

0.2
1 − �pump

)
, a71 = 705.48$.(kg.s)−1

Table 9.6 Design parameters for the steam power
plant and their ranges.

Design parameter Lower bound Upper bound

T10 (
∘C) 500 550

P10 (MPa) 8 17

P16 (MPa) 2 4

P18 (MPa) 1 2

P20 (MPa) 0.4 1

P21 (MPa) 0.3 0.4

P23 (MPa) 0.1 0.3

P25 (MPa) 0.05 0.1

P1 (MPa) 0.005 0.5

�t 0.7 0.9

�P 0.5 0.8
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Figure 9.3 Pareto Frontier, identifying best trade-off values for the objective functions.

he results for themulti-objective optimization of the steam power plant are shown in
Figure 9.3.he Pareto frontier solution is shown for this systemwith objective functions
as shown in Equations 9.12 and 9.13 in multi-objective optimization. It can be seen in
this figure that the total cost rate of products increases moderately as the total exergy
efficiency of the cycle increases to about 40%.
As shown in Figure 9.3, the maximum exergy efficiency exists at design point C

(40.05%), while the total cost rate of products is the greatest at this point (1.28 $/hr).
But, the minimum value for the total cost rate of product occurs at design point A
which is about 1.15 $/hr. Design point A is the optimal situation when total cost rate
of product is the sole objective function, while design point C is the optimum point
when exergy efficiency is the sole objective function. In multi-objective optimization,
a process of decision-making for selection of the final optimal solution from the
available solutions is required. he process of decision-making is usually performed
with the aid of a hypothetical point (marked as the “ideal point” in Figure 9.3), at which
both objectives have their optimal values independent of the other objectives. he
optimal design parameters for points on the Pareto curve are listed in Table 9.7. he
optimization results for this power plant demonstrate that if the design parameter point
C in Figure 9.3 is selected, the exergy efficiency of the plant increases by approximately
4% which is a significant improvement.

9.3 Gas Turbine Power Plants

Gas turbine (GT) plants are widely utilized throughout the world for electricity gener-
ation, and natural gas is often used as the fuel in such plants. Today, many electrical
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Table 9.7 Values of design parameters for optimum selected
points A–C in Pareto optimum front.

Design parameter A B C

T10 (
∘C) 545 540 550

P10 (MPa) 9 9 16.71

P16 (MPa) 2.07 2.08 2.2

P18 (MPa) 1 1.08 1.05

P20 (MPa) 0.5 0.52 0.55

P21 (MPa) 0.33 0.34 0.35

P23 (MPa) 0.28 0.29 0.3

P25 (MPa) 0.05 0.05 0.0521

P1 (MPa) 0.007 0.007 0.007

�t 0.88 0.87 0.9

�P 0.69 0.0.66 0.65

generating utilities are striving to improve the efficiency (or heat rate) at their existing
thermal electric generating stations, many of which are over 25 years old. Often, a heat
rate improvement of only a few percent appears desirable, since the costs and complex-
ity of such measures often are more manageable than more expensive options. In this
regard, exergy based optimization is considered a useful tool for performance assess-
ment of power plants [8]. Energy utilization is very much governed by thermodynamic
principles (particularly by exergy), and therefore, an understanding of exergetic aspects
can improve understanding of pathways to sustainable development [9]. GT plants are
known for their low capital cost to power ratios, high flexibility, high reliability with-
out complexity, short delivery time, rapid commissioning to commercial operation, and
short start up time [9].
he gas turbine power plant considered here is shown in Figure 9.4. It includes an

air preheater that is part of a heat exchanger that recovers heat from the exhaust gas.
During operation of the gas turbine power plant, air at ambient conditions enters an
air compressor, which is treated as adiabatic, at point 1. After compression to point 2,
the air enters the air preheater (AP) where its temperature is increased to point 3. he
hot air exiting the air preheater is supplied to the combustion chamber (CC).he fuel at
point 9 is injected into the combustion chamber and hot combustion gases exit (point 4)
and pass through a gas turbine to produce power.he hot flue gases exit the gas turbine
at point 5 and pass through the heat recovery heat exchanger, which increases the tem-
perature of the air before it enters the combustion chamber, and then exit the plant as
flue gases at point 6 and as emissions to the ambient surroundings.

9.3.1 Thermodynamic Modeling

Energy balances and governing equations for the components of the gas turbine power
plant are utilized to model the device. An energy analysis for the air compressor is
provided in the previous section. Here, the thermodynamic modeling of the other
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Figure 9.4 Gas turbine power plant.

components is explained. Several simplifying assumptions are made to render the
modeling and analysis more tractable, while retaining adequate accuracy to ensure
meaningful results [10]:

• All processes take place at steady state.
• Air and combustion products are taken to be ideal gas mixtures.
• he fuel injected into the combustion chamber is taken to be natural gas.
• Heat loss from the combustion chamber is taken to be 2% of the fuel energy entering

the combustion chamber based on lower heating value, and all other components are
considered adiabatic.

• he dead state is P0 = 1.01 bar and T0 = 293.15 K.

An energy rate balance equation is described below for each plant device:

9.3.1.1 Air Compressor

Air at ambient pressure and a temperature T1 enters the compressor. he compressor
outlet temperature is a function of compressor isentropic efficiency (�AC), compressor
pressure ratio (rAC) and the specific heat ratio. hat is,

T2 = T1 ×

(
1 +

1
�AC

(
rAC

�a−1

�a − 1
))

(9.16)

he compressor work rate is a function of air mass flow rate (ṁa), the air specific heat,
and the temperature difference, and can be expressed as follows:

ẆAC = ṁaCpa(T2 − T1) (9.17)

where �a is the air specific heat ratio, and Cpa is treated as a function of temperature as
follows [11]:

Cpa(T) = 1.048 −

(
3.83T

104

)
+

(
9.45T2

107

)
−

(
5.49T3

1010

)
+

(
7.92T4

1014

)
(9.18)
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9.3.1.2 Air Preheater (AP)

We can write the following energy rate balance for a control volume around the air pre-
heater:

ṁa(h3 − h2) = ṁg(h5 − h6)�AP (9.19)

where �AP is air preheater efficiency. A pressure drop through the preheater ΔPAP is
considered, where

P3

P2

= (1 − ΔPAP) (9.20)

9.3.1.3 Combustion Chamber (CC)

he outlet properties of the combustion chamber are a function of air mass flow rate,
fuel lower heating value (LHV ), and combustion efficiency, and are related as follows:

ṁah2 + ṁf LHV = ṁgh3 + (1 − �cc) ṁf LHV (9.21)

he combustion chamber outlet pressure is defined by considering a pressure drop
across the combustion chamber as follows:

P3

P2

= 1 − ΔPCC (9.22)

whereΔPcc is the pressure loss across the combustion chamber and �cc is the combustion
efficiency.
he combustion reaction occurring and its species coefficients can be expressed as

follows:

�Cx1Hy1 + (xO2
O2 + xN2

N2 + xH2O
H2O + xCO2

CO2 + xArAr) → yCO2
CO2

+ yN2
N2 + yO2

O2 + yH2O
H2O + yNONO + yCOCO + yArAr), (9.23)

where
yCO2

= (�x1 + xCO2
− yCO2

),

yN2
= (xN2

− yNO),

yH2O
=

(
xH2O

+
�×y1

2

)
,

yO2
=

(
xO2 − � × x1 −

�×y1

4
−

yCO

2
−

yNO

2

)
,

yAr = xAr , and

� =
nf

nair

.

9.3.1.4 Gas Turbine

he gas turbine outlet temperature can be written as a function of gas turbine isentropic
efficiency (�GT ), the gas turbine inlet temperature (T3), and gas turbine pressure ratio
(P3∕P4) as follows:

T5 = T4(1 − �GT

⎛⎜⎜⎝
1 −

(
P4

P5

) 1−�g

�g
⎞⎟⎟⎠

(9.24)
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he gas turbine output power is also found as:

ẆGT = ṁgCpg(T4 − T5) (9.25)

Here, ṁg is the gas turbine mass flow rate, which is calculated as

ṁg = ṁf + ṁa (9.26)

he net output power can be expressed as

ẆNet = ẆGT − ẆAC (9.27)

where Cpg is taken to be a function of temperature as follows [5]:

Cpg(T) = 0.991 +

(
6.997T

105

)
+

(
2.712T2

107

)
−

(
1.2244T3

1010

)
(9.28)

9.3.2 Exergy and Exergoeconomic Analyses

We now focus on the exergy destruction and efficiency for the components of the gas
turbine system. Expressions for these exergy parameters, which are used in the opti-
mization procedures discussed subsequently, are given in Table 9.8. A complete exergy
analysis is not provided, as extensive details regarding exergy analyses of gas turbine
based power generation are given elsewhere [5, 9] and in previous chapters.
Exergoeconomics is the branch of engineering that appropriately combines thermo-

dynamic evaluations based on an exergy with economic principles, at the level of system
components, in order to provide information that is useful to the design and operation
of a cost effective system, but not obtainable by conventional energy and exergy analyses
and economic analysis [6, 12]. Some suggest that, when exergy costing is not applied, the
general term thermoeconomics is more appropriate as it characterizes any combination
of thermodynamic and economic analyses [38, 39]. In order to define a cost function
that is dependent on the optimization parameters of interest, the component cost is
expressed a function of thermodynamic design parameters [39].

Table 9.8 Expressions for exergy destruction rate and exergy efficiency for
components of the gas turbine power plant.

Component Exergy destruction rate Exergy efficiency

Compressor ̇Ex1 + ẆAC = ̇Ex2 +
̇ExD �AC =

̇Ex2 −
̇Ex1

Ẇac

Air preheater ̇Ex2 +
̇Ex5 =

̇Ex3 +
̇Ex6 +

̇ExD �AP =
̇Ex3 −

̇Ex2
̇Ex5 −

̇Ex6

Combustion chamber ̇Ex3 +
̇Ex9 =

̇Ex4 +
̇ExD �CC =

̇Ex4
̇Ex3 +

̇Ex9

Gas turbine ̇Ex4 =
̇Ex5 + ẆGT + ĖxD �GT =

ẆGT

̇Ex4 −
̇Ex5
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For each flow in a system, a parameter called flow cost rate Ċ ($/h) is defined, and a
cost rate balance is written for each component as

Ċq,k +
∑
i

Ċi,k + Żk =
∑
e

Ċ

e,k

+ Ċw,k (9.29)

he cost rate balances are generally written so that all terms are positive. Using
Equation 9.29, one can write [12]:∑

(ceĖxe)k + cw,kẆk = cq,kĖxq,k +
∑

(ciĖxi)k + Żk (9.30)

Ċj = cjĖxj (9.31)

In this analysis, the fuel and product exergy need to be defined. he product exergy is
defined according to the component under consideration, while the fuel represents the
source that is consumed in generating the product. Both product and fuel are expressed
in terms of exergy. he cost rates associated with the fuel (ĊF ) and product (ĊP) of a
component are obtained by replacing the exergy rates ( ̇Ex).
In the cost rate balance formulation (Equation 9.31), there is no cost term directly

associated with the exergy destruction of each component. Accordingly, the cost asso-
ciated with the exergy destruction in a component or process is a hidden cost. If one
combines both exergy and cost rate balances, one can obtain the following:

ĖxF ,k = ĖxP,k + ĖxD,k (9.32)

Accordingly, the cost rate of exergy destruction is can be expressed as follows:

ĊD,k = cF ,kĖxD,k (9.33)

In addition, several methods have been proposed to express the purchase cost of equip-
ment in terms of the design parameters in Equation 9.30 [3, 12, 13]. Here, we use the cost
functions suggested by Ahmadi et al. [20, 26, 29] and Rosen et al. [13], modified to fit
the regional conditions of Iran and the inflation rate. We convert the capital investment
into cost per time unit as follows:

Żk =
Zk .CRF .�

N × 3600
(9.34)

where Zk is the purchase cost of the kth component, and CRF is the capital recovery
factor. CRF depends on the interest rate and equipment life time, and is determined
here as follows [12, 14]:

CRF =
i × (1 + i)n

(1 + i)n − 1
(9.35)

where i denotes the interest rate and n the total operating period of the system in years.
Also, N is the annual number of operation hours for the unit, and � is the maintenance
factor, which is often 1.06 [6]. To determine the component exergy destruction cost
rate, the exergy destruction rate, ĖxD,k , is evaluated using exergy rate balances from the
previous section.
To estimate the cost rate of exergy destruction in each component of the plant, we first

solve the cost rate balances for each component. In the cost rate balance (Equation 9.30),
there is more than one inlet and outlet flow for some components. In such cases, the
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number of unknown cost parameters is higher than the number of cost balances for that
component. Auxiliary exergoeconomic equations are developed to allow such problems
to be solved. Writing Equation 9.30 for each component together with the auxiliary
equations forms a system of linear equations as follows:

[Ėxk] × [ck] = [Żk] (9.36)

where [Ėxk], [ck] and Żk are the exergy rate matrix (obtained via exergy analysis), the
exergetic cost vector (to be evaluated), and the vector of Żk factors (obtained via eco-
nomic analysis), respectively. hat is,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ėx1 0 0 0 0 0 0 0 0
Ėx1 −Ėx2 0 0 0 0 Ėx7 0 0
0 Ėx2 −Ėx3 0 −Ėx5 −Ėx6 0 0 0
0 0 Ėx3 −Ėx4 0 0 0 0 Ėx9
0 0 0 Ėx4 −Ėx5 0 −Ėx7 −Ėx8 0
0 0 0 1 −1 0 0 0 0
0 0 0 0 0 0 1 −1 0
0 0 0 0 1 −1 0 0 0
0 0 0 0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c1
c2
c3
c4
c5
c6
c7
c8
c9

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
−ŻAC

−ŻAP

−ŻCC

−ŻGT

0
0
0
Fc

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(9.37)

9.3.3 Environmental Impact Assessment

A primary objective for minimizing environmental impact is to increase the efficiency
of energy conversion processes and thereby decrease fuel use. In recent years, a special
focus has been placed on releases of carbon dioxide, since it is the main greenhouse
gas, and optimization of thermal systems based on this parameter has received much
attention. A focus of the present analysis is to consider emissions of pollutants (e.g.,
CO and NOx) since most approaches reported for optimizing power plants pay little
attention to environmental impacts.
he adiabatic flame temperature in the primary zone of the combustion chamber can

be expressed as follows [15]:

Tpz = A�� exp(�(� + �)2)�x∗�y
∗

� z∗ (9.38)

where � is dimensionless pressure (P∕Pref ), � is dimensionless temperature (T∕Tref ),� is
the H/C atomic ratio, � = � for � ≤ 1 (where � is mass or molar ratio) and � = � − 0.7
for � ≥ 1. Moreover, x∗, y∗ and z∗ are quadratic functions of � based on the following
equations:

x∗ = a1 + b1� + c1�
2 (9.39)

y∗ = a2 + b2� + c2�
2 (9.40)

z∗ = a3 + b3� + c3�
2 (9.41)

where A, �, �, �, ai, bi, and ci are constants. Values for these parameters are listed in
Table 9.9, and more details on the methodology are presented elsewhere [15, 16].
he amount of CO and NOx produced in a combustion chamber and combustion

reaction is dependent on the adiabatic flame temperature [16]. he pollutant emissions
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Table 9.9 Values for parameters in Equations 9.38 to 9.41.

Parameter 0.3≤�≤ 1.0 1.0≤�≤ 1.6

0.92≤�≤ 2 2≤�≤ 3.2 0.92≤�≤ 2 2≤�≤ 3.2

A 2361.76 2315.75 916.82 1246.17

� 0.1157 –0.049 0.288 0.381

� –0.948 –1.114 0.145 0.347

� –1.097 –1.180 –3.277 –2.0365

a1 0.014 0.010 0.031 0.036

b1 –0.055 –0.045 –0.078 –0.085

c1 0.052 0.0482 0.0497 0.0517

a2 0.395 0.568 0.025 0.009

b2 –0.441 –0.550 0.260 0.502

c2 0.141 0.132 –0.131 –0.247

a3 0.005 0.011 0.004 0.017

b3 –0.129 –0.129 –0.178 –0.189

c3 0.082 0.084 0.098 0.1037

(in grams per kilogram of fuel) can be determined as follows [16]:

mNOx
=

0.15E16 �0.5 exp
(
−

71 100

Tpz

)

P0.05
3

(
ΔP3

P3

)0.5
(9.42)

mCO =

0.179E9 �0.5 exp
(

7800

Tpz

)

P2
3�

(
ΔP3

P3

)0.5
(9.43)

where � is the residence time in the combustion zone (assumed constant and equal to
0.002 s) [16], Tpz is the primary zone combustion temperature, P3 is the combustor inlet
pressure, andΔP3∕P3 is the non-dimensional pressure drop in the combustion chamber.

9.3.4 Optimization

In this section we consider objective functions, design parameters, and constraints, as
well as the overall optimization procedure.

9.3.4.1 Definition of Objective Functions

heobjective functions considered here formulti-objective optimization are exergy effi-
ciency (to be maximized), the total cost rate of the product and environmental impact
(to be minimized), and the CO2 emission (to be minimized).he second objective func-
tion expresses the environmental impact as the total pollution damage ($/h) due to
CO and NOx emissions by multiplying their respective flow rates by their correspond-
ing unit damage costs, which have been reported elsewhere as CCO = 0.02086 $∕kg CO
and CNOx = 6.853 $∕kg NOx [6]. In the present analysis, the cost of pollution damage is
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assumed to be added directly to the expenditures that must be paid, making the second
objective function the sum of thermodynamic and environmental objectives. Conse-
quently, the objective functions in this analysis can be expressed as follows:

Gas Turbine Power Plant Exergy Efficiency

�total =
Ẇnet

ṁf ,CC × LHV × �
(9.44)

Here, Ẇnet, ṁf ,CC and � denote respectively the gas turbine net output electrical power,
themass flow rate of fuel injected into the combustion chamber, and a fuel exergy/energy
correlation parameter for gaseous fuels of composition (CxHy).

Total Cost Rate

Ċtot = Ċf +
∑
k

Zk + ĊD + Ċenv (9.45)

where the cost rates of environmental impact and fuel are expressed as

Ċenv = CCOṁCO + CNOx
ṁNOx

, Ċf = cf ṁf × LHV (9.46)

Here, ŻK and ĊD are the purchase cost rate of each component and the cost rate of exergy
destruction, respectively. In addition, ṁCO and ṁNOx

are calculated with Equations 9.42
and 9.43, respectively.

9.3.4.2 Decision Variables

he decision variables (design parameters) in this case study are compressor pressure
ratio RAC , compressor isentropic efficiency �AC, gas turbine isentropic efficiency �GT,
combustion chamber inlet temperature T3, and gas turbine inlet temperature GTIT.
Even though the decision variables may be varied in the optimization procedure, each
decision variable is normally required to be within a reasonable range so constraints are
applied. hese constraints and the reasons of their applications are listed in Table 9.10,
based on previous analyses [6, 17].

9.3.4.3 Model Validation

To simulate the performance of the gas turbine power plant, simulation code developed
with Matlab software is used. To validate the simulation code, the results of this study
are compared with an actual operating gas turbine power plant located in the Shahid
Salimi Power Plant, Neka, Iran. his power plant is located close to Mazandaran city

Table 9.10 Constraints for optimization of gas turbine power plant.

Constraint Reason

GTIT < 1550 K Material temperature limit

P2∕P1 < 20 Commercial availability

�GT < 0.92 Commercial availability

�AC < 0.92 Commercial availability

T7 > 400 K Avoid formation of sulfuric acid in exhaust gases
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Table 9.11 Comparison of power plant data and simulation code results.

Quantity Unit Measured data Simulation code result Difference (%)

T2
∘C 321.4 332.0 3.2

T6
∘C 500 529.0 5.5

T7
∘C 448 487.0 8.0

ṁf kg/s 8.44 8.18 3.2

� % 32.0 30.4 5.0

near the Caspian Sea, in one of the northern provinces in Iran. A schematic diagram of
this power plant was shown earlier (Figure 9.4).
Based on power plant data obtained in 2005, the incoming air has a temperature of

20∘C and a pressure of 1 bar.he pressure increases to 10.1 bar in the compressor, which
has an isentropic efficiency of 82%.he gas turbine inlet temperature is 971∘C.he tur-
bine has an isentropic efficiency of 86%, and the regenerative heat exchanger has an
effectiveness of 87%. he pressure drop through the air preheater is considered 3% of
the inlet pressure for both flow streams and through the combustion chamber is 3%
of the inlet pressure. he fuel (natural gas) is injected at 20∘C and 30 bar. hermody-
namic properties of the power plant based on modeling and simulation are listed in
Table 9.11 and contrasted with given power plant data. he data from the simulation
code are observed to vary from those for the actual power plant by about 3% to 8%, with
the maximum difference applicable to the air preheater outlet temperature. his good
agreement suggests that data generated by the simulation code for the gas turbine power
plant is reasonably valid.

9.3.5 Results and Discussion

Figure 9.5 shows the Pareto frontier solution obtained by multi-objective optimiza-
tion for the gas turbine power plant, based on the objective functions described in
Equations 9.44 and 9.45. It is observed that, while the total exergy efficiency of the cycle
is increased to about 41%, the total cost rate of products increases very slightly. An
increase in the total exergy efficiency from 41% to 43.5% corresponds to a moderate
increase in the cost rate of the product. In addition, an increase in the exergy efficiency
from 43.5% to the higher value leads to a significant increasing of the total cost rate.
It is seen in Figure 9.5 that the maximum exergy efficiency exists at design point (C)
(43.0%), while the total cost rate of products is the greatest at this point. But, the
minimum value for total cost rate of product occurs at design point (A). Design point C
is the optimal situation if efficiency is the sole objective function, while design point A
is the optimum condition if total cost rate of product is the sole objective function. he
specifications of these three possible design points A–C in the Pareto optimal fronts
are listed in Table 9.12.
In multi-objective optimization, a process of decision-making for selection of

the final optimal solution from the available solutions is required. he process of
decision-making is usually performed with the aid of a hypothetical point, called the
equilibrium point in Figure 9.5, at which both objective functions have their optimal
values, independent of the other objective functions. It is clear that it is impossible to
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Figure 9.5 Pareto frontier, showing best trade-off values for the objective functions.

Table 9.12 Optimum design values for A to C Pareto optimal
fronts for input value.

Property Unit A B C

�ex % 39.59 43.5 43.89

ĊD $/hr 1227.1 1354 2309

Unit CO2 emission Kg/MWhr 201.5 183.4 181.8

Ċenv $/hr 16.92 11.88 11.78

have both objectives at their optima simultaneously, and as shown in Figure 9.5 the
equilibrium point is not a solution located on the Pareto frontier. he closest point
of the Pareto frontier to the equilibrium point might be considered as a desirable
final solution. Nevertheless, in this case, the optimum Pareto frontier exhibits weak
equilibrium, that is, a small change in the exergetic function due to variations in
operating parameters causes a large variation in the cost rate of the product. herefore,
the equilibrium point cannot be utilized for decision-making in this problem. In
selection of the final optimum point, it is desired to achieve a better value for each
objective than its initial value for the base case problem. Hence, because the optimized
points in the B-C region exhibit a maximum exergy efficiency increment of about 1%
and a minimum total cost rate increment of 82.53% relative to design C, this region is
eliminated from the Pareto curve, leaving just the region A-B as shown in Figure 9.6
Since each point can be the optimal point in the Pareto solution obtained via

multi-objective optimization, selection of the optimum solution is dependent on the
preferences and criteria of each decision maker. Hence, each decision maker may
select a different point as the optimum solution so as to best suit his/her objectives.
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To provide a helpful tool for the optimal design of the gas turbine cycle, the following
equation is derived for the Pareto optimal points curve shown in Figure 9.5.

ĊTot =
7.42189�3 + 16.3579�2 − 18.7497� + 4.45071

�4 + 21.3513�3 − 7.18236�2 − 6.40907� + 2.35422
(9.47)

his equation is valid in the range of 0.38 < � < 0.44.

9.3.6 Sensitivity Analysis

A sensitivity analysis can provide enhanced insights into the results. his analysis con-
siders changes in a relevant parameter as well as some other modeling parameters, and
helps predict the effects of the modifications on modeling and optimization. Here, a
sensitivity analysis of the Pareto optimum solution is performed considering the fuel
specific cost and the interest rate. Figure 9.7 shows the sensitivity of the optimal Pareto
frontier to variations of specific fuel cost.his figure shows that the Pareto frontier shifts
upward as the specific fuel cost increases. At lower exergy efficiency, the sensitivity of
the optimal solutions to fuel cost is much higher than the location of the Pareto frontier
when the weight of the thermoenvironomic objective is high than when it is low. In fact
the exergetic objective does not have a significant effect on the sensitivity of the objective
functions to economic parameters such as the fuel cost and interest rate. Moreover, at a
higher exergy efficiency, the purchase cost of equipment in the plant increases, causing
the cost rate of the plant to increase too. At a constant exergy efficiency, increasing the
fuel cost causes the total cost rate of product to increase due to the fact that the fuel cost
plays a significant role in this objective function.
Figure 9.8 displays the sensitivity of the Pareto optimum solution for the total cost

rate to the specific CO2 emissions and the fuel cost rate. It can be seen in this figure that
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obtaining a cycle that produces less CO2 involves selecting components that have higher
thermodynamicmerit measures (such as isentropic efficiency). Such selections typically
lead to increases in the purchase costs of the equipment. But, by increasing the fuel cost,
the total cost rate of the product is increased because of the importance of the fuel cost
in this objective function. Similar behavior is observed in the sensitivity of the Pareto
optimal solution to interest rate in Figures 9.9 and 9.10. he final optimal solution that
is selected here belongs to the region of the Pareto frontier with significant sensitivity
to the costing parameters. he region with lower sensitivity to the costing parameters
is not reasonable for the final optimum solution due to the weak equilibrium of the
Pareto frontier, in which a small change in the plant exergy efficiency due to a variation
of operating parameters risks increasing the product cost rate considerably.

9.3.7 Summary

he modeling, analysis, and optimization results are summarized here. he modeling
and analysis results exhibit average differences between simulated and measured
parameters values of about 5.1%, with the maximum of 10.3% occurring for the cycle
exergy efficiency. An evolutionary algorithm (specifically a genetic algorithm), which
is an alternative to previously presented calculus-based optimization approaches,
is utilized for multi-objective optimization of typical gas turbine power plant. he
evolutionary algorithm is shown to be a powerful and effective tool for finding the set
of the optimal solutions and the corresponding choices of optimum design variables
in the power plant, relative to conventional mathematical optimization algorithms.
he importance of quantifying environmental impacts is accommodated through the
introduction of pollution related costs in the economic objective function. Hence,
the environmental objective is transformed into a cost function that incorporates the
costs of environmental impacts. he new environmental cost function is merged into
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the thermoeconomic objective and a new thermoenvironomic function is obtained.
To provide good insights into CO2 emission in the plant, the emission of this gas
is considered as a distinct objective function, that is, the CO2 emission per unit of
electricity generation of the plant is minimized. Hence the four-objective optimization
problem is transformed to a three objective problem, facilitating the decision-making
process. Further, results for the optimized plant and the actual operating power plant
are compared. Relative to the actual power plant, the optimization results attain
increases in the overall exergoeconomic factor of the system, raising it from 32.79 to
62.24%, implying that the optimization process mostly improves the associated cost
of thermodynamic inefficiencies. he sensitivity of the obtained Pareto solutions to
interest rate and fuel cost are examined. he selection of the final optimum solution
from the Pareto frontier requires a decision-making process that is dependent on the
preferences and criteria considered by the decision maker.

9.4 Combined Cycle Power Plants

Combined cycle power plants (CCPPs) are attractive for electrical power generation
mainly due to their higher thermal efficiencies than independent steam or gas turbine
cycles. he optimal design of such cobined cycles is of increasing importance due to
long-term increases in fuel prices and decreases in fossil fuel resources [18]. he main
challenge in designing a combined cycle is proper utilization of the gas turbine exhaust
heat in the steam cycle so as to achieve optimum steam turbine output from the perspec-
tive of the overall plant. In addition to higher thermal efficiencies than gas turbine cycle
and steam cycles, combined cycles typically have higher net output power outputs and
lower unit emissions (per unit of electricity generation).he benefits of CCPPs have led
to increases in the number and output power of such cycles recently, around the world.
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In this section, we develop a thermodynamic model and apply thermoeconomic opti-
mization to a combined cycle power plant, based on actual data from theNeka combined
cycle power plant in the northern part of Iran close the Caspian Sea. his power plant,
shown in Figure 9.11, uses a dual pressure combined cycle and has a net output power
of 420 MW. Exergy and exergoeconomic analyses and optimization of the CCPP are
conducted using energy and exergy approaches, and parametric studies are undertaken
to investigate how system inputs and outputs are affected by operating conditions. he
model results are compared with actual data for validation purposes. An optimization
program is developed to determine the best design parameters for the cycle.

9.4.1 Thermodynamic Modeling

Aswith the steam and gas turbine power plants considered in the previous two sections,
energy and mass rate balance equations are used for the modeling of the CCPP. Since
a gas turbine power plant and the topping cycle of a CCPP are both based on the gas
turbine cycle, which was already explained in detail in section 9.3.1, we focus here on
the bottoming cycle of the CCPP.
In this analysis, several assumptions are made [18]:

• All processes are steady state and steady flow.
• Air and combustion products are treated as ideal gas mixtures.
• he fuel injected into the combustion chamber is natural gas.
• Heat loss from the combustion chamber is considered to be 3% of the fuel lower heat-

ing value [6], and all other components are considered adiabatic.
• he dead state conditions are P0 = 1.01 bar and T0 = 293.15 K.

Details on the thermodynamic modeling of the relevant components follow:

9.4.1.1 Duct Burner

Additional fuel is burned in the supplementary firing duct burner to increase the tem-
perature of the exhaust gas that passes through the HRSG. In the duct burner:

ṁghD + ṁDBLHV = (ṁg + ṁDB)h5 + (1 − �DB)ṁDBLHV

where LHV is the lower heating value of the natural gas and �DB is the duct burner com-
bustion efficiency, which is considered to be 93% [18].

9.4.1.2 Heat Recovery SteamGenerator (HRSG)

A dual pressure HRSG, which is common for CCPPs, is considered here. Applying the
energy rate balance for the gas and water flows in each part of the HRSG, the gas and
water properties can be calculated. Doing so involves solving the following equations:

High pressure superheater:

ṁg cp(T11 − T12) = ṁs,HP (h10 − h9)

High pressure evaporator:

ṁg cp(T12 − T13) = ṁs,HP (h9 − h8)

High pressure economizer:

ṁg cp(T13 − T14) = ṁs,HP (h8 − h7)
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Low pressure superheater:

ṁg cp(T14 − T15) = ṁs,LP (h6 − h5)

Low pressure evaporator:

ṁg cp(T15 − T16) = ṁs,LP (h5 − h4)

Deaerator evaporator:

ṁg cp(T16 − T17) = ṁs,LP (h3 − h2)

Condensate preheater:

ṁg cp(T17 − T18) = ṁs,LP (h2 − h1)

hese combinations of energy and mass rate balance equations are numerically solved,
allowing the temperature profiles of the gas and water/steam sides of the HRSG to be
determined.

9.4.1.3 Steam Turbine (ST)

An energy rate balance for the steam turbine shown in Figure 9.11, and an expression
for its isentropic efficiency, follow:

ṁwh5 = ẆST − ṁwh6

�ST =
ẆST ,act

ẆST ,is

9.4.1.4 Condenser

An energy rate balance for the condenser follows:

ṁ6h6 = Q̇cond − ṁ7h7

9.4.1.5 Pump

An energy rate balance for the pump, and an expression for its isentropic efficiency,
follow:

ṁwh7 + Ẇpump = ṁwh8

�pump = (wis)∕(wact)

hese energy and mass rate balance equations are numerically solved and the tempera-
ture and enthalpy of each flow in the plant are determined.

9.4.2 Exergy Analysis

Exergy analysis can help improve understanding of efficiencies and losses, and thereby
assist in developing strategies and guidelines for more efficient and effective use of
energy. Exergy methods have been utilized on various thermal processes, including
power generation, CHP, trigeneration, andmultigeneration.he exergy of a substance is
often divided into four components: physical and chemical exergy (which are the most
common ones), as well as kinetic and potential exergy (which, as is done here, are often
assumed to be negligible because elevation changes are small and speeds are relatively
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low [6, 12, 19]). Physical exergy is defined as the maximum useful work obtainable as a
system interacts with a reference environment at an equilibrium state. Chemical exergy
is associated with the departure of the chemical composition of a system from chemical
equilibrium with the reference environment and is considered important in processes
involving combustion and other chemical changes [3]. A general exergy rate balance
can be written as:

ĖxQ +
∑
i

ṁiexi =
∑
e

ṁeexe + ĖxW + ĖxD

where subscripts i and e denote the control volume inlet and outlet flows, respectively,
ĖxD is the exergy destruction rate, and other terms are as follows:

ĖxQ =

(
1 −

T0

Ti

)
Q̇i

Ėxw = Ẇ

ex = exph + exch

Here, ĖxQ is the exergy rate of heat transfer crossing the boundary of the control volume
at absolute temperature T , the subscript 0 refers to the reference environment condi-
tions and ĖxW is the exergy rate associated with shaft work. Also, exph is defined as
follows:

exph = (h − h0) − T0(s − s0)

he specific chemical exergy of a mixture can be expressed as follows [3]:

exchmix =

n∑
i=1

xiex
ch
i
+ RT0

n∑
i=1

xi ln xi

In the present analysis, the exergy of the flows are calculated at all states and the
destruction in exergy is determined for the major components. he cause of exergy
destruction (or irreversibility) in the combustion chamber is mainly combustion (chem-
ical reaction) and thermal losses in the flow path [6]. However, the exergy destruction in
the system heat exchangers (i.e., condenser and HRSG) is due to the large temperature
differences between the hot and cold fluids.

9.4.3 Optimization

A genetic algorithm (GA) optimization method based on an evolutionary algorithm is
applied to the combined cycle power plant shown in Figure 9.11 to determine the best
design parameters for the system. he objective functions, design parameters and con-
straints, and overall optimization study are described in this section.

9.4.3.1 Definition of Objectives

As noted in the previous section, the objective function considered here is sum of the
fuel cost and the cost of exergy destruction, as well as purchase cost. his objective
function is to be minimized using the genetic algorithm. he objective function can
be written as follows:

Ċtot =
∑
k

Żk + Ċf + Ċenv (9.48)



302 Optimization of Energy Systems

where the cost rates of environmental impact and fuel are expressed as:

Ċenv = CCOṁCO + CNOxṁNOx + CCO2
ṁCO2

and Ċf = cf (ṁf + ṁfDB) LHV

Here, ŻK is the purchase cost rate of componentK . Further details about equipment pur-
chase costs can be found elsewhere [12, 13]. Also cf is the fuel unit cost which is taken
to be 0.003 $/MJ in this analysis. Also, we express the environmental impact as the total
cost rate of pollution damage ($/s) due to CO, NOx and CO2 emissions by multiplying
their respective flow rates by their corresponding unit damage costs (CCO, CNOx, and
CCO2, which are taken to be equal to 0.02086 $/kg, 6.853 $/kg and 0.024 $/kg, respec-
tively) [6]. he cost of pollution damage is assumed here to be added directly to other
system costs.

9.4.3.2 Decision Variables

he design parameters selected for this analysis are compressor pressure ratio (rAC),
compressor isentropic efficiency (�AC), gas turbine isentropic efficiency (�GT), gas tur-
bine inlet temperature (GTIT), duct burner mass flow rate (ṁDB), high pressure steam
pressure (PHP), low pressure steam pressure (PLP), HP main steam temperature (THP),
LP main steam temperature (TLP) HP pinch point temperature difference (PPHP), LP
pinch point temperature difference (PPLP), condenser pressure (PCond), steam turbine
isentropic efficiency (�ST), and pump isentropic efficiency (�pump). Values for these deci-
sion parameters are sought such that the objective function is minimized.

9.4.3.3 Constraints

To render the optimization realistic, constraints are applied during the optimization
procedure. hese constraints are listed in Table 9.13 and are applied in the Matlab soft-
ware program. Note that, without constrants, a better result for the objective function
may be attainable, but the constraints exclude such a point from consideration during
the optimization procedure.

Table 9.13 Constraints for optimization of combined cycle power plant.

Constraint Rationale

GTIT < 1550 K Material temperature limitation

rcomp < 22 Commercial availability

�CompC < 0.9 Commercial availability

�GT < 0.9 Commercial availability

Pmain < 110 bar Commercial availability

�ST Commercial Availability

�p Commercial availability

ṁDB < 2 kg∕s Super heater temperature limitation

5 bar < Pcond < 15 bar hermal efficiency limitation

Tmain Material temperature limitation

T18 ≥ 120∘C Avoid formation of sulfuric acid in exhaust gases

5∘C < PP < 30∘C Second law of thermodynamics limitation

Source: Ahmadi 2011. Reproduced with permission of Elsevier.



9 Power Plants 303

9.4.4 Results and Discussion

To verify themodeling results, theHRSG, a significant component of the CCPP, is exam-
ined and the results of HRSG are compared with the corresponding measured values
obtained from the actual operating HRSG in the Neka combined cycle power plant in
Iran. Values of thermal modeling parameters for the HRSG at the Neka CCPP are listed
in Table 9.14.
he gas temperature variation of the Neka dual pressure HRSG with a duct burner

obtained with the simulation program, and the corresponding measured values, are
shown and compared in Figure 9.12. he average of the difference between the numeri-
cal and measured parameter values at various sections of the HRSG is about 1.14% and
the maximum difference is 1.36% for the LP superheater. his good agreement suggests
that the accuracy of the results from the simulation code developed for the HRSG as
well as the whole plant is adequate.
he genetic algorithm optimization routine is applied to obtain the CCPP optimum

design parameters. Figure 9.13 shows the convergence of the objective function with

Table 9.14 Input parameters of the HRSG of
the Neka CCPP used for model verification.

Input Value

Inlet gas temperature, (K) 773.15

Inlet gas flow rate, (kg/s) 500

Inlet water temperature, (K) 320

Total water flow rate, (kg/s) 76.11

Inlet water enthalpy, (kJ/kg) 185

Ambient temperature, (K) 293.15
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Figure 9.12 Variation of hot gas temperature in various heat transfer elements of HRSG at Neka CCPP,
for both modeled and measured values.
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Cf = 0.003 $∕MJ).

the number of generations (40 in our case study, beyond which there is no noticeable
change in the value of the objective function). From this figure, it can be observed that
the developed genetic algorithm has a good convergence rate, leading to two important
benefits: a lower computer running time and better optimization results.
By applying the developed genetic algorithm code for this problem and considering

both objective functions and constraints, the optimal design parameters of the com-
bined cycle are found.he optimal decision variables of the plant are given in Table 9.14.
It can be observed that by selecting these design parameters the objective function
defined in Equation 9.48 takes on the minimum value. Note that fuel cost has a sig-
nificant effect on the objective function. herefore, from one perspective the design
parameters should be selected such that both the combustion chamber and duct burner
mass flow rates have minimum values. But from other perspectives it is noted that by
decreasing these mass flow rates the environmental emissions are reduced and the total
efficiency of the cycle is decreased.
To provide further insight into this real optimization problem, a sensitivity analysis

is performed. Here, two important factors are considered: unit cost of fuel and net out-
put power of the combined cycle power plant. he sensitivity analysis is performed by
makingmodifications to these two parameters and applying the genetic algorithm. Note
that, to determine the optimal design parameters for each unit cost of fuel and output
power, a new optimization procedure is applied. Hence, each optimal value is the best
for each cost and output power. An important benefit of this method is the ability to
predict the trend of design parameters when any changes in the unit cost of fuel and
output power occur. As discussed earlier, the unit cost of fuel has a significant effect on
the objective function, so any change in this parameter affects the value of the objective
function as well as the design parameters. his implies that, when the unit cost of fuel
increases, the optimal design parameters of the plant should be selected in such a way
that other terms in the objective function (Equation 9.48) decrease.
Consequently, to investigate the effects of fuel price on the optimum design param-

eters, the simulation and optimization procedures are repeated with different values of
input parameters. For instance, when the fuel price increases, the cost objective func-
tion increases.hus, design parameters should be selected in such a way as to minimize
this objective function. Since fuel price is multiplied by the mass flow rate in the power
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Figure 9.14 Effect of unit cost of fuel and net power output on optimal value of air compressor
isentropic efficiency �comp.
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Figure 9.15 Effect of unit cost of fuel and net power output on optimal value of gas turbine isentropic
efficiency �GT.

plant, the design parameters tend to be selected in order to decrease mass flow rates
(e.g., by utilizing a compressor with higher isentropic efficiency).
Figures 9.14 and 9.15 show that, at constant output power, both the gas turbine isen-

tropic efficiency and compressor isentropic efficiency increase with any increase in the
unit cost of fuel. he reason is that, when the unit cost of fuel is increased, the first term
in the objective function increases; thus other terms in the objective function need to
decrease. According to the literature and other investigations by the authors, an increase
in the isentropic efficiency leads to a decrease in the cost of exergy destruction.hus, the
last term in Equation 9.48 decreases.his study reveals that, by describing the variation
of the optimal decision variables versus fuel unit cost, increasing the fuel cost causes
the optimal decision variables generally to shift to a more thermodynamically efficient
design.
As seen in Figures 9.14 to 9.17, the values of decision variables rcomp, �comp, �GT, and

GTIT increase with an increase in the fuel unit cost for several net power outputs. An
increase in the inlet gas turbine temperature causes a decrease in the exergy destruction
rate of the combustion chamber. But, according to the cost of exergy destruction rate,
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Figure 9.16 Effect of unit cost of fuel and net power output on optimal value of compressor ratio rcomp.
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Figure 9.17 Effect of unit cost of fuel and net power output on optimal value of gas turbine
temperature GTIT.

which is proportional to the exergy destruction rate, the last term of the objective func-
tion decreases. Moreover, an increase in the turbine inlet temperature, GTIT, reduces
the exergy destruction rate in the combustion chamber and turbine. Since increasing
GTIT results in a higher temperature of the exhaust gases, the constraint T18 > 120∘C
does not cause any limitation as GTIT rises. However, due the fact that any increase in
GTIT affects the turbine investment cost, GTIT can only increase within a certain limit.
As a result, these changes result in decrease in the objective function.
Figure 9.18 shows the effect on the duct burner mass flow rate versus of varying the

unit cost of fuel for several net power outputs. An increase in the unit cost of fuel is
observed to cause themass flow rate through the duct burner to decrease, due to the fact
that the objective function should decrease correspondingly. Since raising themass flow
rate has a positive effect on (i.e., increases) the first term of the objective function, the
genetic algorithm tends to optimally determine the design parameters that decrease the
duct burner mass flow rate. Additionally, this reduction in mass flow rate can decrease
the environmental impacts, as discussed elsewhere [5].
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Figure 9.18 Effect of unit cost of fuel and net power output on optimal value of duct burner mass flow
rate.

One of the most important parameters in designing heat recovery steam generators
is the pinch point temperature difference. he pinch temperature is defined as the tem-
perature difference between the outlet gas from the evaporator and the saturation tem-
perature. A smaller pinch temperature corresponds to a larger heat transfer surface area
and a more costly system, as well as a higher exergy efficiency and lower operating cost.
A good HRSG typically has a pinch temperature at a minimum value; however, based
on the second law of thermodynamics, this temperature cannot be zero. herefore, a
decrease in the pinch temperature results in a decrease in the HRSG cost of exergy
destruction. Since the HRSG in this study is dual pressure, it has two pinch point tem-
peratures: high pressure and low pressure. Figures 9.19 and 9.20 show the variations of
pinch temperatures with unit cost of fuel. It is seen that, at constant output power, an
increase in the unit cost of fuel results in a decrease in the pinch temperature due to an
increase in the HRSG exergy efficiency, as well as a decrease in the HRSG cost of exergy
destruction.
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Figure 9.20 Effect of unit cost of fuel and net power output on optimal value of low pressure pinch
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Figure 9.21 Effect of unit cost of fuel and net power output on optimal value of HP steam turbine
temperature.

Figures 9.21 and 9.22 show the variation of superheater temperatures with unit cost of
fuel. An increase in the unit cost of fuel is observed in these figures to increase both the
HP and LP superheater temperatures. hus, as discussed earlier, an increase in the unit
cost of fuel leads to an increase in the first term of the objective function. he genetic
algorithm code is as a consequence developed to select the design parameters such that
other terms in the objective function decrease. herefore, any increments in the super-
heater steam temperature result in a decrease in the last term of the objective function
in Equation 9.48, in part because the higher temperature entering the steam turbine
increases the output power of the Rankine cycle. Moreover, increasing the main steam
temperature from the HRSG results in an increase in the HRSG efficiency as well as a
reduction in its exergy destruction rate. he effect of changes in the unit cost of fuel on
HP and LP drum pressures are shown in Figures 9.23 and Figure 9.24, respectively. It
is observed that, at constant output power, an increase in the unit cost of fuel causes
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Figure 9.22 Effect of unit cost of fuel and net power output on optimal value of LP steam turbine
temperature.
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Figure 9.23 Effect of unit cost of fuel and net power output on optimal value of HP drum pressure.

both the HP and LP drum pressures to increase, reducing the last term in the objective
function.
Because of increasing drumpressures, theHRSG cost of exergy destruction decreases,

reducing the objective function. he main purpose of increasing the drum pressures
is to produce steam with a higher enthalpy as well as exergy. In addition, the higher
drum pressures cause the steam temperature and mass flow rate to rise, which pro-
vides a higher steam turbine power output. his is why a high pressure pump is used
in these HRSGs, which are common in Iran. Figure 9.25 shows the effect of variations
in condenser pressure with unit cost of fuel. As the unit cost of fuel increases, the con-
denser pressure decreases in order to lower the objective function. Also, a decrease in
the condenser pressure results in an increase in the total exergy efficiency of the cycle.
herefore, it has a positive effect on both the objective function and the combined cycle
efficiency.
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Figure 9.24 Effect of unit cost of fuel and net power output on optimal value of LP drum pressure.
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Figure 9.25 Effect of unit cost of fuel and net power output on optimal value of condenser pressure
Pcond.

Finally, the effects on the steam turbine and pump isentropic efficiencies of varying
the unit cost of fuel are shown in Figures 9.26 and 9.27. An increase in the unit cost
of fuel results in an increase in both the turbine and pump isentropic efficiencies. In
this case, more efficient devices raise the exergy efficiency and reduce the cost of exergy
destruction.herefore, the chief aim of increasing the efficiency is to decrease the objec-
tive function, especially the last term.his result reveals that, while the unit cost of fuel
increases, more efficient devices are merited to reduce the irreversibilities.
An important parameter in CCPPs is the net output power. To provide enhanced

insights, three output power levels are considered throughout; this is accomplished by,
for each output power, running the genetic algorithm again to determine the best of the
optimal design parameters. he effect of net output power on the design parameters is
included in Figures 9.14 to 9.27. Figures 9.14 to 9.18 show that, while keeping the fuel
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Figure 9.26 Effect of unit cost of fuel and net power output on optimal value of steam turbine
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Figure 9.27 Effect of unit cost of fuel and net power output on optimal value of pump isentropic
efficiency �pump.

unit cost fixed, the optimal decision variables (except for rAC) generally increase as the
net electrical power rises. his is because, when the net output power increases, the
devices should be selected thermodynamically such that they can produce the output
power. For instance, Figure 9.17 shows that, at constant unit cost of fuel, increasing the
net output power raises the gas turbine inlet temperature. Also, increasing the net out-
put power results in increasing mass flow rate in both the combustion chamber and the
duct burner. Hence, the first term in the objective function tends to increase.herefore,
the genetic algorithm seeks the optimal design parameter that is able to compensate for
this rise in the objective function. Further, as discussed in the previous section, increas-
ing the GTIT results in a decrease in the cost of exergy destruction, which is the last
term in the objective function. he same result is seen for the pinch temperature dif-
ference. Figures 9.19 and 9.20 show that, at a constant unit cost of fuel, increasing the
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output power leads to a decrease in the pinch temperature, mainly due to the fact that to
increase the steam turbine output power the HRSG efficiency should be increased.his
result is achieved by decreasing the pinch temperature differences, as it permits more
energy to be extracted from the GT exhaust gases across the HRSG. A similar result is
observed for the superheater steam temperature, as can be seen in Figures 9.21 and 9.22.
From these figures it is concluded that increasing the net output power directly

affects the objective function, due to the increase in the injected mass flow rate to
the combustion chamber and duct burner. As a result, the optimal design parameters
are selected so that the other terms in the objective function decrease, an aim that is
attained by applying the developed genetic algorithm by considering the mentioned
constraints.

9.5 Concluding Remarks

After providing introductory information about power generation systems, modeling
and optimization are described comprehensively for three common types of electrical
power plants: steam turbine, gas turbine, and combined cycle. he model and simu-
lation computer code are verified with some data from actual power plants to ensure
adequate accuracy, and the results are observed to exhibit good agreement. Various
objective functions are defined for each of the power plants and appropriate constraints
considered. hen the genetic algorithm is applied to determine the best optimal design
parameters. A sensitivity analysis is conducted to assess how each design parameter
affects the objective functions.
he main concluding remarks drawn from the findings follow:

• he optimization of steam power plants shows that selecting the optimal design
parameters with a genetic algorithm can improve the exergy efficiency of a typical
power plant by approximately 4% while increasing the total cost rate of the system. In
addition, multi-objective optimization can provide useful information for selecting
the optimal design parameters based on priorities and policies.

• For the gas turbine power plant, optimization increases the overall exergoeconomic
factor of the system from 32.79% to 62.24% compared to an actual power plant, imply-
ing that optimization mostly improves the associated cost of thermodynamic ineffi-
ciencies. he sensitivity of the obtained Pareto solutions to interest rate and fuel cost
is better illustrated, and the selection of the final optimum solution from the Pareto
frontier is shown to require decision-making, which is dependent on preferences and
criteria of the decision maker.

• For the combined cycle power plant, the determined optimum design parameters for
the plant exhibit a trade-off between thermodynamically and economically optimal
designs. For example, from the thermodynamic point of view, the decision variable �T
should be selected to be as high as possible, although this leads to an increase in capital
cost. It is noted that any change in the numerical values of a decision variable not only
affects the performance of the related equipment but also impacts the performance
of other equipment. It is concluded that by increasing the fuel price, the numerical
values of decision variables in the thermoeconomically optimal design tend to those of
the thermodynamically optimal design. he optimized objective functions and their
maximum allowable values improve both objective functions simultaneously.
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Study Questions/Problems

1 For the steam power plant shown in Figure 9.2, draw aT-s diagram and show all state
points.

2 In the optimization of the steam power plant, explain how the excess air entering
the boiler for combustion affects the efficiency results.

3 Consider the solar powered steam power plant with feedwater heating shown in
Figure 9.28.he conditions of steam generation in the boiler are Pmain and Tmain.he
exhaust pressure of the turbine is 10 kPa.he saturation temperature of the exhaust
steam is therefore 45.83∘C. Allowing for slight subcooling of the condensate, the
temperature of the liquid water from the condenser is fixed at 45∘C. he feedwater
pump causes a temperature rise of about 1∘C,making the temperature of the feedwa-
ter entering the series of heaters equal to 46∘C.he saturation temperature of steam
at the boiler pressure of 8,600 kPa is 300.06∘C, and the temperature to which the

Condensate
pump

1 32 4 5
Solar assisted

boiler

231.7°C

181°C 91 °C136 ° C 46 °C

186°C 141°C 96°C

226°C

P = 2900 kPa

P = 1150 kPa
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P2=?

Condenser

Output power
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Figure 9.28 Schematic of a solar powered steam power plant with feedwater heating.
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feedwater can be raised in the heaters is less. his temperature is a design variable,
which is ultimately fixed by economic considerations. However, a valuemust be cho-
sen before any thermodynamic calculations can be made. We therefore arbitrarily
specify a temperature of 226∘C for the feedwater stream entering the boiler. We also
specify that all four feedwater heaters accomplish the same temperature rise. hus,
the total temperature rise of 226 − 46 = 180∘C is divided into four 45∘C increments.
his establishes all intermediate feedwater temperatures at the values shown in the
figure. he steam supplied to a given feedwater heater must be at a pressure high
enough that its saturation temperature is above that of the feedwater stream leaving
the heater.We assume aminimum temperature difference for heat transfer of no less
than 5∘C, and choose extraction steam pressures such that the Tsat values shown
in the feedwater heaters are at least 5∘C greater than the exit temperatures of the
feedwater streams. he condensate from each feedwater heater is flashed through a

SpecificationPoint
1 Inlet air to compressor 
2 Outlet air from compressor 
3 Combustion gases exiting combustion chamber 
4 Outlet hot gases exiting gas turbine 
5 Combustion outlet gases exiting duct burner 
6 Outlet gases exiting HRSG 
7 Supply water to HRSG 
8 Superheated steam entering steam turbine 
9 Outlet steam from steam turbine 
10 Saturated liquid entering feedwater pump 
11 Inlet cooling water 
12 Outlet water exiting condenser 
13 Steam turbine net output power 
14 Gas turbine net output power 
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Figure 9.29 Schematic of a combined cycle power plant with supplementary firing.
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throttle valve to the heater at the next lower pressure, and the collected condensate
in the final heater of the series is flashed into the condenser. hus, all condensate
returns from the condenser to the boiler by way of the feedwater heaters. Calculate
the optimized values for the steam turbine main temperature and pressure, P2 and
P3 when the system exergy efficiency is maximized. Make reasonable assumptions
as required.

4 Repeat the multi-objective optimization for a gas turbine power plant when there is
no preheater and compare the results with the case including a preheater. What is
the main benefit of using the air preheater?

5 For the gas turbine power plant, describe how the compressor air inlet temperature
affects the exergy efficiency and net output power. List and explain some options to
improve the gas turbine power plant.

6 Repeat the optimization for a gas turbine power plant and consider the total exergy
destruction rate and the total cost rate as the two objective functions. Compare the
results with exergy efficiency and total cost rate as objective functions.

7 Why are duct burners used in advanced combined cycle power plants?

8 Figure 9.29 shows the schematic of a single pressure combined cycle power plant.
Model this plant in a similar way to the CCPP modeling in this chapter, and find
the best optimal design parameters when the exergy efficiency of the power plant is
maximized.

9 Apply multi-objective optimization to the combined cycle power plant shown in
Figure 9.11. Consider exergy efficiency and total cost rate as the two objective func-
tions.
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10

Modeling and Optimization of Cogeneration and Trigeneration

Systems

10.1 Introduction

With increased demand for energy, society is increasingly considering more efficient
and cost effective systems, as well as those that are more sustainable and clean. It is
also important to manage energy requirements in a more efficient, cost effective, and
environmentally benign manner. Cogeneration, or combined heat and power (CHP),
systems produce both electricity and heat simultaneously with a single system, and
constitute one type of system that can often be employed to provide energy services
efficiently, environmentally benignly, and cost effectively for a wide range of uses.
Cogeneration represents a relatively simple case of a multigeneration energy system,
and often involves utilizing waste or other heat from thermal electricity generation for
heating. he overall energy efficiency of a cogeneration system, defined as the part of
the fuel converted to both electricity and useful thermal energy, is typically 40–80% [1].
he benefits of integrating energy systems became increasingly recognized with the

application of cogeneration for heat and electricity.he cogenerated heat is usually used
to provide heating or, via thermally driven chillers, cooling. Cogeneration often yields
considerable reductions in input energy compared to separate processes for the same
products. Cogeneration is often associated with the combustion of fossil fuels, but can
also be carried out using other thermal power generation processes, for a variety of
“fuels,” including some renewable energy sources, nuclear energy, and waste thermal
energy (obtained directly or by burning waste materials). he recent trend has been to
use cleaner fossil fuels for cogeneration, such as natural gas.
he long-term prospects for cogeneration in global energymarkets are strong, in large

part because of its ability to provide significant operational, environmental, and financial
benefits. he product thermal energy from cogeneration can be used for domestic hot
water heating, space heating, swimming pool heating, laundry heating processes, and
absorption cooling, as well as for a wide range of industrial heating processes.hemore
the product heat from cogeneration can be used in existing systems, themore financially
attractive the system usually is. Cogeneration sometimes helps overcome a drawback of
many conventional electrical and thermal systems: significant heat losses, which detract
greatly from efficiency [2]. Normally, heat losses are reduced and efficiency is increased
when cogeneration is used to supply heat to applications and facilities.
Recently, researchers have extended cogeneration to yield more than two products.

One outcome has been that trigeneration systems have becomemore suitable for energy
markets. Trigeneration is the simultaneous production of heating, cooling, and electric-
ity in a single system from a common energy source. Trigeneration is often based on
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Figure 10.1 A typical trigeneration energy system.

utilizing the waste or other heat of a thermal power plant to improve overall thermal
performance. In a trigeneration system, waste heat from the plant’s prime mover (e.g.,
gas turbine, diesel engine, Rankine cycle [3]), sometimes with temperature enhance-
ment, drives heating and cooling devices. Although the heat is typically used for space
heating, domestic hot water production, or steam production for process heating, it
can also be used for cooling, by driving an absorption chiller. Several investigations and
applications of trigeneration have been reported over the last decade, likely due to its
benefits. Trigeneration can be applied widely, for example, in chemical and food indus-
tries, residential buildings, commercial and institutional facilities like airports, shopping
centers, hotels, and hospitals.
Figure 10.1 illustrates a trigeneration energy system and its three main parts:

• A power generation unit, that is, a prime mover, such as a gas turbine
• A cooling unit, such as a single effect absorption chiller
• A heating unit, such as a boiler or heat recovery steam generator

he following processes normally occur in a trigeneration plant:

• Mechanical power is produced via a power generation unit, such as a gas turbine.
• hemechanical power is used to drive an electrical generator.
• Waste heat exits the power generation unit directly or via heated materials like

exhaust gases.

As shown in Figure 10.1, with a single prime mover, a trigeneration system can produce
heating, cooling, and electricity simultaneously.
Recently, researchers have extended trigeneration to produce more products like

hydrogen and potable water using a single prime mover through a process called
multigeneration. Although this topic is beyond the scope of this chapter, the material
in this chapter can be extended and applied to multigeneration systems.
he overall energy efficiency for a cogeneration system is defined as follows:

�en =
Welec + Qheat

Efuel

(10.1)

where Welec denotes the electrical product and Qheat the heating product of cogenera-
tion, while Efuel denotes the inlet energy of the fuel.
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Figure 10.2 Comparison of conventional systems for electricity generation and heat production with
cogeneration system. Numerical values denote relative energy units, with the energy entering the
cogeneration system with fuel designated as having 100 units of energy.

he main benefit of the combined production of heat and power via cogeneration
results from the more efficient use of fuel, and the corresponding reductions in emis-
sions of SO2, NOx, CO2, and other pollutants. Sometimes the energy efficiency of cogen-
eration (around 80%) is misleadingly compared with the energy efficiency of power
generation facilities, for example, condensing power plants (approximately 40%). For
a valid comparison, we must consider the efficiency of independent power and heat
production processes versus the efficiency of cogeneration.
A comparison between a cogeneration plant and conventional plants to produce elec-

tricity and heat separately is shown in Figure 10.2.here, the energy needs to be satisfied
are taken to be 30 energy units of electrical energy and 35 energy units of heat. hese
electricity and thermal needs may be satisfied either by a cogeneration system or by
conventional systems.he conventional systems in this example are a standard electric-
ity utility and a common boiler to produce steam. he cogeneration system is shown
on the left side of Figure 10.2, and the conventional systems on the right. Assuming an
electrical generation efficiency of 30% for the cogeneration system, 30 units of electrical
energy are seen to be produced with 100 units of fuel energy. his cogeneration system
also supplies 35 energy units of product heat. Hence, for this cogeneration system, the
overall efficiency, following Equation 10.1, is

�en =
30 + 35

100
= 65%

he conventional systems, shown on the right side of Figure.10.2, satisfy the power and
thermal needs by the use of an electric utility and a boiler. In this example, the utility is
assumed to be able to deliver the 30 units of electrical energy with a plant efficiency of
33%.his results in a fuel energy input of 90.9 units.he boiler is assumed to supply the
35 units of heat with an 85% efficiency, which requires a fuel energy input of 41.2 units.
he overall efficiency is, therefore

�en =
30 + 35

(90.9 + 41.2)
= 49%

he practical usage of cogeneration is as old as the generation of electricity. When
electrification of broad areas was planned to replace gas and kerosene lighting in
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residences and commercial facilities, the concept of central station power generation
plants was born. he prime movers that drove electric generators emit waste heat
that is normally released to the environment. By capturing that heat, for example, by
making low pressure steam, that steam could be piped throughout the district; it could
be used for heating homes and businesses. hus, cogeneration on a fairly large scale
came about. In the past, most of the cogenerated electricity was produced on site in
large industrial plants, and some of the waste heat was relatively easily captured and
utilized in industrial processes.
he term “cogeneration” as used in this chapter is defined as the combined production

of electrical energy and useful thermal energy by the use of a fuel or fuels. Each term in
this definition is important. he word “combined” means the production processes for
electricity and thermal energy are linked, and often are accomplished in a series or par-
allel fashion. he electrical energy is produced by an electrical generator, which is most
often powered by a kind of prime mover like a steam turbine, a gas turbine, a recipro-
cating engine, or a fuel cell. he product thermal energy is used to provide heating or,
indirectly, cooling. his thermal energy can be transported in many forms, including
hot exhaust gases, hot water, steam, and chilled water.he word “useful” means that the
energy is directed at fulfilling an existing need for heating or cooling.
he benefits of cogeneration are often economic as well as thermodynamic. Any

facility that uses electricity and needs thermal energy is a candidate for cogeneration.
Although many considerations are involved in determining if cogeneration is feasible
for a particular facility, the basic consideration often is whether the reduced thermal
energy costs are sufficient to justify the capital expenditures for a cogeneration system.
Cogeneration technologies are for the most part available in a wide range of sizes: from
less than 100 kW to over 100MW [1]. he main devices comprising a cogeneration
system are a prime mover, which is usually the most significant part, an electrical gen-
erator, a heat recovery system, and other typical instrumentation. Large cogeneration
systems provide hot water or steam and electricity for an industrial site or an entire
region (e.g., a town).
Some common types of CHP plants are as follows:

• Gas turbine based CHP plants, which recover and use the waste heat in the flue gas
of gas turbines. he fuel used is typically natural gas.

• Gas engine CHP plants, which use a reciprocating gas engine and generally are more
competitive than gas turbine based CHP up to about 5MW electrical power.he fuel
is normally natural gas. hese plants are generally manufactured as fully packaged
units that can be installed within a plant room or external plant compound with sim-
ple connections to the site’s gas supply and electrical distribution and heating systems.

• Biofuel engine CHP plants use an adapted reciprocating gas engine or diesel engine,
depending on which biofuel is used, and are otherwise similar in design to gas engine
CHP plants. he primary advantage of using a biofuel is reduced hydrocarbon fuel
consumption and thus reduced carbon emissions. hese plants are generally manu-
factured as fully packaged units that can be installed within a plant room or external
plant compoundwith simple connections to the site’s electrical distribution and heat-
ing systems. Another variant is the wood gasifier CHP plant, in which a wood pellet
or wood chip biofuel is gasified in a zero oxygen high temperature environment; the
resulting gas is then used to power the gas engine.

• Combined cycle power plants that are adapted for CHP.
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• Steam turbine based CHP plants that use the steam condenser for the steam turbine
as the heating system.

• Molten carbonate fuel cells and solid oxide fuel cells, which have hot exhausts that
are suitable for various heating purposes.

• Coal and nuclear power plants can be fitted with taps after the turbines to provide
steam to a heating system. With a heating system temperature of 95∘C, it is possible
to extract about 10MW thermal for every 1MW electrical power lost. With a tem-
perature of 130∘C, the gain is slightly smaller, about 7MW thermal for every 1MW
lost.

As there exist many cogeneration and trigeneration systems, the choice of which to use
depends on the application and the setting.
In this chapter we focus on some of the main types. Each system is thermody-

namically modeled, and parametric and optimization studies are conducted. Exergy
analysis is utilized throughout. We define meaningful objective functions and realistic
constraints to ensure the results are useful and reliable. An evolutionary algorithm
based optimization is applied to each system and the optimal design parameters
are determined. In order to enhance understanding of the design criteria, sensitivity
analyses are conducted to determine how each objective function varies when selected
design parameters vary. We close the chapter by providing insights for the efficient
design of CHP and trigeneration systems.

10.2 Gas Turbine Based CHP System

he gas turbine is a commonly employed primemover. A gas turbine, also called a com-
bustion turbine, is a type of internal combustion engine that has an upstream rotating
compressor coupled to a downstream turbine, with a combustion chamber in between.
Energy is added to the gas stream in the combustion chamber, where fuel is mixed with
hot air and then ignited. In the high pressure environment of the combustor, combus-
tion of the fuel increases the temperature. he products of the combustion expand in
the turbine to produce shaft work. At the entrance of the turbine, the high temperature
and pressure gas flow is directed through a nozzle over the turbine blades, rotating the
turbine that powers the compressor and, for some turbines, provides a mechanical out-
put. he work developed by the turbine comes from the reduction in the temperature
and pressure of the combustion gas.
In most practical gas turbines, air enters and is accelerated in either a centrifugal or

radial compressor. he air is then slowed using a diverging nozzle known as a diffuser,
increasing the pressure and temperature of the flow. In an ideal system this process is
isentropic, but in practice energy is lost in the form of heat, and entropy is produced
due to friction and turbulence. he air then passes from the diffuser to a combustion
chamber or similar device, where heat is added. In an ideal system this occurs at constant
pressure [4]. In practical situations this process is usually accompanied by a slight loss
in pressure due to friction. Finally, the combustion gases are expanded and accelerated
by nozzle guide vanes before energy is extracted by the turbine.
Micro gas turbines are a kind of gas turbine that has becomewidespread in distributed

power generation units and combined heat and power applications. hey range from
small units producing less than a kilowatt to commercial sized systems that produce
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Figure 10.3 Schematic of a CHP system for electricity and steam production.

tens or hundreds of kilowatts.hebasic principles of micro-turbines are based onmicro
combustion [4].
Figure 10.3 shows the schematic of a gas turbineCHP system.his CHP system is used

in a paper mill with need for 50MW of electric power and 33.3 kg/s of saturated steam
at 20 bar. Air at ambient conditions enters the air compressor at point 1 and exits after
compression (point 2).he hot air enters the air preheater and its temperature increases.
he hot air at point 3 enters the combustion chamber (CC) into which fuel is injected,
and hot combustion gases exit (point 4) and pass through a gas turbine to produce shaft
power. he turbine exhaust gas at point 5 passes through the air preheater, which heats
the air exiting the compressor. he combustion gases still have energy when leaving the
heater, so they are passed through a heat recovery steam generator (HRSG), which uses
the exhaust gas energy to produce saturated steam at 20 bar at point 9. he flue gases
leave the HRSG at point 7 and are released to the environment. he system described,
although designed to meet the needs of a paper mill, can produce both electricity and
saturated steam for other applications.

10.2.1 Thermodynamic Modeling and Analyses

To find the optimum physical and thermal design parameters of the system, a simula-
tion program is developed in the Matlab software. hus, the temperature profile in the
CHP plant and the input and output enthalpy and exergy of each flow are determined in
order to develop an understanding of the plant and permit its subsequent optimization.
he energy balance equations for the compressor, the combustion chamber, and the gas
turbine were provided earlier (see section 9.3). Here the relations for modeling the air
preheater and HRSG are provided:

10.2.1.1 Air Preheater

An energy balance for a control volume around the air preheater yields

ṁa(h3 − h2) = ṁg(h5 − h6)�AP (10.2)
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where �AP is the effectiveness of the heat exchanger. he pressure drop across the pre-
heater ΔPAP can be expressed implicitly as follows:

P3

P2

= (1 − ΔPAP) (10.3)

10.2.1.2 Heat Recovery SteamGenerator (HRSG)

Writing energy balances for the economizer and the evaporator in the HRSG yields:

ṁs(h9 − h8) = ṁg(h6 − h7) (10.4)

ṁs(h9 − h8p) = ṁg(h6 − h7p)

hese combinations of energy and mass balance equations are numerically solved, and
the temperature and enthalpy of each flow in the plant are then determined. In addition,
several assumptions are made to facilitate the analysis [1, 5]:

• All processes are steady state and steady flow.
• Air and combustion products are treated as ideal gases.
• Heat loss from the combustion chamber is considered to be 3% of the fuel input

energy, and all other components are considered adiabatic.
• he dead state properties are P0 = 1.01 bar and T0 = 293.15 K.
• he pressure drop is assumed to be 4% across the preheater and of 3% across the

combustion chamber.

Exergy analysis is also used. he exergy destruction rate and the exergy efficiency for
each component and for the overall power plant in Figure 10.3 are listed in Table 10.1.
he source of exergy destruction (or irreversibility) in the combustion chamber ismainly
combustion (chemical reaction) and thermal losses in the flow path [6], while the exergy
destruction in the primary system heat exchanger (the HRSG) is due to the large tem-
perature differences between the hot and cold fluids.
Exergoeconomics is applied here. It appropriately combines, at the level of system

components, thermodynamic evaluations based on an exergy analysis and economic
principles, in order to provide information that is useful to the design and operation of
a cost effective system, but not obtainable by conventional energy and exergy analyses
and economic analysis. Some suggest that, when exergy costing is not applied, the gen-
eral term thermoeconomics is more appropriate as it characterizes any combination of
thermodynamic and economic analysis. To define a cost function that is dependent on
the optimization parameters of interest, the component cost is expressed as a function
of thermodynamic design parameters.

Table 10.1 Expressions for exergy destruction rate and exergy efficiency for
each component of the gas turbine power plant.

Component Exergy destruction rate Exergy efficiency

Compressor ̇Ex1 + ẆAC = ̇Ex2 +
̇ExD ψAC =

̇Ex2− ̇Ex1

Ẇac

Air preheater ̇Ex2 +
̇Ex5 =

̇Ex3 +
̇Ex6 +

̇ExD ψAP =
̇Ex3− ̇Ex2
̇Ex5− ̇Ex6

Combustion chamber ̇Ex3 +
̇Ex9 =

̇Ex4 +
̇ExD ψCC =

̇Ex4
̇Ex3+ ̇Ex9

Gas turbine ̇Ex4 =
̇Ex5 + ẆGT + ĖxD ψGT =

ẆGT

̇Ex4− ̇Ex5

HRSG ̇Ex6 +
̇Ex8 =

̇Ex7 +
̇Ex9 +

̇ExD ψHRSG =
̇Ex9− ̇Ex8
̇Ex6− ̇Ex7
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For each flow in a system, a parameter called the flow cost rate Ċ ($∕h) is defined, and
a cost balance is written for each component as:

Ċq,k +
∑
i

Ċi,k + Żk =
∑
i

Ċe,k + Ċw,k (10.5)

hecost balances are generallywritten so that all terms are positive.Using Equation 10.5,
one can write [6]∑

(ceĖxe)k + cw,kẆk = cq,kĖxq,k +
∑

(ciĖxi)k + Żk (10.6)

Ċj = cjĖxj (10.7)

In this analysis, the fuel and product exergy need to be defined. he product exergy is
defined for each component, while the fuel represents the source that is consumed in
generating the product. Both product and fuel are expressed in terms of exergy.he cost
rates associated with the fuel (ĊF ) and the product (ĊP) of a component are obtained by
replacing the exergy rates ( ̇Ex).
In the cost balance formulation (Equation 10.5), there is no cost term directly associ-

ated with the exergy destruction of each component. Accordingly, the cost associated
with the exergy destruction in a component or process is a hidden cost. If one combines
both exergy and cost balances, one can obtain the following:

ĖxF ,k = ĖxP,k + ĖxD,k (10.8)

Accordingly, the expression for the cost of exergy destruction is defined as follows:

ĊD,k = cF ,kĖxD,k (10.9)

In addition, several methods have been proposed to express the purchase cost of
equipment in terms of design parameters in Equation 10.5 [6]. Here, we use the cost
functions suggested by Ahmadi et al. [1, 7, 8] and Rosen et al. [9], modified to fit the
regional conditions of Iran and the inflation rate. We convert the capital investment
into cost per unit time as follows:

Żk =
Zk ⋅ CRF ⋅ �

N × 3600
(10.10)

where Zk is the purchase cost of the kth component, and CRF is the capital recovery
factor. CRF depends on the interest rate and equipment lifetime, and is determined as
follows [6, 10]

CRF =
i × (1 + i)n

(1 + i)n − 1
(10.11)

where i denotes the interest rate and n the total operating period of the system in years.
Also, N is the annual number of operation hours for the unit, and � is the mainte-
nance factor, which is often 1.06 [10]. To determine the component exergy destruction
cost, the exergy destruction, ĖxD,k , is evaluated using exergy balances from the previous
section.
To estimate the cost rate of exergy destruction in each component of the plant, we first

solve the cost balances for each component. In the cost balance (Equation 10.6), there is
more than one inlet and outlet flow for some components. In such cases, the number of
unknown cost parameters is higher than the number of cost balances for that compo-
nent. Auxiliary exergoeconomic equations are developed to allow such problems to be
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solved.Writing Equation 10.5 for each component together with the auxiliary equations
forms a system of linear equations as follows:

[Ėxk] × [ck] = [Żk] (10.12)

where [Ėxk], [ck] and Żk are the exergy rate matrix (obtained via exergy analysis), the
exergetic cost vector (to be evaluated), and the vector of Żk factors (obtained via eco-
nomic analysis), respectively.hat is,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0 0 0 0 0
1 −1 0 0 0 0 0 0 0 0 1 0
0 1 −1 0 1 −1 0 0 0 0 0 0

0 0 0 0 1

Ėx5

−1

Ėx6
0 0 0 0 0 0

0 0 1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 1 −1 0 0 0 0 0 1 −1

0 0 0 1

Ėx4

−1

Ėx5
0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1

Ėx11

−1

Ėx12

0 0 0 0 0 1 −1 1 −1 0 0 0

0 0 0 0 0 1

Ėx6

−1

Ėx7
0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ċ1

Ċ2

Ċ3

Ċ4

Ċ5

Ċ6

Ċ7

Ċ8

Ċ9

Ċ10

Ċ11

Ċ12

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
−ŻAC

−ŻAP

0
−ŻCC

CF

−ŻGT

0
0

−ŻHRSG

0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(10.13)

he environmental impact assessment of this system is similar to that for the gas tur-
bine power plant in section 9.3.3.

10.2.2 Optimization

In this section we consider objective functions, design parameters, and constraints, as
well as overall optimization studies for gas turbine cogeneration system. Genetic algo-
rithm code is developed in Matlab software and applied to determine the most advan-
tageous optimal design parameters of this CHP system.

10.2.2.1 Single Objective Optimization

Here, a new objective function is defined as the summation of the operational cost rate,
which is related to the fuel expense, the rate of capital cost, which represents the capital
investment and maintenance expenses, the corresponding cost for the exergy destruc-
tion, and the cost of environmental impacts (NOx and CO). herefore, the objective
function representing the total cost rate of the plant in terms of monetary unit per unit
time is defined as

Ċtot = Ċf +
∑
k

Zk + ĊD + Ċenv (10.14)

Here, we use cf = 0.003 $∕MJ, which is the regional fuel cost per unit of energy [1, 6], ṁf

is the fuel mass flow rate, and LHV = 50,000 kJ∕kg is the lower heating value of natural
gas. he last part of the objective function (OF) expresses the environmental impact as
the total pollution damage rate ($/s) due to CO and NOx emissions by multiplying their
respective flow rates by their corresponding unit damage costs: CCO = 0.02086 $∕kgCO
and CNOx = 6.853 $∕kgNOx [11]. In the present work the cost of pollution damage is
assumed to be added directly to the expenditures that must be paid. herefore, the
objective function is sum of the exergoeconomic and environmental objectives. Since
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Table 10.2 Optimization constraints and their rationales for the CHP
system.

Constraint Reason

T4 ≤ 1600∘C Material limitation
P2

P1

≤ 15 Commercial availability

�Ac ≤ 0.9 Commercial availability

�Ac ≤ 0.93 Commercial availability

T4 ≥ 400∘C Avoid formation of sulfuric acid in exhaust gases

T8P = T9 − 15. Avoid evaporation of water in HRSG economizer

the rates of ultimate products (net power and process steam) are fixed, the objective
function is to be minimized in order to obtain the values of the optimal design param-
eters.

Decision Variables he decision variables (i.e., design parameters) considered in this
study are compressor pressure ratio (rAc), compressor isentropic efficiency (�AC), gas
turbine isentropic efficiency (�GT), combustion chamber inlet temperature (T3), and gas
turbine inlet temperature (GTIT). Even though the decision variables may be varied in
the optimization procedure, each decision variables is normally required to be within a
reasonable range. he list of these constraints and the reasons of their applications are
listed in Table 10.2.

Constraints Based on Figure 10.3, the following constraints need to be satisfied in the
heat exchangers (air preheater and heat recovery steam generator):

T3 > T2, T5 > T3, T4 > T3, T6 > T2, T6 > T9, T7p > T9 + ΔTpinch

Verification of the Optimization Method In order to ensure the validity of the thermody-
namic and economicmodeling, aswell as the optimization procedure (i.e., the developed
genetic algorithm), we first consider a CHP unit with the same characteristics as the
classical and well known CGAM problem [12–15], which is modeled and optimized by
the multimodal genetic algorithm method. As shown in Table 10.3 our model exhibits
good agreement with the CGAM results and better results in minimizing the objective
function. hat is, the results in this table show that our developed code has better opti-
mization results in comparison with other results. Moreover, by applying our developed
GA code, a 9.80% improvement in the objective function is achieved, which is a signif-
icant improvement in thermal systems optimization and leads to significant reductions
in fuel consumption and GHG emissions. We therefore take this comparison to verify
the validity of the obtained global optimum as well as other optimization results.
he input parameters of the problem are modified to match the conditions and

requirements of the paper mill. he fuel unit cost (Cf) and fuel LHV in this case are
0.003 $/MJ and 50 000 kJ/kg respectively. In addition, considering the values of i and
n to be 14% and 15 years, respectively, CRF is calculated as 16.3%. Also, N , the annual
number of the operation hours of the unit, and �, the maintenance factor, are taken to
be 7000 hours and 1.1, respectively.
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Table 10.3 Comparison of present optimization results for the CGAM problem with
results reported in the literature [12–15].

Decision variable Optimum design

values reported

by [12]

Optimum design

values reported

by [14]

Optimum design

values using GA

in present study

rAc 8.597 8.523 6.7

�AC 0.84 0.84 0.83

�GT 0.87 0.87 0.86

T3(K) 913.1 914.2 951.6

T4(K) 1491.9 1492.63 1475.4

Objective function ($/s) 0.36 0.36 0.33
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Figure 10.4 Variation of the objective function of the CHP system with the number of generations
(cf = 0.003 $∕MJ).

Figure 10.4 shows the variation of the objective function of the systemby generation in
the genetic algorithm.he genetic algorithm used in this problem is seen in the figure to
have a good convergence rate. After 50 generations the final value of objective function is
determined.he solution is observed to be obtainedwith a lower computer run time and
better optimization results are attained.he obtained numerical values of the optimum
design parameters for the CHP plant are reported in Table 10.4. he temperature and
pressure for each state point of the CHP system at their optimal values are listed in
Table 10.5.
Since the cost of fuel and the net output of a CHP system can vary, the optimal

design parameters vary when determining the optimal values for objective functions.
To enhance understanding of how the optimized values vary when the cost of fuel and
the output electrical power change, a sensitivity analysis is carried out. Here, sensitivity
analyses are performed to assess the changes in design parameters due to variations
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Table 10.4 Numerical values of selected
dependent variables in the optimal
design.

Variable Optimal design

value

ṁf (kg∕s) 2.78

ṁg 191.58

ΔTpinch(K) 12.83

�AC 0.827

�GT 0.862

rAC 6.72

T3 (K) 938

GTIT (K) 1473

ẆGT (MW) 98.779

Ċenv (S∕s) 45.95

ĊD ($∕s) 1116

Total cost rate ($/s) 0.535

Table 10.5 Optimal values for
temperatures and pressures of CHP
Plant.

State

point

T (K) P (bar)

1 298.15 1.013

2 556.7 6.65

3 935.77 6.36

4 1474.17 6.04

5 1034.6 1.089

6 714.4 1.06

7 430.1 1.013

8 298.1 13

9 464.79 13

in unit cost of fuel and net output power. hus, the simulation and optimization
procedures are repeated with the new set of input values. For the same objective
function, Figures 10.5 to Figure 10.11 show the effects of changes in net output power
on the numerical values of optimal design parameters (decision variables).
Figure 10.5 shows the effect of unit cost of fuel on the optimal value of compressor

isentropic efficiency for several values of net output power. An increase in unit cost of
fuel is seen to lead to an increase in the first term of the objective function, which is
associated with fuel cost, which is why an increase in the unit cost of fuel results in an
increase in compressor isentropic efficiency. herefore, compressor efficiency should
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Figure 10.5 Effects of varying unit cost of fuel and net power output on the optimal value of
compressor isentropic efficiency.

be selected in a way that decreases the objective function. he higher the compressor
efficiency, the lower the compressor consumption power and the lower the compressor
cost of exergy destruction which is the last term of Equation 10.10. It is also observed
that for fixed unit cost of fuel, an increase in net output power results in an increase
in compressor efficiency as well. his is again due to the fact that higher compressor
efficiency will reduce the compressor consumption power which in turn increases the
net output power.
Similar effects are observed due to varying the unit cost of fuel and net output power

on the optimal values for the gas turbine isentropic efficiency as shown in Figure 10.6.
he higher the gas turbine efficiency, the higher the exergy efficiency of the plant, which
results in a reduction of the total cost of exergy destruction.
Figure 10.7 shows the effects of varying the unit cost of fuel on the optimal value of the

compressor pressure ratio. he results show that a rise in the unit cost of fuel increases
the optimal compressor pressure ratio.he reason is that when the compressor pressure
ratio increases, the compressor outlet temperature rises and air enters the preheater and
combustion chamber with a higher temperature, which in turn results in a decrease in
the fuel injected into the combustion chamber. Since the first term in the objective func-
tion is the product of unit cost of fuel and fuel mass flow rate, a decreases in fuel mass
flow rate results in a decrease in this term and consequently the objective function.his
is why, in the optimization procedure, higher values for compressor pressure ratio are
selected. In addition, since air enters the combustion chamber with a higher tempera-
ture, the combustion chamber exergy destruction decreases, which eventually reduces
the total plant cost of exergy destruction which is the last term in the objective func-
tion. Also, the fuel use reduction decreases pollutant emissions from the combustion
reaction in the chamber, which in turn lowers the cost of environmental impact in the
objective function.
It can also be observed in Figure 10.7 that, at fixed unit cost of fuel, an increase in

system net output power results in a lower compressor pressure ratio. he reason is
that when the compressor pressure ratio increases, the outlet temperature rises, which
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Figure 10.6 Effects of varying unit cost of fuel and net output power on the optimal value of gas
turbine isentropic efficiency.
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Figure 10.7 Effects of varying unit cost of fuel and net output power on the optimal value of the
compressor pressure ratio.

in turn raises the compressor power consumption. Hence, when the output power
increases, the optimization routine selects a lower pressure ratio to compensate.
Figure 10.8 shows the effect of varying unit cost of fuel on the gas turbine inlet temper-

ature (GTIT). It is observed that an increase in fuel cost results in an increase in GTIT at
constant net output power.When fuel cost increases, the first term in objective function
increases, which is why the optimization routine selects higher GTIT values. his out-
come leads in turn to a decrease in the exergy destruction for the combustion chamber.
As this exergy destruction is far greater compared to that for every other component
[10], it leads to a notable decrease in the cost of exergy destruction and at the same time
a notable increase in the gas turbine power.
he highest exergy destruction rate in the plant occurs in the combustion cham-

ber. he irreversible chemical reaction and heat transfer across a large temperature
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Figure 10.8 Effects of varying unit cost of fuel and net output power on the optimal value of the gas
turbine inlet temperature.

difference (between the burners and working fluid) are the main causes of the
irreversibility. Hence any rise in gas turbine inlet temperature results in a decrease in
the combustion chamber exergy destruction as well as the cost of exergy destruction
for this component. Figure 10.9 shows the effects of varying unit cost of the fuel on the
fuel mass flow rate to the combustion chamber. An increase in unit cost of fuel is seen
to result in a decrease in the fuel mass flow rate, as explained earlier in this paragraph.
his decrease has two significant effects. Specifically, a reduced mass flow rate lowers
the environmental impacts and decreases the objective function. At a fixed unit cost
of fuel, an increase in the net output power results in an increase in the fuel mass flow
rate. his is due to the fact that, for a higher gas turbine power, the mass flow rate of
the fuel needs to rise.
Finally, Figure 10.10 shows the effect of varying the unit cost of fuel on the objective

function which here is total cost rate of the system. It is seen that an increase in the
unit cost of fuel results in an increase in the total cost rate of the system. As this is the
most important parameter in the objective function, an increase in its value leads to
an increase in the objective function. hat is why, in the optimization algorithm, other
design parameters need to be selected so that this objective function is minimized.

10.2.2.2 Multi-objective Optimization

In the previous section, a single objective optimization of a gas turbine based CHP
system was conducted. In CHP systems there are usually several objective functions
that need to be optimized simultaneously, and this can be achieved by applying
multi-objective optimization. hree objective functions are considered here for
multi-objective optimization: exergy efficiency (to be maximized), total cost rate of
the system (to be minimized), and CO2 emission rate (to be minimized). he second
objective function includes the environmental impact and expresses this as the total
cost rate of pollution damage ($/s) due to CO and NOx emissions, by multiplying their
respective flow rates by their corresponding unit damage costs (CCO and CNOx are
taken to be equal to 0.02086 $/kg CO and 6.853 $/kg NOx) [7]. In this part the cost
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Figure 10.9 Effects of varying unit cost of fuel and net output power on the optimal value of the fuel
mass flow rate.
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Figure 10.10 Effects of varying unit cost of fuel and net output power on the total cost rate of the
system.

of pollution damage is assumed to be added directly to the expenditures that must
be paid. herefore, the second objective function is sum of the thermodynamic and
environomic objectives. Due to the importance of environmental effects, especially
climate change, the third objective function accounts explicitly for CO2 emissions that
are produced in the combustion chamber.
he objective functions for this analysis are defined as follows:

CHP Plant Exergy Efficiency

� =
Ẇnet + ṁsteam(ex9 − ex8)

ṁf LHV × �
(10.15)



10 Cogeneration and Trigeneration Systems 333

where Ẇnet, ṁf and � are the gas turbine net output power, the mass flow rate of fuel

injected into the combustion chamber, and � = 1.033 + 0.0169 y

x
−

0.0698

x
for gaseous

hydrocarbon fuels having a chemical formula CxHy respectively.

Total Cost Rate

Ċtot = Ċf +
∑
k

Zk + ĊD + Ċenv (10.16)

where cf = 0.003 $∕MJ is the regional cost of fuel per unit of energy [1, 6]. Other terms
in this expression are in Equation 10.10 and are already defined.

Unit CO2 Emission

To have a complete optimization for this CHP system, a unit CO2 emission rate from
the combustion chamber is considered as an objective function. With the combustion
equation, one can find the CO2 emission of the plant. A unit CO2 emission is thus
defined as follows:

� =
ṁCO2

Ẇnet

(10.17)

DecisionVariables hedecision variables (design parameters) in this study are compres-
sor pressure ratio (rAC), compressor isentropic efficiency (�AC), gas turbine isentropic
efficiency (�GT), combustion chamber inlet temperature (T3), and gas turbine inlet tem-
perature (GTIT). A list of constraints the decision variables and the reasons of their
application were listed earlier (see Table 10.2).

10.2.2.3 Optimization Results

Figure 10.11 shows the Pareto frontier solution for the CHP plant used in a paper mill
considering the objective functions in Equations 10.11 and 10.12 inmulti-objective opti-
mization. It can be observed in this figure that, while the total exergy efficiency of the
cycle increases to about 68%, the total cost rate increases very slightly. An increase in
the total exergy efficiency from 68% to 69% corresponds to a moderate increase in the
product cost rate, while an increase in the exergy efficiency from 69% to higher values
leads to a more significant increase of the total cost rate.
It is shown in Figure 10.11 that the maximum exergy efficiency exists at design

point C (69.89%), while the total cost rate is the greatest at this point. Conversely, the
minimum value for total cost rate of product occurs at design point A. Design point C
is the optimal situation if exergy efficiency is a single objective function, while design
point A is the optimum condition if total cost rate of product is a single objective
function. In multi-objective optimization, a process of decision-making for selection
of the final optimal solution from the available solutions is required. he process of
decision-making is usually performed with the aid of a hypothetical point, called the
ideal point in Figure 10.11, at which both objectives have their optimal values indepen-
dent of the other objectives. It is clear that it is impossible to have both objectives at
their optimum point simultaneously and, as shown in Figure 10.11, the ideal point is
not a solution located on the Pareto frontier. he closest point of the Pareto frontier
to the ideal point might be considered as a desirable final solution. However, in this
case, the Pareto optimum frontier exhibits weak equilibrium, that is, a small change in
exergy efficiency due to the expected variation of operating parameters causes a large
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Figure 10.11 Pareto frontier showing best trade-off values for the objective functions for the gas
turbine CHP system.

variation in the cost rate of product.herefore, the equilibrium point cannot be utilized
for decision-making in this problem. In selection of the final optimum point, it could
be desired to achieve a better magnitude for each objective than its initial value of the
base case problem. Because of this, as the optimized points in the B–C region have
a maximum exergy efficiency increment of about 1% and a minimum total cost rate
increment of 5000 relative to the design C, this region was eliminated from the Pareto
curve, leaving only the region of A–B as shown in Figure 10.12.
Since each point on the Pareto solution from multi-objective optimization can be the

optimized point, the selection of the optimum solution is dependent on the preferences
and criteria of most interest to each decision maker. Hence, each decision maker may
select a different point as the optimum solution. To provide a helpful tool for the optimal
design of the gas turbine cycle, the following equationwas derived for the Pareto optimal
points curve (Figure 10.11):

Ċtotal =
−3267�2 + 4247� − 1371

�3 − 9573�2 + 2549� − 825.8
× 1000 (10.18)

his equation is valid in the range of 0.64 < � < 0.70.
In this part of themulti-objective optimization, another two objective functions (total

cost rate and unit CO2 emissions) are considered in the optimization study. he result
of this multi-objective optimization is shown in Figure 10.13. It can be seen that if we
aim to reduce the CO2 emissions of the cycle, which are mainly associated with ther-
modynamic characteristics of the cycle components (e.g., compressor and gas turbine
isentropic efficiencies), the purchase cost of each item of equipment in the cycle should
be selected to be as high as possible to increase the efficiency and output power. here-
fore, the total cost rate increases leading to high efficiency components. But, it is clear
that, by selecting the best component as well as using a low fuel mass flow rate in the



10 Cogeneration and Trigeneration Systems 335

6000

5000

4000

To
ta

l 
c
o
s
t 
ra

te
 (

$
/h

)

3000
Fitted curve

Fitted curve

Optimization

0.645 0.65 0.655 0.66 0.665 0.67

Exergy efficiency

0.675 0.68 0.685 0.69 0.695

2000

Figure 10.12 Selecting the optimal solution from Pareto Frontier.

8000

7000

6000

5000

To
ta

l 
c
o

s
t 

ra
te

 (
$

/s
)

4000

3000

2000

178 180 182 184 186

CO2 emissions (kg/MWhr)

188 190 192 194

Optimized

Fitted curve

Figure 10.13 Pareto Frontier showing best trade-off values for the objective functions (CO2 emissions
and total cost rate).



336 Optimization of Energy Systems

600

0.89

0.88

0.87

0.86

0.85

η
A

C
η

G
T

R
A

C

0.84

0.83

0.82

0.81
0 100 200 300

Population

400 500

0.92

0.915

0.91

0.905

0.9

0.895
0 100 200 300

Population

400 500 600

0 100 200 300

Population

400 500 600

18

17

16

15

14

13

12

11

10

(a)

(b)

(c)

Figure 10.14 Scattered distribution of decision variables with population in Pareto frontier in
Figure 10.11: (a) compressor isentropic efficiency, (b) gas turbine isentropic efficiency, (c) compressor
pressure ratio, (d) T3, (e) GTIT.



10 Cogeneration and Trigeneration Systems 337

800

799

798

797

796

795T
3

G
T

IT
 (

K
)

794

793

792

791

790

1420

1400

1380

1360

1340

1320

1300

0 100 200 300

Population

(d)

(e)

400 500 600

0 100 200 300

Population

400 500 600

Figure 10.14 (Continued)

combustion chamber, the environmental impacts decrease. Hence, to provide the trend
of this curve, the equation is fitted to all the points obtained by multi-objective opti-
mization, yielding the following:

Ċtotal =
0.02�4 − 5.4��3 − 331.4�2 + 6.4� + 0.83

�3 − 178�2 − 3.36� + 0.09
× 1000 (10.19)

where � is the CO2 emissions per net output power (kgCO2∕MWh).
As we know, relevant design parameters need to be selected for each optimization

problem, and this has been done in previous sections and chapters. However, the
scattering distribution of these design parameters is important. In general, it can be
found that each design parameter tends to its upper bound, its lower bound, or the
range between these two bounds. he distribution of each of the design parameters
considered in the present optimization is shown in Figure 10.14. It is seen there that
�GT and T3 reach the upper bound, meaning that an increase in these parameters leads
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Figure 10.15 Sensitivity of Pareto optimum solution for exergy efficiency and cost rate to specific fuel
cost, when i = 11%.

to better optimization results. However, due to physical limitations it is not allowable
to extend the region. But other design parameters have the scattered distributions in
the ranges between the bounds.his confirms a reasonable optimization problem with
proper decision variables.
To improve understanding of the insights attained through an optimization study,

a sensitivity analysis is helpful. herefore, a sensitivity analysis of the Pareto optimum
solution is performed for the fuel specific cost, the interest rate, and the pinch point
temperature. Figure 10.15 shows the sensitivity of the Pareto optimal frontier to
variations of the specific fuel cost for a fixed interest rate. his figure shows that the
Pareto frontier shifts upward as the specific fuel cost increases. At a lower exergetic
efficiency, for which the weight of thermoenvironomic objective is higher, the sensitivity
of the optimal solutions to fuel cost is much greater than is the case for the location of
the Pareto frontier with the lower weight of the thermoenvironomic objective. In fact
the exergetic objective does not have a significant effect on the sensitivity to economic
parameters such as the fuel cost and interest rate. Moreover, at higher exergy efficiency,
the purchase cost of equipment in the plant is increased so the cost rate of the plant
increases too. Further, for a constant exergy efficiency, increasing the fuel cost leads to a
rise in the total cost rate of product due to the fact that the fuel price plays a significant
role in this objective function.
Figure 10.16 presents the sensitivity analysis of the Pareto optimum solution to the

CO2 emission and total cost rate due to changes in the fuel cost rate. It is observed that,
to have a cycle that produces less CO2, one may select components that have higher
thermodynamic characteristics like isentropic efficiency. Such a selection leads to an
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Figure 10.16 Sensitivity of Pareto optimum solution for CO2 emissions and cost rate to the specific
fuel cost, when i = 11%.

increase the purchase cost of the equipment, however. Nonetheless, by increasing the
fuel cost, the total cost rate of the product is increased because of the importance of fuel
cost in the objective function.
Similar behavior is observed when examining the sensitivity of the Pareto optimal

solution to variations in interest rate (see Figures 10.17 and 10.18). he final optimal

solution that was selected in this case belongs to the region of Pareto frontier with sig-

nificant sensitivity to the cost parameter. However, the region with lower sensitivity to

the cost parameter is not reasonable for the final optimum solution due to theweak equi-

librium of the Pareto frontier.his implies that a small change in plant exergy efficiency

due to variations of operating parameters risks increasing the product cost rate dras-

tically. Figure 10.19 shows the sensitivity of the Pareto optimum solution to the pinch

point (PP) temperature in the HRSG of the CHP plant. It is found that, to keep total

cost rate constant, an increase in the pinch point temperature leads to a decrease in

the total exergy efficiency of the plant.his is observed because an increase in the pinch

point temperature results in a lower energy recovery from the exhaust gas of the gas tur-

bine. However, a decrease in PP temperature results in a decrease in the HRSG exergy

destruction rate as well as an increase in its exergy efficiency.

Figure 10.20 shows the variation of the Pareto curve with changes in the pinch point

temperature. It is seen that varying the PP temperature does not affect significantly the

CO2 emission of the plant.hus, the CO2 emission of the CHP plant is a direct function

of the fuel injected into the combustion chamber and any parameters which alter the

mass flow rate. In addition, the PP temperature is a design parameter of the bottoming

cycle which has no significant effect on the power production of the system.his is why

for CHP systems we need to be able to conduct a proper sensitivity analysis.
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10.3 Internal Combustion Engine (ICE) Cogeneration Systems

Another type of CHP system is based on the internal combustion engine (ICE), with the
energy of the exhaust gases recovered to produce useful outputs.
A schematic of an ICE-based CHP system is shown in Figure 10.21 and the corre-

sponding T-s diagram in Figure 10.22. his system consists of three major subsystems:
an internal combustion engine, an organic Rankine cycle (ORC) and an ejector refriger-
ation cycle (ERC). he ORC and ERC are proposed as bottoming cycles to recover the
waste heat of the ICE exhaust gas. In other words, the high temperature exhaust gases
drive the bottoming cycles. A portion of the condensed flow from the condenser enters
the ORC cycle at point 1 for power production. It then enters a pump, which increases
the pressure to the desired operating pressure of the ORC. he flow then enters the
heat recovery vapor generator (HRVG) at point 2. Exhaust gases from the engine enter
the HRVG at point a to produce high temperature vapor at point 3, which rotates the
expander to produce electrical power. Part of the stream extracted from expander is the
primary flow for the ejector (point 4) and the rest is expanded through an expander to
condenser pressure (point 5). he outlet flows of the ejector (point 6) and expander are
mixed in the mixing chamber and then enter the condenser at point 7. Part of the con-
densed flow enters the refrigeration cycle (point 8). An expansion valve is used to reduce
the pressure for cooling purposes at point 9.
he evaporator absorbs the heat of the building and the flow from it enters the ejector

as the secondary flow, as a saturated vapor (point 10).he ejector operates based on the
interaction of two different flows with different energy levels. he higher energy stream
(stream 4) and the lower energy stream (stream 10) are called the mover, or primary,
flow and secondary flow, respectively. he interaction of these two fluids during the
process in the ejector leads to a pressure rise without using moving components. Note
that the remainder of the refrigeration cycle is the same as a conventional compression
refrigeration cycle.
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engine 

(Diesel engine)Ejector

Mixing
chamber

Valve Condenser
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Figure 10.21 Schematic of the considered ICE-based cogeneration system.
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Figure 10.22 Temperature-entropy diagram of the ICE-based cogeneration system in Figure 10.21.

As shown in Figure 10.23, themotive flow is expanded through a converging–diverging
nozzle and exits as a supersonic stream (point 11) while the pressure decreases signif-
icantly. his pressure reduction causes a suction condition at the inlet of the mixing
chamber, causing the outlet flow of the evaporator to enter the ejector. hen, the pri-
mary and secondary flows aremixed in themixing chamber at point 12.hemixed flow,
which is still supersonic, enters a constant area duct where the flow becomes subsonic
via a normal shock.he properties of the flow after the normal shock can be determined
by finding the intersection of the Fanno and Rayleigh lines (see Figure 10.22). Finally, the
flow enters a diffuser and its pressure increases to the condenser pressure (point 6). To
provide the required direct hot water for the residential application, a heat exchanger
absorbs the waste heat through the water jacket. Cold water enters the heat exchanger
(point 13) at 20∘C and exits at the desired temperature of 60∘C (point 14).

10.3.1 Selection of Working Fluids

Working fluids play a significant role for low-grade heat recovery and refrigeration sys-
tems. Various working fluids exist, and they are usually classified into three categories
according to the slope of the saturation vapor line in the T-s diagram. he three cate-
gories of working fluids are a dry fluid which has a positive slope, a wet fluid which has
a negative slope, and an isentropic fluid which has an infinitely large slope. Lior et al.
[16] derive an expression to calculate the slope of the saturation vapor curve on a T-s
diagram (dT/ds). Defining ξ = ds∕dT , they find:

� =
Cp

TH

−
((n.TH)∕(1 − TrH)) + 1

T2
H

ΔHH (10.20)

where n is suggested to be 0.375 or 0.38 [17], TrH represents TH∕TC, and ΔHH denotes
the enthalpy of evaporation.With this nomenclature, theworking fluids can be classified
in the threementioned types: � > 0 for a dry fluid, � ≈ 0 for an isentropic fluid, and � < 0
for a wet fluid. According to the application, different working fluids may be suitable for
waste heat recovery or other applications.
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Figure 10.23 Schematic of the ejector [8] and the pressure profile through it.

Selecting a proper fluid is important and is governed by numerous factors. A working
fluid should be selected to suit the thermodynamic conditions and environmental stan-
dards, and should have good availability and be inexpensive. Several factors are impor-
tant from a thermodynamic perspective, suggesting the working fluid should exhibit
a high critical temperature and pressure, a high vapor density, and an appropriate T-s
curve in order to prevent formation of liquid drops in expander outlet. A working fluid
should also be environmentally benign, including having a low ozone depletion potential
and a low global warming potential. Non-flammability and non-toxicity are also consid-
ered desirable selection criteria for a working fluid.
In the analyses described here, R-134a, R-123, R-11, and R600 are adopted as the sys-

temworking fluid.hese can be categorized in isentropic (R-11), dry (R-123 and R-600),
and wet (R-134a), according to the Equation 10.16. Table 10.6 lists characteristics of
some widely used fluids. Also, the T-s diagram of the considered working fluids is pre-
sented in Figure 10.24.

10.3.2 Thermodynamic Modeling and Analysis

he considered system is composed of three major subsections: an ICE, an ORC, and
an ERC. he ICE is treated as the prime mover to produce electricity via a generator,
while the ORC and ERC recover the ICE wasted heat to produce additional electricity
and cooling, respectively. he modeling and thermodynamic analysis of the system and
its components are described in this section.
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Table 10.6 Physical and thermodynamic properties of the
considered working fluids [18, 19].

Parameter Fluid

R-134a R-600 R-11

Chemical formula C3H3F5 C4H10 CCl3F

Type Wet Dry Isentropic

Critical temperature (∘C) 101.06 152 197.96

Critical pressure (kPa) 4059 3796 4408

Ozone depletion potential (−) 0.00 0 1

Global warming potential (−) 1430 4 4750

Flammability No No No

0 0.5 1 1.5

Speci�c entropy (kJ/kg.K)

2 2.5 3
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Figure 10.24 T-s diagram of selected fluids [19].

10.3.2.1 Internal Combustion Engine

In a typical ICE, one third of the fuel chemical energy is converted into useful electrical
power and the remainder is rejected as waste heat. Cogeneration is of interest because it
offers a way to benefit from the waste heat by producing useful outputs such as electric-
ity, heating, and cooling. In a diesel engine, a commonly used ICE, the thermal efficiency
and recoverable heat rate are a function of load, and are sensitive to part load opera-
tion, which represents the fraction of the nominal load. An increase in the operating
load raises both the electrical power and the recoverable heat rate. As a result, the opti-
mum part load value should be determined in the optimization process; consequently
the engine specifications as a function of load are needed. here are several empirical
methods to estimate the electrical power generation, the recoverable heat and the fuel
mass flow rate. Here, we use the relation provided in reference [20].



346 Optimization of Energy Systems

he nominal diesel fuel consumption can be expressed as:

ṁf,nom =
ẆDiesel

�Diesel,nomLHV
(10.21)

he fuel mass flow rate at the part load operating condition can be calculated as fol-
lows [15]:

ṁf,PL

ṁf,nom

= −0.02836 exp(0.03254(PL)) + 0.2556 exp(0.01912(PL)) (10.22)

where PL is the partial load of the engine. he part load power output can be esti-
mated as:

ẆDiesel,PL

ṁf,PL LHV
= 1.07 exp(−0.0005736(PL)) − 1.259 exp(−0.05367(PL))�Diesel,nom

(10.23)

he waste heat associated with the exhaust gas and water jacket can be calculated
respectively as follows:

Q̇exh,PL

ṁf,PL LHV
= 0.001016(PL)2 − 0.1423(PL) + 31.72 (10.24)

Q̇wj,PL

ṁf,PL LHV
= 24.01 exp(−0.0248(PL)) + 15.35 exp(0.002822(PL)) (10.25)

10.3.2.2 Organic Rankine Cycle

he waste heat of the exhaust gas can be recovered by an ORC system, which is mod-
eled and assessed thermodynamically here by writing an energy balance equation for a
control volume around each of its components:

Pump

Ẇp = ṁp(h2s − h1)∕�p (10.26)

where �p denotes the isentropic efficiency of the pump.

HRVG

Q̇exh = ṁ3(h3 − h2,ac) (10.27)

Expander

Ẇexpd = [ṁ3h3 − ṁ4h4,s − (ṁ3 − ṁ4)h5,s]�expd (10.28)

where �expd denotes the isentropic efficiency of the expander.

Condenser

Q̇cond = ṁ7(h7 − h1) (10.29)

10.3.2.3 Ejector Refrigeration Cycle (ERC)

heERC consists of an ejector, an evaporator, a valve, and a condenser.he components
are modeled as follows:
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Ejector Several assumptions are made here to render the analysis more tractable:

• he velocity at the inlet and outlet of the ejector are assumed to be negligible.
• Friction and mixing losses in the nozzle, mixing chamber, and diffuser are taken into

account by means of each component’s efficiency.
• hemixing chamber operates at constant pressure.
• he ejector does not exchange heat with the surroundings.

Considering the velocity at the ejector inlet as negligible, the outlet velocity of the
nozzle can be expressed as:

u11 =
√
(2�n(h4 − h11) (10.30)

he entertainment ratio is defined as:

� =
ṁsf

ṁmf

(10.31)

he conservation of the mass balance in the mixing chamber leads to:

ṁmfu11 + ṁsfu10 = (ṁmf + ṁsf)u12s (10.32)

Neglecting the secondary flow velocity (u10), the isentropic velocity of the mixing outlet
flow can be calculated as follows:

u12s =
u11

1 + �
(10.33)

he mixing efficiency can be defined as:

�m =
u2
12

u2
12s

(10.34)

he outlet velocity from the mixing section flow can be determined as:

u12 = u11

√
�m

1 + �
(10.35)

and the outlet specific enthalpy of the mixing section can be expressed as:

h12 =
h4 + �h10
1 + �

−
u2
12

2
(10.36)

Kinetic energy is converted to pressure in the diffuser. Neglecting the outlet velocity of
the diffuser, the outlet specific enthalpy can be evaluated as follows:

h6 = h12 +
h6s − h12

�d
(10.37)

where h6s represents the isentropic specific enthalpy of the diffuser outlet flow.
he entertainment ratio � can be derived as follows:

μ =

√
�n�m�d

(h4 − h11s)

(h6s − h12)
− 1 (10.38)

As shown in Figure 10.25, the entertainment ratio calculations in the ejector involve
a trial-and-error process. First, the entertainment ratio is guessed and, after the
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Figure 10.25 Flowchart of the ejector calculations.

estimation of some parameters, it is calculated using Equation 10.34. If the relative
error exceeds the stopping criterion, the previous value of the entertainment ratio is
automatically replaced with a new one and the procedure is repeated until the stopping
criterion is satisfied.

Valve he process occurring in the valve is assumed isenthalpic. Hence,

h8 = h9 (10.39)

Evaporator he outlet flow of the evaporator is assumed to be a saturated vapor. he
heat rejected from the building can be calculated as follows:

Q̇eva = ṁ9(h10 − h9) (10.40)

10.3.3 Exergy Analysis

he exergy analysis concepts and relations have already been detailed in previous
chapters. Here we develop expressions for the overall exergy efficiency of the CHP
system and the exergy destruction rates for each component in the system. he exergy
destruction for this CHP system occurs in various components (heat recovery devices,
expander, condenser, pump, etc.). Expressions for the component exergy destruction
rates for the entire system are listed in Table 10.7.
Exergy efficiency is a significant indicator that frequently provides a finer understand-

ing than energy efficiency.he exergy efficiency indicates how well the system performs
compared with the ideal one. he exergy efficiency is generally defined as the exergy of
the desired output(s) divided by the exergy of the primary input(s).he exergy efficiency
of the CHP system considered here can be expressed as follows:

ΨCCHP =
ẆDiesel,PL + Ẇexpd − Ẇp +

̇ExDHW + ̇Excooling

̇Exf
(10.41)

10.3.4 Optimization

Different objective functions can be considered according to our needs. In this opti-
mization study, the main objective functions considered are the exergy efficiency of the
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Table 10.7 Expressions for component exergy destruction rates for of the ICE
cogeneration system.

Component Exergy destruction rate

Heat recovery vapor generator ̇ExD,hrvg =
̇Ex2 −

̇Ex3 −
̇ExQ,hrvg

Expander ̇ExD, expd =
̇Ex3 −

̇Ex4 −
̇Ex5 + Ẇexpd

Condenser ̇ExD,cond =
̇Ex7 −

̇Ex8 −
̇Ex1 −

̇ExQ,cond

Pump ̇ExD,pmp =
̇Ex1 −

̇Ex2 + Ẇpmp

Evaporator ̇ExD,eva =
̇Ex9 −

̇Ex10 −
̇ExQ,eva

Expansion valve ̇ExD,ev =
̇Ex8 −

̇Ex9.

Ejector ̇ExD,ej =
̇Ex4 −

̇Ex10 −
̇Ex6

Mixing chamber ̇ExD,mch =
̇Ex6 +

̇Ex5 −
̇Ex7

Domestic water heater ̇ExD,DWH = ̇Ex13 −
̇Ex14 −

̇ExQ,DHW

Diesel engine ̇ExD,Diesel =
̇Exf −

̇ExQ,hrvg −
̇ExW,Diesel −

̇ExQ,DWH

CHP system, which is to be maximized, and the total cost rate of the system, which is to
beminimized, while satisfying several reasonable constraints.hese objective functions
are a function of design parameters of the system and can be expressed as follows:

ΨCHP =
Ẇnet + ̇ExDHW + ̇Excooling

̇Exf
(10.42)

Ċtotal =
∑
i

Żi + Ċf + Ċenv (10.43)

Here, Żi is the annual investment cost rate of the ith component of the system, which
includes the cost rate of annualized capital investment and the annual operating and
maintenance cost. he total capital investment cost includes two parts: the direct
capital cost, which is the equipment purchase cost in this study, and the indirect capital
cost. he purchase cost of each component should be defined as a function of the
system design parameters. For this CHP system the purchase cost of each component
is listed in Table 10.8.
he total capital investment of each component is taken to be 6.32 times of the pur-

chase equipment cost of the same component [23]. Also, the cost of operation and

Table 10.8 Purchase cost of components [21, 22].

Component Equipment purchase cost (EPC)

Expander log10(EPCexpd ($)) = 2.6259 + 1.4398 log(Ẇexpd) − 0.1776 [ log10(Ẇexpd)]
2

Heat exchanger log10(EPChe($)) = 4.6656 − 0.1557 log10(A) + 0.1547 [log10(A)]
2

Pump log10(EPCpmp($)) = 3.3892 + 0.0536 log10(Ẇpmp) + 0.1538[log10(Ẇpmp)]
2

Ejector EPCej($) = 1000 × 16.14 × 0.989 ×

(
m4 ×

(
T4

P4×0.001

)0.05
)
× (P6

−0.75)

Diesel EPCD($) =
(

−138.71

2
× ln(ẆPL,diesel) + 1727.1

)
× ẆPL,Diesel
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maintenance is almost 20% of the component purchase cost. In Equation 10.43, Ċf and
Ċenv represent the cost rate of fuel consumed by the ICE and the cost rate of environ-
mental impact, respectively, which can be defined as:

Ċf = �fṁf (10.44)

Ċenv = �emṁCO2
(10.45)

Here�f and�em are unit fuel cost and unit pollutant emission cost, respectively, and are
given in reference [3].

10.3.4.1 Decision Variables

For this optimization problem, different decision variables are selected for different sub-
systems (i.e., ICE, ORC, and ERC).he decision variables and their intervals for various
working fluids are listed in Table 10.9.
A multi-objective genetic algorithm is selected as the optimization method here for

the determination of the optimal design parameters. he input parameters used in the
multi-objective optimization are provided in Table 10.10.

10.3.4.2 Multi-objective optimization

For this CHP system, multi-objective optimization is applied considering both exergy
efficiency and total cost rate as the objective functions, in order to determine the
optimal design parameters of the CCHP system for a residential application. Note that
the exergy efficiency is to be maximized, while the total cost rate is to be minimized,
subject to satisfying reasonable constraints. In order to determine the optimal

Table 10.9 Decision variables and their range of variation for the optimization.

Decision variable Interval Reason

R-134a R-600 R-11

ẆDiesel (kW) [50 to 200] Commercial availability

PL (%) [50 to 100] Commercial availability

� (−) [0.1 to 1] Commercial availability

Fextr (−) [0.5 to 1] Commercial availability

Phrvg (kPa) [2800 to 3975] [2000 to 3114] [500 to 1775] Pinch point limitation

Pcond (kPa) [600 to 770] [208 to 284] [80 to 125] Temperature limitation

Peva (kPa) [180 to 290] [56 to 103] [20 – 40] Temperature limitation

Table 10.10 Multi-objective genetic
algorithm input parameters.

Parameter Value

Population size 50

Crossover fraction 0.8

Mutation fraction 0.03

Objective function tolerance 0.0001
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design parameters, seven decision variables with the highest influence of the system
performance are selected, whose ranges were already given (Table 10.9). hese design
parameters are as follows: diesel engine nominal power (ẆD), engine part load fraction
(PL), expander inlet pressure (Phrvg), pressure of extraction fraction (Fextr), extraction
ratio (�), condenser pressure (Pcond), and evaporator pressure (Peva). A genetic algo-
rithm is applied as the optimization algorithm for multi-objective optimization. For
this optimization it is assumed that the diesel nominal efficiency, �D,nom, is 35%. he
fuel lower heating value (LHV) and its chemical exergy factor are equal to 47.82 MJ/kg
and 1.03, respectively [3].he isentropic efficiency of the pump and the expander of the
ORC are assumed to be 75% and 82%, respectively. As mentioned in the ERC analysis
sub-section, the ejector has three subsystems, namely a converging–diverging nozzle,
a mixing chamber, and a diffuser. For each, the efficiency is defined and its value is
assumed to be 90%, 85%, and 85%, respectively [23]. In the economic analysis, some
input economic data are provided. he interest rate, ieff, is fixed at 11%. he nominal
escalation rate, rn, is assumed to be 5%. he economic life, n, and annual operating
hours, � , are considered to be 20 years and 7000 hours, respectively. he fuel cost,
�fuel, and pollutant emission cost, �em, are assumed to be 0.168 and 0.02086 $/kg,
respectively [22]. In the DWH subsystem, water enters at 20∘C and the exit temperature
is set at 60∘C, respectively.
he Pareto frontier for the three working fluids considered is presented in

Figure 10.26. As mentioned, all of the points in the Pareto frontier have the pos-
sibility of being selected as the final optimal points. However, in some studies, there are
some criteria that are invoked for the final point selection. In this study, the selection
is based on equilibrium point theory, which aims at both objective functions taking on
their “best” values, called the ideal or best point. However, it is usually not advantageous
to attain this point in practice, which is why in multi-objective optimization the closest
point to the ideal points are usually claimed to yield superior results compared to other
points on the Pareto front. As shown for R134a in Figure 10.26, the ideal point is not
located on the Pareto curve. Consequently, the final decision should be a trade-off point
rather than the best point. As shown in Figure 10.26, the trade-off point is defined as
the closest point of the Pareto frontier to the ideal point [8]. he trade-off points for all
three cases are shown in this figure as points A to C. As is evident, R-11 is the most
beneficial working fluid in terms of minimum total cost rate and maximum exergy
efficiency, with values of 3.19 $/hr for total cost rate and 66.85% efficiency, respectively.
In addition, the lowest exergy efficiency, which is equal to 62.18%, occurs with R-134a
as working fluid. In this instance, the total cost rate attains its highest value, 3.46 $/hr. A
brief inspection of Figure 10.26 allows one to conclude that for each working fluid there
is a trade-off between total cost rate and exergy efficiency. Or, more specifically, the
greater the exergy efficiency, the higher is the total cost rate. But, relative to different
working fluids, it is determined that in this CHP system the fluid with the higher critical
temperature leads to better performance from both exergy efficiency and total cost
rate points of view. herefore, as shown in Figure 10.26, R-11 with the highest critical
temperature attains the best Pareto frontire, with the best total cost rate and exergy
efficiency. Next come R600 and R134a.
Figure 10.27 presents an energy balance of the bottoming cycle, including the ORC,

ERC, and DWH units. he input energy to the system should equal the output energy.
As shown, calculation errors do not exceed 1.5%. Figures 10.28 to 10.34 present the vari-
ations of various decision variables linked to the optimum points of the Pareto frontiers
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for all working fluids considered. Figure 10.28 illustrates the variation of diesel engine
capacity with respect to population. As is shown for all of the working fluids, to achieve
an optimum condition, the diesel engine capacity should be at its minimum value of 50
kW. Figure 10.29 shows the variation of diesel engine part load fraction for optimum
points of the Pareto frontier. From Figure 10.29 one can find that, for all working fluids
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Figure 10.28 Scattered distribution of diesel engine capacity with population in Pareto frontier.
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and all points of the Pareto frontier, the diesel engine partial load takes on its minimum
value of 50%. his means that in order to receive a better benefit from the exergy effi-
ciency and total cost rate, it is necessary to install ICEs with lower capacities at half load.
Figure 10.30 shows the variation of expander inlet pressure for the optimum points on
the Pareto frontier. Figure 10.31 shows the variation of the motive flow pressure frac-
tion for various optimumpoints of the Pareto frontier. As depicted, for all working fluids
and optimum points, this quantity takes on a maximum value of 1, which means that an
increase in the pressure of the motive flow is beneficial from both exergy efficiency and
total cost rate points of view. Figure 10.32 shows the variation of the extraction ratio for
several points of the Pareto frontier.
As is shown here, for all working fluids the maximum value in the range is selected.

In other words, to achieve an optimum operating condition with maximum exergy effi-
ciency, minimum total cost rate or any other combination of the two, all of the wasted
heat with the exhaust gas should be used in the ERC for cooling production rather
than in the ORC for electrical power production. Figure 10.33 shows the variation of
condenser pressure for several optimum points of the Pareto frontier. As is evident, all
considered working fluids attain their minimum available values for the ranges in which
a higher pressure condenser leads to lower ORC electrical power production and ERC
cooling capacity. Figure 10.34 illustrates the variation of evaporator pressure for several
points on Pareto frontier. As depicted in this figure, for all working fluids the evaporator
pressure takes on its maximum available value since a higher evaporator pressure leads
to a higher cooling capacity and exergy efficiency.
he optimal values of the design parameters for desirable points A to C are listed in

Table 10.11.Moreover, information about these points such as net output power, cooling
capacity, exergy efficiency, total cost rate, sustainability index, and cost ratio, are pre-
sented in Table 10.12.he cost ratio is defined as the total cost rate per unit of produced
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Figure 10.33 Scattered distribution of condenser pressure with population in Pareto frontier.
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Table 10.11 Decision variables of optimum points A to C.

Point ẆDiesel

(kW)

PL

(%)

Phrvg (kPa) Fextr
(−)

�

(−)

Pcond (kPa) Peva (kPa)

A 52.48 50.59 3692.1 0.99 0.99 603.85 264.13

B 50.00 50.02 2106.90 0.99 0.99 212.13 97.14

C 50.20 50.00 1128.70 0.99 0.99 71.85 29.93

Table 10.12 Parameters of optimum points A to D.

Point Ẇnet (kW) Q̇cool

(kW)

ṁDWH

(kg∕s)

�CHP

(%)

Total cost rate

($/h)

SI

(−)

Cost ratio

($/kWh)

A 26.06 5.05 0.11 62.18 3.45 1.53 0.0.132

B 24.72 6.39 0.10 64.50 3.21 1.49 0.129

C 24.89 7.35 0.10 65.83 3.20 1.46 0.128

electrical power. Since the quality of “cold energy,” “heat energy,” and electrical power
are different, the sum of heat, cold, and electrical energy is not the output capacity of
the system. hus, two factors, � and �, are introduced to define the price difference of
cold, heat and electrical power and presented as: Ẇnet + �Q̇heat + �Q̇cool. In this study,
the values of � and � are taken to be 0.5 and 0.8, respectively [24]. As is evident from
Table 10.12, although the highest value of net electrical power output is exhibited at
pointA, both the maximum exergy efficiency andminimum total cost rate are exhibited
at pointC. It is beneficial to consider such factors as SI and cost ratio, which are quantita-
tive measures of the environmental impact of the system and the total cost rate per total
produced electrical power, respectively. he best (highest) and worst SI values result
from operating the system with the conditions at points A and C, respectively. Also, the
most beneficial operating conditions from a cost ratio perspective results from oper-
ating at point C. he final decision on which operating point to use depends on many
factors including costs, available space, and system efficiency. In this study, point C is
selected based on its exergy efficiency, total cost rate, and cost ratio, as the best overall
performance of the system for residential application is observed at this point.
To enhance understanding of the optimization of the CHP system, the effect of

different decision variables on the objective functions is examined. For this analysis,
each fluid is considered at its optimum point and the effect of varying a single decision
variable is observed. Figure 10.35 shows the effect of varying diesel engine capacity on
both objective functions. It is seen that an increase in this decision variable results in a
significant increase in the total cost rate, while the exergy efficiency remains constant.
his observation implies that the increments of the supplied and useful exergy rates
are equal. his trend is consistent with the results in Figure 10.28; where all the Pareto
points are considered, the diesel engine capacity takes on the minimum available
value (50 kW). Figure 10.36 shows the impact of varying engine part load fraction on
both objective functions, demonstrating that an increase in this parameter leads to a
higher total cost rate and lower exergy efficiency. herefore, the lower the diesel engine
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Figure 10.36 Effects of varying diesel engine part load fraction on both objective functions.
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Figure 10.37 Effects of varying expander inlet pressure on both objective functions.

part load fraction, the better are both the objective functions. Figure 10.37 shows the
trade-off between total cost rate and exergy efficiency when expander inlet pressure
increases. he trend in Figure 10.37 provides useful insight into the scattered behavior
of Figure 10.30. Specifically, the optimum value of the total cost rate occurs for a lower
expander inlet pressure, while the optimum value of the exergy efficiency occurs at a
higher expander inlet pressure.
he effect of the expander extraction ratio on the objective functions is shown in

Figure 10.38, where an increase in expander extraction ratio is seen to improve both
objective functions.his explainswhy all optimumpoints in the scattered distribution in
Figure 10.31 occur for themaximumvalue of this variable. A similar trend is observed for
extraction ratio in Figure 10.39. Figure 10.40 shows the effect of condenser pressure vari-
ations on both objective functions. An increase in condenser pressure leads to an almost
negligible improvement in the total cost rate of the CHP system, while it significantly
decreases the system exergy efficiency. his is why in Figure 10.33, where the scattered
distribution of condenser pressure is given, this variable takes on themaximumavailable
value for all optimum points. Figure 10.41 shows the effect varying evaporator pres-
sure on both objective functions, demonstrating that an increase in evaporator pressure
increases the exergy efficiency significantly for all cases and also increases the total cost
rate. When the evaporator pressure increases, the cooling capacity of the system rises,
which in turn leads to an increase in the numerator of the exergy efficiency expres-
sion. But the higher evaporator pressure requires more electricity for the pumps, which
increases the system cost.
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10.4 Micro Gas Turbine Trigeneration System

Fossil fuel depletion and global warming are two important concerns for the
sustainability of energy systems in the future. Demand for energy has been steadily
rising despite limited availability of non-renewable fuel resources. Hence, efforts to
develop more efficient energy systems are becoming increasingly significant. he effi-
ciency of conventional power plants, which are usually based on single prime movers,
is usually less than 40%. hus, most of the input energy is lost, much as waste heat. he
integration of systems to provide cooling, heating, and hot water with conventional
plant can increase the overall plant efficiency to up to 70% [25]. Cogeneration systems
represent one of the strategic technologies to increase the efficiency of energy usage.
Among the ways of achieving cogeneration for combined heating and power (CHP),
the use of micro-turbines is considered an attractive option.
Micro-turbines (MTs) are small size combustion turbines, with powers ranging

between 20 and 10MW [26]. From the environmental point of view, the use of MTs is
of special interest nowadays due to the fact that the levels of CO2 and NOx emissions
of MTs are significantly lower than those of reciprocating engines of similar capacity.
In addition, MTs offer fuel flexibility [27]. One application of cogeneration systems
is the coupling of MTs with absorption systems, both for single and double-effect
units. he residual heat of the MT is used to drive the refrigeration system. he term
“trigeneration” is applied in such an instance since an additional benefit, cooling,
is obtained. A trigeneration system is shown in Figure 10.42, and is composed of a
compressor, a combustion chamber, a gas turbine, a dual pressure heat recovery steam
generator, a single effect absorption chiller, and a domestic water heater.

10.4.1 Thermodynamic Modeling

Relevant energy balances and governing equations for the main sections of the trigener-
ation plant shown in Figure 10.42 are described, and broken down into the following
subsections: topping cycle (Brayton cycle), bottoming cycle (steam turbine and heat
recovery steam generator), single effect absorption chiller, and domestic water heater.

10.4.1.1 Topping Cycle (Brayton Cycle)

We model a gas turbine cycle using the first law of thermodynamics. As seen in
Figure 10.42, air at ambient conditions enters the air compressor at point 1 and, after
compression (point 2), is supplied to the combustion chamber (CC). Fuel is injected
in the combustion chamber and hot combustion gases exit (point 3) and pass through
a gas turbine to produce power. he hot gas expands in the gas turbine to point 4.
his flue gas is utilized in the dual pressure heat recovery steam generator (HRSG)
to generate low pressure (LP) and high pressure (HP) steam. Energy balances and
governing equations for the gas turbine cycle are given elsewhere [1, 28].

10.4.1.2 Bottoming Cycle

Energy balances and governing equations for the components of the bottoming cycle
(steam turbine cycle and HRSG) are provided here.

Dual Pressure HRSG A dual pressure HRSG with two economizers (LP and HP) and
two evaporators (LP and HP) is used in the trigeneration cycle to provide both low-
and high-pressure steam. he LP steam is used to drive the absorption chiller and the
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Figure 10.42 Schematic diagram of a trigeneration system for heating, cooling, and electricity
generation.

HP steam to generate electricity. he temperature profile in the HRSG is shown in
Figure 10.43, where the pinch point is defined as the difference between the tempera-
ture of the gas at the entrance of the evaporator (economizer side) and the saturation
temperature. he dual pressure HRSG has two pinch points (PPHP and PPLP).
he temperature differences between the water leaving the economizers (T20 and T22)

and the saturation temperature (T5 and T17) are the approach points (APHP and APLP),
which depend on the economizer’s tube layout. Note that the pinch point and approach
temperatures are considered constant here.
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Point number    Remarks 
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Figure 10.43 Temperature profile of HRSG.

Energy balances for each element of the HRSG are expressed as follows:

ṁw,HP(h17 − h23) = ṁgCPg(T4 − Ta) (10.46)

ṁw(h23 − h22) = ṁgCPg(Ta − Tb) (10.47)

ṁw,LP(h5 − h21) = ṁgCPg(Tb − Tc) (10.48)

ṁw(h21 − h20) = ṁgCPg(Tc − Td) (10.49)

SteamTurbine An energy balance for the steam turbine in Figure 10.42 and its isentropic
efficiency are written as follows:

ṁwh17 = ẆST − ṁwh18 (10.50)

�ST =
ẆST ,act

ẆST ,is

(10.51)

Condenser An energy balance for the condenser follows:

ṁ18h18 = Q̇cond − ṁ19h19 (10.52)
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Pump An energy balance for the pump and its isentropic efficiency can be expressed as
follows:

ṁwh19 + Ẇpump = ṁwh20 (10.53)

�pump =
wis

wact

(10.54)

10.4.1.3 Absorption Chiller

he principle of mass conservation and the first and second laws of thermodynamics
are applied to each component of the single effect absorption chiller. Each component
is considered as a control volume with inlet and outlet streams, and heat transfer and
work interactions are considered. Mass balances are applied for the total mass and each
material of the working fluid solution. he governing and conservation equations for
the total mass and eachmaterial of the solution for a steady state and steady flow system
are expressed as follows [29]:

∑
ṁi =

∑
ṁo (10.55)∑

(ṁx)i =
∑

(ṁx)o (10.56)

where ṁ is the working fluid mass flow rate and x is mass concentration of LiBr in the
solution. For each component of the absorption system, a general energy balance is writ-
ten:

Q̇ − Ẇ =
∑

ṁoho −
∑

ṁihi (10.57)

he cooling load of the absorption chiller is defined as:

Q̇cooling = ṁ(h10 − h9) (10.58)

Further information about the thermodynamic modeling and energy balances for each
component is given in [29].

10.4.1.4 Domestic Water Heater

he hot gases from the heat recovery heat exchanger enter the water heater to warm
domestic hot water to 60∘C. Water enters this heater at a pressure and temperature of
3 bar and 15∘C, respectively. he energy balance for this component can be written as
follows:

ṁw,LP(h6 − h26) = ṁw(h25 − h24) (10.59)

10.4.2 Exergy Analysis

heexergy of each flow in the plant is calculated and exergy destructions are determined
for each major component. he source of exergy destruction (or irreversibility) in the
combustion chamber is mainly chemical reaction and thermal losses. However, the
exergy destruction in the heat exchanger of the system, that is condenser and HRSG,
is due to the large temperature difference between the hot and cold fluids. he exergy
destruction rate for each component of this trigeneration energy system is shown in
Table 10.13.
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Table 10.13 Expressions for exergy destruction rates for components
of the trigeneration system.

Component Exergy destruction rate expressions

Compressor Ėx1 + ẆAC = Ėx2 + ĖxD

Combustion chamber (CC) Ėx2 + Ėxf = Ėx3 + ĖxD

Gas turbine (GT) Ėx3 = ẆGT + Ėx4 + ĖxD

HRSG Ėx4 + Ėx20 = Ėx5 + Ėx17 + Ėxd + ĖxD

Steam turbine (ST) Ėx17 = ẆST + Ėx18 + ĖxD

Steam condenser Ėx18 = Ėx19 + ĖxQ + ĖxD

Absorption generator Ėx5 + Ėx13 = Ėx6 + Ėx14 + Ėx7 + ĖxD

Absorption heat exchanger Ėx12 + Ėx14 = Ėx13 + Ėx15 + ĖxD

Absorber Ėx10 + Ėx16 = Ėx11 + ĖxQ + ĖxD

Expansion valve Ėx8 = Ėx9 + ĖxD

Condenser Ėx7 = Ėx8 + ĖxQ + ĖxD

Pump Ėx11 + ẆPump = Ėx12 + ĖxD

Domestic water heater Ėx6 + Ėx24 = Ėx25 + Ėx26 + ĖxD

he exergy efficiency, defined as the product exergy output divided by the exergy
input, can be expressed for the overall trigeneration system as follows:

�tri =
Ẇnet,GT + Ẇnet,ST + Ėxheating + Ėxcooling + Ėxhot water

Ėxf
(10.60)

where Ėxf is the fuel exergy flow rate, ĖxQ is the exergy rate associated with heating and

cooling, and Ẇnet,GT and Ẇnet,ST are the net output work rates of the gas turbine (GT)
and steam turbine (ST) cycles.

10.4.3 Optimization

A multi-objective optimization method based on an evolutionary algorithm is applied
to the trigeneration system for heating, cooling, electricity, and hot water to determine
the best design parameters for the system. Objective functions, design parameters and
constraints, and the overall optimization process are described in this section.

10.4.3.1 Definition of Objectives

Two objective functions are considered here for multi-objective optimization: exergy
efficiency (to bemaximized) and total cost rate of product (to beminimized).he cost of
pollution damage is assumed to be added directly to the expenditures that must be paid,
making the second objective function the sum of thermodynamic and environmental
objectives. Consequently, the objective functions in this analysis can be expressed as
follows:

Exergy Efficiency

� =
Ẇnet,GT + Ẇnet,ST + Ėxheating + Ėxcooling + Ėxhot water

Ėxf
(10.61)
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Total Cost Rate

Ċtot = ĊD + Ċf + Ċenv +
∑
k

Żk (10.62)

where ŻK is the purchase cost of component k and ĊD is the cost of exergy destruction,
which is explained well elsewhere [6].he cost rates of environmental impact and fuel
can be expressed as:

Ċenv = CCOṁCO + CNOxṁNOx (10.63)

Here, ṁCO and ṁNox can be expressed as follows:

mNOx
=

0.15 × 1016�0.5 exp
(
−

71 100

TPZ

)

P0.05
3

(
ΔP3

P3

)0.5
(10.64)

mCO =
0.179 × 109 �0.5 exp

(
7800

TPZ

)

P2
3
�

(
ΔP3

P3

)0.5
(10.65)

10.4.3.2 Decision Variables

he following decision variables (design parameters) are selected for this study: com-
pressor pressure ratio (RAC), compressor isentropic efficiency (�AC), gas turbine isen-
tropic efficiency (�GT ), gas turbine inlet temperature (GTIT), high pressure pinch point
temperature (PPHP) difference, low pressure pinch point temperature (PPLP) difference,
high pressure steam pressure (PHP), low pressure steam pressure (PLP), steam turbine
isentropic efficiency (�ST ), pump isentropic efficiency (�p), and evaporator temperature
(TEVP). Although the decision variablesmay be varied during optimization, they are nor-
mally required to bewithin reasonable ranges; these constraints are listed in Table 10.14,
based on earlier reports [4, 20].

Table 10.14 Optimization constraints and their rationales.

Constraint Reason

GTIT < 1550 K Material temperature limit

P2∕P1 < 22 Commercial availability

�AC < 0.9 Commercial availability

�GT < 0.9 Commercial availability

PHP < 40 bar Commercial availability

PLP < 5.5 bar Commercial availability

10 ∘C < PPHP < 22∘C Heat transfer limit

12 ∘C < PPLP < 22∘C Heat transfer limit

�ST < 0.9 Commercial availability

�p < 0.9 Commercial availability

2∘C < TEVP < 6∘C Cooling load limitation
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10.4.3.3 Evolutionary Algorithm: Genetic Algorithm

Genetic algorithms apply an iterative, stochastic search strategy to find an optimal solu-
tion and imitate in a simplifiedmanner principles of biological evolution [30]. A charac-
teristic of an evolutionary algorithm is a population of individuals, where an individual
consists of the values of the decision variables (structural and process variables here)
and is a potential solution to the optimization problem [31]. More details about genetic
algorithms and their procedures are given elsewhere [31, 32].

10.4.4 Optimization Results

he results of the optimization are described. Figure 10.44 shows the Pareto frontier
solution for the trigeneration system for the objective functions in Equations 10.61 and
10.62 after multi-objective optimization. It can be seen in this figure that the total cost
rate of products increases moderately as the total exergy efficiency of the cycle increases
to about 56%. Increasing the total exergy efficiency from 56% to 58% increases the cost
rate of product significantly. It is shown in Figure 10.44 that the maximum exergy effi-
ciency exists at design point A (57.64%), while the total cost rate of products is the
greatest at this point (1394 $/hr). On the other hand, the minimum value for the total
cost rate of product occurs at design point E, which is about 1365.7 $/hr. Design pointA
is the optimal situation when efficiency is the sole objective function, while design point
E is the optimum point when total cost rate of product is the sole objective function.
In multi-objective optimization, a process of decision-making for selection of

the final optimal solution from the available solutions is required. he process
of decision-making is usually performed with the aid of a hypothetical point in
Figure 10.44 (the equilibrium point), at which both objectives have their optimal
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Figure 10.44 Pareto frontier showing best trade-off values for the objective functions.
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Table 10.15 Optimized values for design parameters of the system based on
multi-objective optimization.

Design parameter A B C D E

�AC 0.88 0.88 0.88 0.88 0.88

�GT 0.9 0.9 0.9 0.9 0.9

RAC 19.977 19.999 19.996 19.999 20

GTIT (K) 1499.6 1499.5 1499.7 1499.7 1499.8

PLP (bar) 5.6796 5.6405 2.02 2.043 2.9621

PHP (bar) 39.949 39.955 39.924 24.719 15.021

PPHP (
∘C) 8.096 16.233 19.939 19.941 19.897

PPLP (
∘C) 24.778 24.65 24.981 24.83 24.971

TEVP (
∘C) 4.1983 4.293 4.3565 5.9145 7.3016

�FWP 0.77333 0.78133 0.738 0.79267 0.858

�ST 0.88945 0.87902 0.76592 0.75 0.75769

values independent of the other objectives. It is clear that it is impossible to have both
objectives at their optimum point simultaneously and, as shown in Figure 10.44, the
equilibrium point is not a solution located on the Pareto frontier. he closest point
of the Pareto frontier to the equilibrium point might be considered as a desirable
final solution. Nevertheless, in this case, the Pareto optimum frontier exhibits weak
equilibrium, that is, a small change in exergy efficiency from varying the operating
parameters causes a large variation in the total cost rate of product. herefore, the
equilibrium point cannot be utilized for decision-making in this problem. In selection
of the final optimum point, it is desired to achieve a better magnitude for each objective
than its initial value for the base case problem. Because of this the optimized points
in the C–E region have the maximum exergy efficiency increment of about 1% and
minimum total cost rate increment of about 20 $/hr relative to the design point, C.
herefore, design point C can be a good candidate for the multi-objective optimization.
Note that in multi-objective optimization and the Pareto solution, each point can
be utilized as the optimized point. herefore, the selection of the optimum solution
depends on the preferences and criteria of the decision maker, suggesting that each
may select a different point as for the optimum solution depending on his/her needs.
Table 10.15 shows all the design parameters for points A–E.
As shown in Figure 10.44, the optimized values for exergy efficiency on the Pareto

frontier range between 53% and 58%. To provide a good relation between exergy effi-
ciency and total cost rate, a curve is fitted on the optimized points obtained from the
evolutionary algorithm.his fitted curve is shown in Figure 10.45 and can be expressed
as follows:

Ċtotal =
−17.42�5 − 23.75�4 − 19.24�3 + 5.2�2 + 37.6� − 15.94

�5 − 3.5�4 + 4.65�3 − 3.01�2 + 0.97� − 0.12
(10.66)

To see the variation of thermodynamic characteristics, three different points on the
Pareto frontier are considered (A, C, and E). Table 10.16 shows the total cost rate of the
system, the total exergy destruction rate, the system efficiency, and the sustainability
index. From pointA to point E in this table, both total cost rate of the system and exergy
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Table 10.16 Thermodynamic characteristics of three different points on the Pareto frontier.

Point ĖxD,tot (MW) Ċtot ($∕h) � Zk ($) SI CO2 emission

(kg/MWh)

A 35.4 1393.4 57.58 8.704106 2.19 130.14

C 37.3 1375.5 56.28 7.928106 2.09 134.97

E 38.4 1365.8 52.80 7.470106 2.01 143.75
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Figure 10.46 Scatter distribution of compressor isentropic efficiency with population in Pareto
frontier.



10 Cogeneration and Trigeneration Systems 371

efficiencies decrease. As already stated, point A is preferred when exergy efficiency is
a single objective function and design point E when total cost rate is a single objective
function. Design point C exhibits better results for both objectives. Other thermody-
namic properties correctly confirm this trend. For instance, from point A to E, the total
exergy destruction increases when the exergy efficiency decreases.
To better understand the variations of all design parameters, the scattered distribu-

tions of the design parameters are shown in Figures 10.46 to 10.56.he results show that
gas turbine inlet temperature, compressor pressure ratio, and gas turbine isentropic effi-
ciency tend to become as high as possible. his observation means that an increase in
these parameters leads to better optimization results. Due to physical limitations, how-
ever, it is not allowed to extend this region. he reason for the compressor pressure
ratio behavior is that an increase in this parameter increases the outlet temperature and
decreases themass flow rate injected to the combustion chamber. As the first term in the
total cost rate (Equation 10.62) is directly associated with the mass flow rate of the fuel,
any decrease in this term results in a decrease in the objective function. his is why in
the scattered distribution for the compressor pressure ratio achieves a maximum value
in its range. Similar results are seen for the gas turbine isentropic efficiency. In addition,
themaximumvalue for the gas turbine inlet temperature (GTIT) is selected based on the
evolutionary algorithm.he higher theGTIT , the higher the achieved exergy efficiency,
since one of the objective functions is supposed to be maximized. It can be concluded
that compressor pressure ratio and gas turbine inlet temperature have positive effects
on both objective functions since they attain high values.
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Figure 10.47 Scatter distribution of gas turbine isentropic efficiency with population in Pareto frontier.
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Figure 10.49 Scatter distribution of compressor pressure ratio with population in Pareto frontier.

10.4.5 Sensitivity Analysis

To provide better insight into the study, a sensitivity analysis is conducted to determine
the variation of each objective function with some of the main design parameters. he
design parameters that have major effects on both objectives are considered: air com-
pressor efficiency, compressor presser ratio, gas turbine efficiency, gas turbine inlet tem-
perature (GTIT), high pressure steam pressure (HP), low pressure steam pressure (LP),
high and low pressure pinch point temperatures (PPHP, PPLP), and steam turbine effi-
ciency.herefore, the variations of objective functions for five considered points shown
in the Pareto curve (Figure 10.44) are shown in Figures 10.57 to Figure 10.65. he vari-
ations of other points on the Pareto curve exhibit the same trends as these five points.
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Figure 10.52 Scatter distribution of low pressure pinch point with population in Pareto frontier.
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Figure 10.53 Scatter distribution of high pressure pinch point with population in Pareto frontier.

Figure 10.57 shows the variation of compressor pressure ratio for the five selected
optimal points on the Pareto curve. As shown in this figure, an increase in compressor
pressure ratio has a positive effect on both objective functions. Increasing this design
parameter first leads to an increase in exergy efficiency of the cycle, due to the fact that an
increase in pressure ratio results in an increase in compressor outlet temperature. In this
case, air enters the combustion chamber with higher temperature; hence the total mass
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flow rate injected into the combustion chamber decreases. According to Equation 10.61,
a reduction in combustion chamber fuel mass flow rate leads to an increase in cycle
exergy efficiency. On the other hand, a reduction in total fuel mass flow rate has a signifi-
cant effect on the total cost rate of the cycle. Equation 10.62 shows that a decrease in total
fuel mass flow rate leads to a reduction in total cost of fuel which is an important part of
this objective function. In addition, this reduction leads to a decrease in greenhouse gas
emissions of the combustion chamber. herefore, this reduction leads to a decrease in
cost of environmental impacts. Also, an increase in pressure ratio results in a reduction
of the cost of exergy destruction; this is due to a reduction of exergy destruction rate of
the combustion chamber attributable to the fact that air passes through the combustion
chamber at a higher temperature. herefore, the temperature difference between the
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Figure 10.57 Variation with compressor pressure ratio of exergy efficiency and total cost rate.

working fluid and flame temperature decreases, which leads to a reduction in entropy
generation. Finally, these three effects result in a significant reduction in total cost of the
cycle, as shown in Figure 10.57.
Figure 10.58 shows the variation of both objective functions with compressor effi-

ciency. As shown in this figure, an increase in this efficiency has a positive effect on
exergy efficiency and total cost rate. An increase in compressor efficiency results in the
better compressor performance and leads to a decrease in irreversibility and an increase
in the gas turbine exergy efficiency. But this increase also has an effect on first and last
term of the second objective function (ĊD and ŻAC).
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Figure 10.59 Variation with gas turbine efficiency of exergy efficiency and total cost rate.

Since a higher compressor efficiency results in a decrease in exergy destruction,
the cost of exergy destruction which is directly associated with exergy destruction
decreases. Also, to have higher compressor efficiency, a compressor with higher cost
is required. But in this case the first effect is dominant. herefore, an increase in
compressor efficiency leads to a decrease in total cost of the system. he same result
is observed for the variation of gas turbine efficiency on both objective functions (see
Figure 10.59). An increase in gas turbine efficiency results in an increase in cycle exergy
efficiency and a decrease in total cost of the system. Another important parameter
which has a significant effect on the performance of the gas turbine cycle is gas turbine
inlet temperature (GTIT).
he effects of varying this temperature on both objective functions are shown in

Figure 10.60. An increase in GTIT leads to an increase in gas turbine output power
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Figure 10.60 Variation with gas turbine inlet temperature of exergy efficiency and total cost rate.

which is a major part of the first objective function. In addition, increasing the GTIT

leads to an increase in gas turbine outlet temperature.herefore, flue gases pass through
the heat recovery steam generator with higher temperature and the heating load of
the system increases. he effect of an increase in GTIT on total cost of the system is
significantly affected by the first term of Equation 10.62. Since an increase in GTIT

leads to drastic decrease in exergy destruction, the cost of exergy destruction decreases.
Note that although raising this temperature results in an increase in flame temperature
which in turn increases the mass flow rate of NOx according to Equation 10.64, this
increase can be negligible compared to the decrease in exergy destruction. Hence, the
combination of these two effects leads to a decrease in total cost of the system.
Figure 10.61 shows the effect of boiler high pressure steam on both objective func-

tions at five selected points on the Pareto curve. he effect of raising this parameter
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Figure 10.61 Variation with gas turbine inlet temperature of exergy efficiency and total cost rate.
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Figure 10.62 Variation with gas turbine inlet temperature of exergy efficiency and total cost rate.

has a positive effect on exergy efficiency of the cycle, mainly due to the fact that an
increase in this pressure leads to an increase in the enthalpy of the main steam entering
the steam turbine, which directly increases the steam turbine output power. Since the
action just changes the steam turbine work, the variation of exergy efficiency is limited
within 5%. he effect of varying the high pressure steam pressure on total cost of the
plant is also shown in Figure 10.61. It is observed that an increase in this parameter has
a negative effect on the cost of the plant. he reason is that increasing this temperature
requires a larger pump with higher work and larger pipes in the HRSG, which lead to
higher investment costs. herefore, this is a good parameter to be selected as a design
parameter because it will lead to a conflict between two objective functions.
Figure 10.62 shows the effect of varying the low pressure steam on both objective

functions. A similar result is obtained when examining the high pressure steam. Note
that the variation range of exergy efficiency for this parameter is within 3%.
Another two important design parameters in the HRSG are the high and low pressure

pinch point temperatures. he pinch point temperature is defined as the smallest tem-
perature difference between the hot gases and the steam being raised; here, the pinch
point occurs at the hot gases exiting the evaporator and the saturated steam at the high
or low drum pressure [33]. Figure 10.63 shows the variation of high pressure pinch point
(PPHP) on both objective functions. As shown in this figure, an increase in PPHP has
a negative effect on exergy efficiency while it has a positive effect on total cost of the
plant. When the pinch point temperature increases, the hot gases cannot transfer most
of their energy to the working fluid which leads to a decrease in HRSG efficiency and
an increase in HRSG exergy destruction. he first effect can affect the quality of the
main steam entering the HRSG and lower the main steam temperature. his reduction
in both quality and temperature of the main steam reduces the steam turbine output
work.herefore, the exergy efficiency of the cycle decreases. But, since the heat transfer
rate of hot flue gases over the evaporators is not changing, an increase in pinch point
temperature leads to a decrease in heat transfer surface area which reduces the evap-
orator cost. Hence, increasing this temperature leads to a decrease in total cost of the
plant. Figure 10.64 shows the effect of variation of low pressure pinch point temperature
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Figure 10.64 Variation with gas turbine inlet temperature of exergy efficiency and total cost rate.

on both objective functions. It is observed that an increase in low pressure pinch point
does not have a significant effect on the exergy efficiency, but it can decrease the total
cost of the plant due to the reduction of heat transfer surface area for the evaporators.
he same trend is observed for the high pressure pinch point, as seen in Figure 10.63.
Figure 10.65 shows the effect of steam turbine isentropic efficiency on both objective

functions. An increase in this efficiency has a positive effect on exergy efficiency of the
cycle whereas it has a negative effect on total cost rate of the plant. As shown in this
figure, an increase in steam turbine isentropic efficiency results in an increase in exergy
efficiency. According to Equation 10.51, an increase in this efficiency leads to an increase
in steam turbine actual work and a reduction in irreversibility. But increasing the steam
turbine isentropic efficiency raises the steam turbine initial cost because a steam turbine
with higher isentropic efficiency requires higher cost.
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10.5 Biomass Based Trigeneration System

Renewable energy is derived from natural resources such as sunlight, wind, rain, tides,
waves, geothermal heat, and biomass.hese are naturally replenishedwhen used. About
16% of global final energy consumption comes from renewable resources, with 10%
coming from traditional biomass, mainly for heating, and 3.4% from hydroelectricity
[34]. New renewables (small hydro, modern biomass, wind, solar, geothermal, and bio-
fuels) account for another 3% and are growing rapidly. Biomass, as a renewable energy
source, is biologicalmaterial from living, or recently living, organisms [35]. Comprehen-
sively, biomass comprises all the livingmatter present on earth and, as an energy source,
can either be used directly, or converted into other energy products such as biofuels
[35]. Biomass resources are currently mainly used for heating, cooling, and electricity
generation [36]. Direct combustion of biomass with coal is the most common method
of conversion and provides the greatest potential for large scale utilization of biomass
energy in the near term [37]. Other thermochemical conversion technologies such as
gasification and pyrolysis are technically feasible and potentially efficient, compared to
combustion, for power generation.However, these technologies either lackmaturity and
reliability or are not economically viable for large scale utilization [38].
A schematic of a biomass based trigeneration system is shown in Figure 10.66. his

trigeneration produces electricity, heating, and fresh water.
he biomass gasifier produces syngas from woody material. he produced syngas

is burned in a combustion chamber, which results in an increase in the hot air out-
let temperature from the compressor. High temperature gas products enter a ceramic
heat exchanger and exchange heat with pressurized air at the exit of compressor. A heat
recovery steam generator (HRSG) is used to produce high pressure steam to feed the
multi-effect desalination thermal vapor compression (MED-TVC). At the point 8, com-
bustion products enter the organic evaporator at a temperature of 207.8 ∘C to evaporate
the organic fluid to generate additional electrical power.
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Figure 10.66 Schematic of biomass based trigeneration for electricity, heating, and fresh water
production.

10.5.1 Thermodynamic Modeling

For the thermodynamic modeling of the trigeneration system, we focus on the gasifier
andmulti-effect desalination (MED) parts, since other parts have already been explained
in this chapter.

10.5.1.1 Gasifier

To simulate the gasification process taking place in the gasifier, a thermodynamic equi-
librium model is used. he general form of chemical reaction in the gas producer is
assumed as follows [39]:

CHxOyNz + wH2O +m(O2 + 3.76N2) → x1H2 + x2CO + x3H2O

+ x4CO2 + x5CH4 + x6N2 (10.67)

Here, CHxOyNz is the biomass chemical formula and w is the amount of water per kmol
of biomass. he coefficients x1 to x6 can be obtained from atomic balances and using
equilibrium constant equations. he atomic balances can be expressed as:

x2 + x4 + x5 = 1 (10.68)

2x1 + 2x3 + 4x5 = x + 2w (10.69)

x2 + 2x3 + x4 = y + w + 2m (10.70)
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x2 + x3 + 2x4 = y + 2m + w (10.71)

he other equations can be obtained from equilibrium reactions. Pyrolysis products
before reaching the reduction zone are fired and prior to exiting the gasifier achieve
equilibrium state, so the reactions can be written as follows:

C + CO2 → 2CO (10.72)

C +H2O → CO +H2 (10.73)

Zainal et al. [40] and Higman and Vander Burgt [41] show that Equations 10.72 and
10.73 can be combined to give the water-gas shift reaction:

CO +H2O → CO2 +H2 (10.74)

Another equilibrium reaction is the methane reaction, which can be expressed as:

C + 2H2 → CH4 (10.75)

he equilibrium constants for the water-gas shift reactions respetively can be written as
follows [42]:

K1 =
x1 × x4
x2 × x3

(10.76)

K2 =
x5

x2
1

× ntotal (10.77)

he equilibrium constants can be obtained using the Gibbs function change for each
reaction as follows [43]:

LnK = −
ΔG∘

T

RT
(10.78)

ΔG∘T =
∑
i

viΔg
∘
f,T,i (10.79)

Here, ΔG∘
T
is the standard Gibbs free energy of reaction, Δg

∘
f,T,i is the standard Gibbs

function of formation at temperature T for the gas species i, and R is the universal
gas constant, 8.314 kJ/(kmol.K). Finally, for the calculation of m the energy equation
is applied as:

h
∘
f,biomass + wh

∘
f,H2O

= x1(h
∘
f,H2

+ Δh)x2(h
∘
f,CO + Δh) + x3(h

∘
f,H2O

+ Δh)

+ x4(h
∘
f,CO2

+ Δh) + x5(h
∘
f,CH4

+ Δh) + x6(h
∘
f,N2

+ Δh) (10.80)

where h
∘
f is the formation enthalpy (in kJ/kmol), and Δh

∘
is enthalpy difference

between the given state and the reference state.

10.5.1.2 Multi-effect Desalination Unit

As shown in Figure 10.66, the MED-TVC consists of six evaporators, six feed water
preheaters, six flash boxes, a condenser, and a thermo-vapor compressor. Assuming
two-phase flowwithin each effect and using conservation laws, the process can bemod-
eled mathematically. he main conservation laws used are mass, salinity, and energy
balances, which are presented in Table 10.17.
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Table 10.17 Conservation laws for multi-effect desalination unit.

Part of process Balance equations Description

First effect B1 = F1 − D1 Mass

xswF1 = xB1
B1 Salinity

D1L1 + F1Cp(T1 − Tf1) = (Dr + s)L∘ Energy

Second to
sixth effects

Bi = Fi + Bi−1 − Di − (i − 1) ⋅ Fi−1 ⋅ yi−1 +

[
yi−1

(
Dr +

i−2∑
m=1

Dk

)]
Mass

xswFi + xBi−1
Bi−1 = xB1

B1 Salinity

DiLi + F1Cp(Ti − Tfi) = Di−1Li−1 − (i − 1) ⋅ Fi−1yi−1Li−1+

yi−1

(
Dr +

i−2∑
m=1

Dm

)
⋅ Li−1 + Bi−1C(Ti−1 − Ti)

Energy

Condenser Df = D6 − Dr + y6(Dr + D1 + D2 + D3 + D4 + D5) Mass

DfL6 = ṁswCp(Tf − Tsw) Energy

F = F1 + F2 + F3 + F4 + F5 + F6 Mass

Fresh water
flow rate

86.4D

Source: Ettouney 2002. Reproduced with permission of Elsevier.

In addition, heat transfer coefficients, the logarithmic mean temperature difference,
and the heat transfer area for each effect, the preheater, and the condenser are presented
in Table 10.18.
In order to obtain values for the above-mentioned parameters, the temperature profile

is required. Table 10.19 shows thermodynamic characteristics necessary for the simula-
tion process.
he flashing vapor condensation temperatures for effects 1 to n are:

T1 = T∘c +NEA1 for effect 1 (10.81)

Ti = Tvi +NEAi for effects 2 to n (10.82)

Here, the non-equilibrium allowance (NEA) in effects can be defined as

NEAi =
0.33(Ti−1 − Ti)

0.55

Tvi
(10.83)

he flashing brines temperature of effects 2 to n is:

Ṫi = Ti +NEAi (10.84)

Also, the vapor condensation temperature and saturated vapor temperature of each
effect can be written respectively as follows:

Tci
= Tvi − (ΔTp)i (10.85)

Tvi = Ti − BPE (10.86)

Here, ΔTp is the temperature drop due to pressure loss and BPE is the boiling point
elevation. More detail about MED-TVC thermodynamic modeling can be found in Ref-
erences [46, 47].
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Table 10.18 Formulation of heat transfer coefficient, heat transfer area and logarithmic mean temperature
difference.

Description Balance equations

Heat transfer
coefficient

Effect 1
Effects 2 to n

Ue1
= 1.9394 + 1.40562 × 10−3T∘c − 2.07525 × 10−5T2

∘c + 2.3186 × 10−6T3
∘c

Uei = 1.9394 + 1.40562 × 10−3Tvi−1 − 2.07525 × 10−5T2
vi−1

+ 2.3186 × 10−6T3
vi−1

Preheaters 1 to n-2
Preheater n-1

UHi
= 14.18251642 + 0.011383865Tvi + 0.013381501Tfi+1

UHn−1
= 14.18251642 + 0.011383865Tvn−1

+ 0.013381501Tf

Condenser Ucon⋅ = 1.6175 + 1.537 × 10−4Tvn
− 1.825 × 10−4T2

vn
+ 8.026 × 10−8T3

vn

Logarithmic mean
temperature difference

Preheaters 1 to n-2 LMTDHi
=

(Tfi
− Tfi+1

)

ln
Tvi

− Tfi+1

Tvi
− Tfi

Preheater n-1 LMTDHn−1
=

(Tfn−1
− Tf )

ln
Tvn−1

− Tf

Tvn−1
− Tfn−1

Condenser LMTDCond =
(Tf − Tsw)

ln
Tvn

− Tsw

Tvn
− Tf

Heat transfer area

Effect 1 Ae1
=

(Dr + S)L∘
Ue1

(T∘c − T1)

Effects 2 to n Aem
=

(
Di−1 − (i − 1)yi−1Fi +

(
Dr +

i−2∑
m=1

Dm

)
yi−1

)
Li−1

Uei(Tvi−1
− Ti)

Preheaters 1 to n-1 AHi
=

(i Fi(Tfi+1
− Tfi+1

))

UHi
LMTDHi

Preheater n AHn
=

(nFn(Tfn
− Tf ))

UHn
LMTDHn

Condenser ACond =

(
Df + (Dr +

n−1∑
m=1

Dm)yn

)
Ln

UCondLMTDCond

Source: Esfahani 2012. Reproduced with permission of Elsevier.
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Table 10.19 Thermodynamic properties of
multi-effect desalination unit.

Parameter Value Unit

Sea water temperature 25 ∘C

Sea water pressure 101 kPa

Salinity of sea water 36 000 ppm

Salinity of last effect brine 70 000 ppm

Boiling point elevation (BPE) 0.8 —

Top brine temperature 69 ∘C

Last brine temperature 45.2 ∘C

10.5.2 Exergy Analysis

Exergy analysis is a powerful tool for evaluating efficiencies and identifying inefficient
processes in a system. he specific exergy of a material quantity or flow is usually com-
posed of two parts: physical exergy and chemical exergy. hat is,

ex = exph + exch (10.87)

he specific physical exergy of each state depends on its pressure and temperature, and
can be expressed as:

exph = (h − h∘) − T∘(s − s∘) (10.88)

In general, the specific chemical exergy for a gas mixture can be written as follows [48]:

exch =
∑
i

xiex
ch
∘,i + RT∘

∑
i

xiLnxi (10.89)

where xi is themolar fraction of the ith component, and exch∘,i is the standard exergy of the

ith pure material. In order to calculate the exergy for MED-TVC streams the seawater
specific enthalpy and specific entropy are determined as follows [49]:

h = mf ,shs +mf ,whw (10.90)

s = mf ,sss +mf ,wsw (10.91)

he seawater properties at the dead state are evaluated at T = 298 K, P=101 kPa and
a salinity of 0.036%. At this condition the salt properties are: Cps

= 0.8368 kJ∕kg ⋅ K,
hs∘ = 20.92kJ∕kg, ss∘ = 0.0732978 kJ∕kg ⋅ K. hen, the enthalpy and entropy of salt at
the temperature T can be written as:

hs = hso + Cps(T − T0) = 20.92 + 0.836(T − T0) (10.92)

ss = sso + Cps ln(T∕T0) = 0.073 + 0.836 ln(T∕T0) (10.93)

Considering saline water as an ideal solution, the entropy of a component and saline
water can be determined respectively as follows [50]:

si = s(P,T)i,pure − Ru ln xi (10.94)

s = xsss + xwsw = xs[ss,pure,(PT) − Ru ln xs] + xw[sw,pure,(PT) − Ru ln xw]

= xsss,pure(P,T) + xwsw,pure(P,T) − Ru(xs ln xs + xw ln xw) (10.95)
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he chemical exergy of the biomass fuel can be expressed as the product of the lower
heating value and the coefficient � [38]. hat is,

exbiomass = �LHVwood (10.96)

� =
1.044 + 016

ZH

ZC

− .34493
ZO

ZC

(
1 + .0531

ZH

ZC

)

1 − 0.4124
ZO

ZC

(10.97)

LHV = 349.1C + 1178.3H + 100.5S − 103.4O − 15.1N − 21.1 Ash (10.98)

where ZO, ZH, and ZC are the mass components of oxygen, hydrogen, and carbon in
biomass. For the biomass considered here and the above equation, the higher heating
value is 19 980 kJ/kg. he exergy destruction rates of the main system components are
given in Table 10.20.

10.5.3 Optimization

Two output parameters, namely the total cost rate and the exergy efficiency of the tri-
generation system, are considered as objective functions. hese can be defined as

� =
ĖxQ,domestic + Ẇnet,ORC + Ẇnet,GT + (Ėxsteam,out,HRSG − ĖxD,MED−TVC)

Ėxbiomass

(10.99)

Ċtotal = Żtotal + Ċbiomass (10.100)

Żtotal = Żgasif + ŻC+ŻGT + ŻHE + ŻCC + ŻDWH + ŻP,R + ŻHRSG + ŻEva,R+

ŻTur,R + Żcond,R + ŻMED−TVC (10.101)

Here, Ċbiomass is the biomass cost rate whichmainly depends on the type of material, col-
lection, and processing cost. he fuel cost can be written as a function of lower heating
value as given in [38]. More details about the purchase cost of each piece of equipment
are given elsewhere [3]. To model the trigeneration system, Matlab simulation code is
used. he parts of the trigeneration system (gas turbine unit, gasifier, HRSG, ORC and
MED-TVC, hot water heater) are first modeled including all outputs and exergy flow
rates. Several simplifying assumptions are made to make the model tractable while pro-
viding adequate accuracy:

• All elements operate at steady state.
• Pressure drops in the ORC components are negligible.
• Heat losses from the pipeline and other auxiliary components are negligible.
• he feed flow rates in each MED effect are equal.

Amodified thermodynamicmodel of the biomass gasification process is used to deter-
mine the composition of the produced syngas. To ensure and validate the accuracy of
the developed code, the gasifier simulation is comparedwith data from literature.With a
gasification temperature of 1100K, themodel exhibits good agreement with experimen-
tal data and results from previous modeling. Experimental data are available from Jayah
et al. [54] for a moisture content range of 12.5% to 18%, and for various chip sizes and
air to fuel ratios. Table 10.21 compares the results of present analysis and other works.
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Table 10.20 Exergy destruction rates and exergy efficiencies of components of system.

Component Exergy destruction rate Exergy efficiency

ORC pump ĖxD = Ėx1R − Ėx2R + Ẇpump,ORC � =
Ėx2R − Ėx1R
Ẇpump,ORC

ORC evaporator ĖxD = Ėx3R − Ėx2R + Ėx8 − Ėx9 � =
Ėx3R − Ėx2R
Ėx8 − Ėx9

ORC turbine ĖxD = Ėx3R − Ėx4R − ẆTur,ORC � =
ẆTur,ORC

Ėx3R − Ėx4R

ORC condenser ĖxD = Ėx4R − Ėx1R + ĖxC1 − ĖxC2 � =
Ėx4R − Ėx1R
ĖxC1 − ĖxC1

Compressor ĖxD = Ėx1 − Ėx2 + Ẇcomp � =
Ėx4R − Ėx1R
Ėxc2 − Ėxc1

Gas turbine ĖxD = Ėx3 − Ėx4 − ẆGT � =
ẆGT

Ėx3 − Ėx4

Combustion chamber ĖxD = Ėx4 − Ėxb1 − Ėx5 � =
Ėx5 − Ėx4

Ėxb1

Heat exchanger ĖxD = Ėx2 − Ėx3 + Ėx5 − Ėx6 � =
Ėx3 − Ėx2
Ėx5 − Ėx6

Domestic water heater ĖxD = ĖxD1 − ĖxD2 + Ėx9 − Ėx10 � =
ĖxD2 − ĖxD1
Ėx9 − Ėx10

Gasifier ĖxD = Ėxbiomass − Ėxb1 � =
Ėxb1

Ėxbiomass

HRSG ĖxD = Ėx1H − Ėx3H + Ėx3 − Ėx8 � =
Ėx3H − Ėx1H
Ėx3 − Ėx8

MED-TVC Exergy destruction rate

Effect 1

ĖxD = ṁ∘(hv∘ − hl∘ ) − TD(sv∘ − sl∘ ) − F1C

(
T1 − Tf,1 − TD ln

(
T1

Tf,1

))

−D1L1

(
1 −

TD

Tv,1

)

Effects 2 to 6

ĖxD = (Dn + yn−1(D1 +…+ Dn−1 + Dr) − (n − 1)yn−1Fn)Ln

(
1 −

TD

Tn−1

)

−FnC

(
Tn − Tf,n − TD ln

(
Tn

Tf,n

))
+ Bn−1C

(
ΔT − TD ln

(
Tn−1

Tn

))

−DnLn

(
1 −

TD

Tv,n

)

End condenser

ĖxD = (Df + y6(D1 +…+ D6 + Dr))L6

(
1 −

TD

T6

)

−ṁswC

(
Tf − Tsw − TD ln

(
Tf

Tsw

))

Recycled fresh water ĖxD = ṁ∘C

(
(Tv6

− Tsw) − TD ln

(
Tv6

Tsw

))

Rejected brine water ĖxD = B6C

(
T6 − Tsw − TD ln

(
T6

Tsw

))

Steam jet ejector ĖxD = ṁ1H(h3H − h∘,c − TD(s3H − s∘,c) − Dr(h∘,c − hD,r − TD(s∘,c − sD,r))

Source: Adapted from Khanmohammadi 2015.



10 Cogeneration and Trigeneration Systems 389

Table 10.21 Comparison between result of present
analysis and the other experimental and numerical data
for MC = 0.16 and Tgasif = 1100 K.

Species Present

analysis

Experimental

[52]

Model

[42]

Model

[42]

H2 21.3 17 18.04 21.06

CO 25.43 18.4 17.86 19.6

CH4 1.48 1.3 0.11 0.64

CO2 10.3 10.6 11.84 12.01

N2 41.5 52.7 52.15 46.68

Table 10.22 Thermodynamic specifications of various points in the
trigeneration system.

Point ṁ(kg∕s) P (kPa) T (K) h (kJ∕kg) s (kJ∕kg K) ex (kJ∕kg)

b1 1.892 — — 655.2 8.65 5560

1 7.17 101.3 298 305.6 6.81 1.85

2 7.17 909.9 600.7 622.9 6.90 291.7

3 7.17 909.9 1250 1370 7.74 789.1

4 7.17 101.8 848.8 785.4 7.78 191.3

5 9.062 101.3 1350 1544 8.45 768

6 9.062 101.3 877 953.2 7.91 337.3

7 9.062 101.3 591.3 622.5 7.42 280.4

8 9.062 101.3 480.4 500.6 7.23 88.33

9 9.062 101.3 423 438.3 7.09 67.18

10 9.062 101.3 393 406.3 7.01 58.52

1R 4.375 1000 313 74.57 0.271 36.53

2R 4.375 3000 337.3 76.42 0.277 36.66

3R 4.375 3000 367 212.2 0.654 60.1

4R 4.375 960 313 196.5 0.6613 42.44

H1 1.539 101.3 303 125.8 0.436 0.184

H2 1.539 1519.5 3030.1 127.6 0.436 1.98

H3 1.539 1519.5 471.3 844.9 6.44 875.8

D1 1.541 101.3 303 125.8 0.436 0.184

D2 1.541 202.6 348 314 1.016 15.83

he results of the exergy analysis of the trigeneration system are now considered. It
is assumed that the inlet air composition is 71% N2 and 29% O2. Table 10.22 shows
selected thermodynamic specifications of the trigeneration system. Also, Table 10.23
presents various important parameters of the trigeneration system for its initial opera-
tion conditions.



390 Optimization of Energy Systems

Table 10.23 Performance parameters of trigeneration system for
initial state.

Parameter Unit Value

Fuel (biomass) flow rate kg/s 0.6

Exergy efficiency % 27.9

Steam mass flow rate of HRSG kg/s 1.54

Output pressure of HRSG kPa 1500

Gasification air mass flow rate kg/s 1.09

Combustion air mass flow rate kg/s 7.17

Total exergy destruction rate kW 13329

ORC turbine output kW 163.3

Gas turbine output kW 1915

Domestic hot water flow rate kg/s 1.54

Fresh water flow rate m3/day 1142

Gasifier purchase cost $/h 5.9

Compressor purchase cost $/h 4.47

Gas turbine cost rate $/h 2.23

Heat exchanger cost rate $/h 6.38

Combustion chamber cost rate $/h 0.44

HRSG cost rate $/h 0.88

Domestic water heater cost rate $/h 0.03

Organic Rankine cycle cost rate $/h 2.38

Multi-effect desalination unit cost rate $/h 99.06

Biomass fuel cost $/GJ 2

10.5.3.1 Decision Variables

hedecision variables considered in this study are gasification temperature (Tgasif), com-
pressor pressure ratio (rp), combustion temperature (Tcomb), gas turbine inlet tempera-
ture (GTIT), maximum pressure of organic Rankine cycle (P3R), compressor isentropic
efficiency (�comp), gas turbine isentropic efficiency (�GT), and temperature difference
between MED-TVC effects (ΔTeffects). Reasonable ranges are permitted for each.

10.5.4 Optimization Results

he results of multi-objective optimization of the trigeneration system, considering the
two objective functions in Equations 10.99 and 10.100, are shown in Figure 10.67.
Figure 10.67 shows the non-dominated optimum solution in the plane of exergy

efficiency–total cost rate. As indicated in this figure, improvements to one of the objec-
tive functions make the other deteriorate accordingly. Points A and C represent the
lowest total cost rate (100 $/h) and highest exergy efficiency (42%) of the trigeneration
system, respectively. he values of objective functions at these points are very close
to the value obtained from single objective optimization. A decision-making process
is necessary for selecting the optimal condition from available optimal solutions in a
multi-objective optimization. All points in Figure. 10.67 are optimum solutions for the
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Figure 10.67 Pareto frontier showing best trade-off values for the objective functions.

Table 10.24 Values of decision variables and objective functions at points A, B, and C on the
Pareto frontier curve.

Point �Teffects rac GTIT Tgasif Tcomb Pmax,ORC MC �comp �GT

A 4.9 5.7 1209.1 950.01 1270.66 2642.59 0.34 0.889 0.89

B 4.94 10.91 1198.06 952.11 1445.71 1346.28 0.1 0.847 0.91

C 4.818 10.89 1249.86 952.1 1399.4 1199.17 0.101 0.88 0.90

trigeneration system. he concept of a hypothetical (ideal) point on the Pareto curve
at which two objective functions are at their optimum values regardless of the other
objective can help the decision-making process. In reality, the ideal point in Figure 18
does not exist but the closest point to this one can be considered as the best solution.
So, it can be assumed that the perpendicular line to the Pareto curve from ideal point,
which has a minimum distance from the ideal point, represents the optimum solution
for the optimization problem (Point B). Table 10.24 represents values of the decision
variables at three points on the Pareto curve.
Note that in multi-objective optimization and the Pareto solution, each point can be

the optimized point. herefore, the selection of the optimum solution depends on the
preferences and criteria of each decisionmaker. Hence, each decisionmakermay select a
different point as the optimum solution so as to better suit his/her requirements. To pro-
vide a helpful tool for the optimal design of the gas turbine cycle, the following equation
can be derived for the Pareto optimal points curve (Figure 10.68):

Ċtotal =
−37.77�3 + 5419�2 + 571� + 41.9

�3 − 112.2�2 + 3213� − 588.5
(10.102)
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Figure 10.68 Fitted curve of the Pareto optimal points.

10.6 Concluding Remarks

his chapter began with some introductory information about CHP and trigeneration
energy systems followed by a comprehensivemodeling and optimization of several com-
mon CHP and trigeneration systems. he model and corresponding simulation com-
puter code were verified with actual data to ensure accuracy. he results were seen to
exhibit good agreement with actual operating data. Various objective functions were
defined for each system and appropriate constraints were considered. A genetic algo-
rithm was applied to determine the best optimal design parameters, and sensitivity
analyses were conducted to ascertain how each design parameter affects the objective
functions. Several concluding remarks can be drawn from the material covered in the
chapter:

• he sensitivity analyses of the gas turbine CHP system showed that an increase
in compressor isentropic efficiency results in a decrease in the compressor power
consumption, and that by increasing the fuel unit cost, the compressor pressure ratio
increases in order to decrease the objective function. In addition, it was observed that
an increase in the unit cost of fuel causes the combustion chamber inlet temperature
to decrease due to the fact that increasing the combustor inlet temperature reduces
the exergy destruction in the combustion chamber. he results also showed that
higher compressor and gas turbine isentropic efficiencies reduce the exergy destruc-
tion in the compressor and the turbine, and reduce the net cycle fuel consumption
and operating cost. Further, an increase in gas turbine inlet temperature (GTIT) was
seen to decrease the exergy destruction in the combustion chamber (and HRSG) and
to lower fuel consumption as well.

• he optimization of the IC cogeneration system provided useful insights for deter-
mining a suitable working fluid. he results showed that cooling production is
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preferable to electrical power production in waste heat recovery from both total
cost rate and exergy efficiency viewpoints. he higher the critical temperature, the
better the waste heat recovery performance. In addition, R-11 is the most beneficial
working fluid among those considered for the waste heat recovery in terms of
maximum exergy efficiency and total cost rate.

• he results for the micro gas turbine trigeneration system showed that an increase
in compressor pressure ratio, compressor efficiency, gas turbine efficiency, and gas
turbine inlet temperature (GTIT) have a positive effect on both objective functions.
Raising GTIT has a significant effect on total cost rate because it leads to a decrease in
cost of exergy destruction which is an important portion of the objective function. In
addition, an increase in pinch point temperature lowers the exergy efficiency of the
cycle but positively affects the total cost rate of the plant. An increase in the pinch
point temperature causes a reduction in heat transfer surface area which leads to a
decrease in the HRSG cost.

• he optimization of the biomass based trigeneration system demonstrated that the
total cost rate of system can decrease significantly to reach 100 $/h, regardless of the
exergy efficiency as an objective function. It was also observed that variations in each
of the decision variables within reasonable ranges have different effects on exergy
efficiency and total cost of system. Selecting the optimal point and considering the
effect of varying performance parameters on the optimal point are important and
should be considered in energy systems design.
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Study Questions/Problems

1 For the gas turbine based CHP system shown in Figure 10.3, repeat the multi-
objective optimization by considering exergy efficiency and normalized CO2

emissions as the two objective functions and discuss the results.

2 For the ICE cogeneration system shown in Figure 10.21, conduct a sensitivity anal-
ysis for different unit costs of fuel and sketch the Pareto curve. Discuss the results.

3 In gas turbine CHP systems, the combustion chamber usually has the highest
exergy destruction compared to other components. In order to reduce this exergy
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destruction, a SOFC can be used between the air preheater and the combustion
chamber. A schematic of a typical SOFC-based CHP system is shown in
Figure 10.69. Using the data provided for the gas turbine CHP system, apply
an optimization to this CHP system. Assume typical inputs for the fuel cell.

4 For the CHP system shown in Figure 10.70, determine the optimal design parame-
ters when the total cost rate of the system is the only objective function.

Air
Compress

or

Gas
Turbine

Combustion
Chamber

C

D

PowerAmbient Condition

Fuel

HRSG

EvaporatorEconomizer

A

Steam jet
ejector

BFP

ORC
Turbine

Condenser

2

4

1

3

F

E
v
a
p
o
ra

to
r

BFP

ORC
cycle

GT cycle

Power

Superheater

Condenser

Distillated

Effect 1 Effect 2 Effect 3 Effect 4

Sea
water

Rejected

E

B

Figure 10.70 Schematic diagram of gas turbine based CHP system for electricity, heating, and fresh
water production.



398

11

Modeling and Optimization of Multigeneration Energy Systems

11.1 Introduction

Energy drives processes and is essential to life. Energy exists in several forms, such
as light, heat, and electricity. Concerns exist regarding limitations on easily accessible
supplies of energy resources and the contribution of energy processes to global warm-
ing, as well as other environmental concerns such as air pollution, acid precipitation,
ozone depletion, forest destruction, and radioactive emissions [1]. here are various
alternatives to fossil fuels, including solar, geothermal, hydropower, wind, and nuclear
energy. he use of many of the available natural energy resources is limited due to their
reliability, quality, and energy density. Nuclear energy has the potential to contribute a
significant share of large scale energy supply without contributing to climate change.
Advanced technologies aimed at mitigating global warming are being proposed and
tested in many countries. Among these technologies, multigeneration processes can
make important contributions due to their potential for high efficiencies as well as low
operating costs and pollution emissions per energy output.
he efficiency of multigeneration energy systems is often higher than that for either

trigeneration or CHP, sometimes due to the additional products (e.g., hydrogen and
potable and hot water). Figures 11.1 and 11.2 illustrate two multigeneration energy sys-
tems. he system in Figure 11.1 produces electricity, cooling, heating, hot water, and
hydrogen. An electrolyzer is used for hydrogen production, driven by part of the elec-
tricity generated by a solar concentrating collector. Hot water enters the electrolyzer and
is reacted electrochemically to split it into hydrogen and oxygen. he heating system is
composed of two parts, one for hot water production and another for space heating.
Heat rejected from the storage system enters an absorption cooling system to produce
cooling and air conditioning. If the system is extended to produce potablewater, a desali-
nation system must be used – such as the multigeneration energy system shown in
Figure 11.2. In this case, a portion of the heat produced by the solar concentrator is used
by a desalination system, while part of the electricity generated by the power unit drives
the pumps.Other parts of the system are the same as in Figure 11.1.hese twofigures are
representative of typical multigeneration energy systems that use only solar energy as an
input. Other configurations that combine renewable and conventional energy sources
are also possible, and are discussed subsequently.
Various benefits are possible with multigeneration energy systems, including higher

plant efficiency, reduced thermal losses and wastes, reduced operating costs, reduced

Optimization of Energy Systems, First Edition. Ibrahim Dincer, Marc A. Rosen, and Pouria Ahmadi.
© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.



11 Multigeneration Energy Systems 399

Salt

Power
output

Water

H2+O2Electrolyzer

Hot water

Space
heating

Cooling

Air
conditioning

Thermal
storage
system

Heat
transfer

Heat
transfer

Heat engine

Heat input

Solar
concentrator

Sun

Absorption
cooling
system

Figure 11.1 Amultigeneration energy system for producing electricity, cooling, heating, hot water,
and hydrogen. Source: Adapted from Dincer 2012.

greenhouse gas emissions, reduced use of resources, shorter transmission lines, fewer
distribution units, multiple generation options, increased reliability, and less grid failure
[2]. hese benefits are discussed below.
Regarding efficiencies, for instance, consider the following. he overall efficiency of a

conventional power plant that uses a fossil fuel with a single prime mover is usually less
than 40%. hat is, more than 60% of the heating value of the fuel entering the conven-
tional power plant is lost. Furthermore, the overall efficiency of a conventional power
plant that produces electricity and product heat separately is around 60% [3]. However,
by utilizing the waste heat from the prime mover, the efficiency of the multigeneration
plant can reach 80% [4]. In a multigeneration plant, the waste heat from the electricity
generation unit is used to operate the cooling and heating systems without the need for
extra fuel, unlike a conventional power plant that requires extra energy resources.hus,
a multigeneration plant uses less energy to produce the same output as a conventional
plant, and has correspondingly lower operating costs.
Multigeneration can also reduce greenhouse gas (GHG) emissions. Since a multi-

generation energy system often uses less fuel to produce the same output compared
to a conventional power plant, a multigeneration plant typically emits less GHGs.
Despite this advantage, there are some limitations to using multigeneration plants in a
distributed manner because of their on site gas emissions. Another important benefit
of using multigeneration energy systems is that they can reduce costs and energy losses
because they often require fewer electricity transmission lines and distribution units.
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he conventional production of electricity is usually from a centralized plant that is
generally located far from the end user. he losses from transmission and distribution
of the electricity from a centralized system to the user can be about 9% [3]. hese
benefits have motivated researchers and designers to develop suitable multigeneration
energy systems. he potential efficiency improvement is often the most significant
factor in implementing a multigeneration energy system. Further assessments before
designing or selecting multigeneration plants, such as evaluations of initial capital and
operating costs, are needed to ensure efficient and economic multigeneration plant
construction and performance [3].
Many analysis and optimization studies of multigeneration energy systems have been

reported in recent years. Some of these systems are being considered as options for mit-
igating climate change. Note that various methods are available to achieve each purpose
of amultigeneration energy system; hence the appropriate application of each subsystem
is important in meeting the system’s requirements. In this chapter we describe several
multigeneration energy systems, ranging from non-renewable to renewable based sys-
tems and covering different locations.We also apply optimization in order to determine
optimal design parameters. We utilize exergy and define various objective functions
and constraints. An evolutionary algorithm based optimization is then applied to each
system and the optimal design parameters are determined. In order to enhance under-
standing of the design criteria, sensitivity analyses are conducted, demonstrating how
each objective function varies when small changes in selected design parameters are
applied. Finally, some closing remarks are provided on the efficient design of multigen-
eration systems followed by some practical questions.
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11.2 Multigeneration System Based On Gas Turbine Prime
Mover

he gas turbine has proven to be a reliable and beneficial option as a prime mover for
numerous reasons. herefore, many multigeneration energy systems are based on this
prime mover, including the one considered in this section. his system is composed
of five subsystems, as shown in Figure 11.3. Electricity is produced by gas and steam
turbines while cooling is produce based on two cycles, a single effect absorption chiller
and an ejector refrigeration cycle. A PEM electrolyzer driven by electricity produced
by the ejector produces hydrogen. Finlay a domestic hot water heater is incorporated,
which uses thermal energy from the absorption generator. A complete explanation of
each subsystem is given below.
he integrated multigeneration system in Figure 11.3 contains a compressor, a com-

bustion chamber (CC), a gas turbine, a double pressure heat recovery steam generator
(HRSG) to produce superheated steam, a single effect absorption chiller, a heat recov-
ery vapor generator (HRVG) to produce ORC vapor that is driven by heat from flue
gases from the HRSG, an organic Rankine cycle (ORC) ejector refrigeration system, a
PEM electrolyzer for hydrogen production, and a heater for domestic hot water pro-
duction. Air at ambient conditions enters the air compressor at point 1 and exits after
compression (point 2).he hot air enters the combustion chamber (CC), into which fuel
is injected, and hot combustion gases exit (point 3) and pass through the gas turbine to
produce shaft power. he hot gas expands in the gas turbine to point 4. Hot flue gases
enter the double pressure HRSG to provide high and low pressure steam at points 5 and
14. he high pressure steam enters the steam turbine to generate shaft power while the
low pressure steam enters the generator of the absorption system to provide the cooling
load of the system. he low pressure line leaving the generator has adequate energy for
use in a domestic water heater that provides hot water at 50∘C. Furthermore, flue gases
leaving the HRSG at pointC enter a heat recovery vapor generator to provide electricity
and cooling. Since the flue gases have a low temperature, around 160∘C, anORC cycle is
used, consisting of an ORC turbine to generate electricity and a steam ejector to provide
the system cooling load. hese flue gases enter the HRVG at point d to produce satu-
rated vapor at point 29, which leaves the HRVG at point 28. Saturated vapor at point 29
enters the ORC turbine and work is produced.
he extraction turbine and ejector play important roles in this combined cycle. he

high pressure and temperature vapor is expanded through the turbine to generate power,
and the extracted vapor from the turbine enters the supersonic nozzle of the ejector as
the primary vapor. he stream exiting the ejector (point 33) mixes with turbine exhaust
(point 31) and is cooled in the preheater; it enters the condenser where it becomes a
liquid by rejecting heat to the surroundings. Some of the working fluid leaving the con-
denser enters the evaporator after passing through the throttle valve (point 39), and
the remainder flows back to the pump (point 37). he ORC pump increases the pres-
sure (point 40), and high pressure working fluid is heated in the preheater (point 41)
before entering the HRVG. he low pressure and temperature working fluid after the
valve (point 39) enters the evaporator, providing a cooling effect for space cooling. Some
of the electricity is considered for residential applications while some directly drives a
PEM electrolyzer to produce hydrogen. In this analysis, waste heat is used as an input
energy source for the multigeneration system and R123 is selected as the working fluid
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because it is a non-toxic, non-flammable, and non-corrosive refrigerant with suitable
thermophysical properties and characteristics.

11.2.1 Thermodynamic Modeling

For thermodynamic modeling, the multigeneration system in Figure 11.3 is divided into
six main parts: gas turbine (Brayton) cycle, Rankine cycle with double pressure HRSG,
single effect absorption chiller, organic Rankine cycle (ORC), domestic water heater,
and PEM electrolyzer. he fuel injected into the combustion chamber is natural gas.
We determine the temperature profile in the plant, the input and output enthalpy and
exergy flow rates, the exergy destruction rates, and the energy and exergy efficiencies.
Energy balances and governing equations for various multigeneration components (see
Figure 11.3) are written, as described in the subsequent subsections.

11.2.1.1 Brayton Cycle

he Brayton cycle is composed of four main components, each of which is described
below.

Air Compressor Air at ambient pressure and temperature T1 enters the compressor. he
compressor outlet temperature is a function of the compressor isentropic efficiency �AC ,
the compressor pressure ratio rAC , and the specific heat ratio �a, as follows:

T2 = T1 ×

(

1 +
1
�AC

(
rAC

�a−1

�a − 1
))

(11.1)

he compressor work rate is a function of the air mass flow rate ṁa, the air specific heat,
and the temperature difference across the compressor, and can be expressed as follows:

ẆAC = ṁaCpa(T2 − T1) (11.2)

where Cpa denotes the specific heat at constant pressure of air, and is treated as a func-
tion of temperature as follows [5]:

Cpa(T) = 1.048 −

(
3.83T

104

)
+

(
9.45T2

107

)
−

(
5.49T3

1010

)
+

(
7.92T4

1014

)
(11.3)

Combustion Chamber (CC) he outlet properties of the combustion chamber are a func-
tion of the air mass flow rate, the fuel lower heating value (LHV ), and the combustion
efficiency, which are related as follows:

ṁah2 + ṁf LHV = ṁgh3 + (1 − �cc) ṁf LHV (11.4)

where �cc is the combustion efficiency. he combustion chamber outlet pressure is
defined by considering a pressure drop across the combustion chamberΔPcc as follows:

P3

P2

= 1 − ΔPCC (11.5)

he combustion reaction and its species coefficients can be expressed as follows:

�Cx1Hy1 + (xO2
O2 + xN2

N2 + xH2O
H2O + xCO2

CO2 + xArAr) → yCO2
CO2

+ yN2
N2 + yO2

O2 + yH2O
H2O + yNONO + yCOCO + yArAr) (11.6)
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where
yCO2

= (�x1 + xCO2
− yCO)

yN2
= (xN2

− yNO)

yH2O
=

(

xH2O
+

� × y1
2

)

yO2
=

(
xO2 − � × x1 −

� × y1
4

−
yCO
2

−
yNO

2

)

yAr = xAr

� =
nf

nair

Gas Turbine he gas turbine outlet temperature can be written as a function of gas tur-
bine isentropic efficiency �GT , the gas turbine inlet temperature T3, and the gas turbine
pressure ratio P3∕P4 as follows:

T4 = T3(1 − �GT

⎛
⎜⎜⎝
1 −

(
P3

P4

) 1−�g

�g
⎞
⎟⎟⎠

(11.7)

he gas turbine output power can be expressed as

ẆGT = ṁgCpg(T3 − T4) (11.8)

Here, ṁg is the gas turbine mass flow rate, which can be written as

ṁg = ṁf + ṁa (11.9)

he net output power of the gas turbine cycle can be expressed as

Ẇnet = ẆGT − ẆAC (11.10)

where Cpg denotes the specific heat at constant pressure of the combustion gas, and is
taken to be a function of temperature as follows:

Cpg(T) = 0.991 +

(
6.997T

105

)
+

(
2.712T2

107

)
−

(
1.2244T3

1010

)
(11.11)

11.2.1.2 Bottoming Cycle

Energy balances and governing equations for the components of the bottoming cycle
(steam turbine cycle and HRSG) are provided here.

Dual Pressure HRSG A dual pressure HRSG with two economizers (LP and HP) and
two evaporators (LP and HP) is used in the multigeneration cycle to provide both
low- and high-pressure steam. he LP steam is used to drive the absorption chiller
and the HP steam to generate electricity. he temperature profile in the HRSG is
shown in Figure 11.4, where the pinch point is defined as the difference between the
temperature of the gas at the entrance of the evaporator (economizer side) and the
saturation temperature.he dual pressure HRSG has two pinch points (PPHP and PPLP).
he temperature differences between the water leaving the economizers (T20 and T22)
and the saturation temperature (T5 and T17) are the approach points (APHP and APLP),
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which depend on the economizer’s tube layout. Note that the pinch point and approach
temperatures are considered constant here. Energy balances for each element of the
HRSG are expressed as follows:

ṁw,HP(h5 − h13) = ṁgCPg(T4 − Ta) (11.12)

ṁw,HP(h13 − h12) = ṁgCPg(Ta − Tb) (11.13)

ṁw,LP(h11 − h10) = ṁgCPg(Tb − Tc) (11.14)

ṁw(h9 − h8) = ṁgCPg(Tc − Td) (11.15)

Steam Turbine An energy balance for the steam turbine shown in Figure 11.3 and an
expression for the steam turbine isentropic efficiency are written respectively as follows:

ṁwh5 = ẆST − ṁwh6 (11.16)

�ST =
ẆST ,act

ẆST ,is

(11.17)

Condenser An energy balance for the condenser follows:

ṁ6h6 = Q̇cond − ṁ7h7 (11.18)

Pump An energy balance for the pump and an expression for its isentropic efficiency
follows:

ṁwh7 + Ẇpump = ṁwh8 (11.19)

�pump =
Ẇis

Ẇact

(11.20)
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11.2.1.3 Absorption Chiller

heprinciple ofmass conservation and the first and second laws of thermodynamics are
applied to each component of the single effect absorption chiller. In our analysis, each
component is considered as a control volumewith inlet and outlet streams, and heat and
work interactions are considered. Mass balances are applied for the total mass and each
material of the working fluid solution. he governing and conservation rate equations
for total mass and each material of the solution for a steady state and steady flow case
follow [6]:∑

ṁi =
∑

ṁo (11.21)∑
(ṁx)

i
=
∑

(ṁx)0 (11.22)

Here, ṁ is the working fluid mass flow rate and x is mass concentration of LiBr in the
solution. For each component of the absorption system, a general energy rate balance is
written as

Q̇ − Ẇ =
∑

ṁ
o
ho −

∑
ṁ

i
hi (11.23)

he cooling load of the absorption chiller is defined as

Q̇cooling = ṁ × (h22 − h21) (11.24)

Further information about the thermodynamic modeling and energy balances for each
component was already given in the refrigeration chapter in this book (Chapter 5).

11.2.1.4 Domestic HotWater Heater

he hot gases from the heat recovery heat exchanger enter the water heater to warm
domestic hot water to 60∘C.Water enters this heater at a pressure and temperature of 3
bar and 20∘C, respectively. An energy rate balance for this component is as follows:

ṁw,LP(h15 − h16) = ṁw(h18 − h17) (11.25)

11.2.1.5 Organic Rankine Cycle

hehot flue gases leaving theHRSG still have energy that can be utilized in a heat recov-
ery vapor generator in an organic Rankine cycle to produce both cooling and electricity.
Energy balances and governing equations for the various components of the ORC cycle
(see Figure 11.3) are provided below.

Ejector An ejector, which is a type of pump, uses the Venturi effect of a converging–
diverging nozzle to convert the mechanical energy (pressure) of a motive fluid to kinetic
energy (velocity), creating a low pressure zone that draws in and entrains a suction fluid.
After passing through the throat of the injector, themixed fluid expands and the velocity
is reduced, recompressing the mixed fluids by converting velocity back to pressure. he
motive fluid may be a liquid, steam, or any other gas.
he process occurring in the ejector (Figure 11.5) is assumed to be steady state, one

dimensional, and adiabatic, and nowork is done during the process.he velocities at the
inlet and outlet of the ejector can be considered negligible [7]. For simplicity the effect of
losses in the nozzle, mixing section, and diffuser are accounted for by the efficiency for
each section of the ejector. he primary motive flow enters the ejector at point 30, and
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the suction flow exits the evaporator at point 32.he process in the ejector includes the
expansion of the high pressure prime motive flow through the nozzle, mixing with the
low pressure secondary flow in the mixing section at constant pressure, and diffusing to
the outlet of the ejector (point 33) while the kinetic energy of themixture is converted to
pressure head. An important parameter for the secondary flow is the entrainment ratio,
defined as

� =
ṁ32

ṁ30

(11.26)

In the nozzle section in Figure 11.5, the inlet velocity of the primary flow Vpf,n1 is
negligible, so the exit specific enthalpy and velocity of primary flow can be expressed as

Vpf ,n2
=
√

2�noz(hpf ,n1
− hpf ,n2,s

) (11.27)

where hpf ,n1
is the specific enthalpy at point 30 and hpf ,n2,s

is the exit specific enthalpy of
the primary flow for isentropic expansion and �noz is the nozzle efficiency.
hemomentum conservation equation for the mixing chamber area can be written as

ṁ30Vpf ,n2
+ ṁ32Vsf ,n2

= (ṁ30 + ṁ32)Vmf ,m,s (11.28)

Neglecting the secondary flow velocity Vsf ,n2
compared to the primary flow velocity

Vpf ,n2
, the exit velocity of mixed flow Vmf ,m,s can be expressed as

Vmf ,m,s =
Vpf ,n2

1 + �
(11.29)
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hemixing chamber efficiency can be expressed as

�mix =
V 2
mf ,m

V 2
mf ,m,s

(11.30)

herefore, the actual velocity of the mixed flow is expressed as

Vmf ,m =
Vpf ,n2

√
�mix

1 + �
(11.31)

he energy equation for the mixing chamber gives

ṁ30

(
hpf ,n2

+
V 2
pf ,n2

2

)
+ ṁ32

(
hsf ,n2

+
V 2
sf ,n2

2

)
= ṁ33

(
hmf ,m +

V 2
mf ,m

2

)

(11.32)

By simplifying this equation and using Equations 11.26 and 11.31, the specific enthalpy
of mixed flow is obtained:

hmf ,m =
hpf ,n1

+ �hsf ,n2

1 + �
−

V 2
mf ,m

2
(11.33)

In the diffuser section, the mixed flow converts its kinetic energy to a pressure increase.
Assuming the exit velocity of themixed flow to be negligible and considering the diffuser
efficiency, the actual exit specific enthalpy of the mixed flow can be written as

h33 = hmf ,m + (hmf ,d,s − hmf ,m )∕�dif (11.34)

where hmf ,d,s is the ideal exit specific enthalpy of the mixed flow with isentropic com-
pression, and �dif is the diffuser efficiency.
Using these equations, the entrainment ratio is expressed as [7]:

� =

√
�noz�mix�dif

h4 − ha
h5 − hb

− 1 (11.35)

where �noz, �mix and �dif are the nozzle, mixing chamber, and diffuser efficiencies. A flow
chart for the ejector modeling is shown in Figure 11.6.

11.2.1.6 Heat Recovery Vapor Generator (HRVG)

As shown in Figure 11.3, R123 vapor is generated in the HRVG using the hot flue gases
leaving the HRSG. An energy rate balance for this component is written as

ṁ4Cp(Td − T28) = ṁORC(h29 − h41) (11.36)

ORCTurbine Saturated vapor at point 29 enters the ORC turbine and part exits the ORC
turbine to drive the ejector. Writing an energy rate balance for a control volume around
the ORC turbine gives

ẆORC,T = ṁ29h29 − ṁ30h30 − ṁ31h31 (11.37)

Preheater hehot vapor leaving the ejector at point 34 enters a preheater to increase the
temperature of the working fluid at point 40. An energy rate balance for this component
can be written as

ṁ34(h34 − h35) = ṁ40(h40 − h41) (11.38)
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Figure 11.6 Ejector modeling flowchart.

Condenser he saturated vapor leaving the preheater at point 35 enters the condenser.
he saturated liquid exiting the condenser is divided into two branches: one to an ORC
pump to return to the ORC cycle and another to an expansion valve to provide the cool-
ing capacity of the system. An energy rate balance for the condenser can be written as

Q̇cond = ṁ35(h35 − h36) (11.39)
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ORC Pump he ORC pump work can be expressed using an energy rate balance for a
control volume around the ORC pump as follows:

ẆORC,pump = ṁORC(h40 − h37) (11.40)

Expansion Valve An energy balance for the expansion valve gives

h38 = h39 (11.41)

Evaporator As shown in Figure 11.3, an evaporator is used for district cooling. An
energy rate balance for this component is written as

Q̇cooling = ṁ32(h32 − h39) (11.42)

PEMElectrolyzer Hydrogen as an energy carrier can facilitate sustainable energy systems.
he development of sustainable carbon-neutral energy sources has become one of the
most significant challenges in the world today. Hydrogen can be produced from various
energy sources using methods such as biomass conversion, steam methane reforming,
and water splitting. Hydrogen can be produced in a relatively environmentally benign
manner (depending on the source of the input energy) via splitting water by photo-
catalysis, thermochemical cycles, and electrolysis. Currently, both thermochemical and
photocatalysis hydrogen production are not economically competitive.Water electroly-
sis is a mature technology for large scale hydrogen production. Hydrogen production by
proton exchange membrane (PEM) electrolysis has numerous advantages, such as low
environmental impact and ease of maintenance.
he PEM electrolyzer for H2 production is illustrated on the right side of Figure 11.3.

During electrolysis, electricity and heat are both supplied to the electrolyzer to drive
the electrochemical reactions. As shown in Figure 11.3, liquid water is fed to the PEM
electrolyzer at ambient temperature and enters a heat exchanger that heats it to the
PEM electrolyzer temperature before it enters the electrolyzer. Leaving the cathode, the
H2 produced dissipates heat to the environment and cools to the reference environment
temperature.he oxygen gas produced at the anode is separated from thewater and oxy-
gen mixture and then cooled to the reference environment temperature.he remaining
water is returned to the water supply stream for the next hydrogen production cycle.
he overall PEM electrolysis reaction is simply water splitting, that is, electricity and
heat are used to separate water into hydrogen and oxygen. Hydrogen is stored in a tank
for later usage.
hermochemical modeling is carried out for the PEM electrolyzer, along with energy

and exergy analyses. he total energy needed by the electrolyzer can obtained as

ΔH = ΔG + TΔS (11.43)

whereΔG is the Gibbs free energy andTΔS represents the thermal energy requirement.
he values of G, S, and H for hydrogen, oxygen and water can be obtained from ther-
modynamic tables. he total energy need is the theoretical energy required for H2O
electrolysis without any losses. he catalyst used in PEM electrolysis provides an alter-
native path for the reaction with lower activation energy.hemass flow rate of hydrogen
is determined by [8]:

ṄH2,out
=

J

2F
= ṄH2O,reacted (11.44)
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Here, J is the current density and F is the Faraday constant.hePEMelectrolyzer voltage
can be expressed as

V = V0 + Vact,a + Vact,c + Vohm (11.45)

where V0 is the reversible potential, which is related to the difference in free energy
between reactants and products and can be obtained with the Nernst equation as
follows:

V0 = 1.229 − 8.5 × 10−4(TPEM − 298) (11.46)

Here, Vact,a, Vact,c and Vohm are the activation overpotential of the anode, the activation
overpotential of the cathode, and the Ohmic overpotential of the electrolyte, respec-
tively. Ohmic overpotential in the proton exchange membrane (PEM) is caused by the
resistance of themembrane to the hydrogen ions transported through it.he ionic resis-
tance of the membrane depends on the degree of humidification and thickness of the
membrane as well as the membrane temperature. he local ionic conductivity �(x) of
the proton exchange membrane can be expressed as [9]:

�PEM[�(x)] = [0.5139�(x) − 0.326] exp
[
1268

( 1
303

−
1
T

)]
(11.47)

where x is the distance into the membrane measured from the cathode–membrane
interface and �(x) is the water content at a location x in the membrane. he value of
�(x) can be calculated in terms of the water content at the membrane–electrode edges:

�(x) =
�a − �c

D
x + �c (11.48)

Here, D is the membrane thickness, and �a and �c are the water contents at the
anode–membrane and the cathode–membrane interfaces, respectively. he overall
Ohmic resistance can thus be expressed as [9]:

RPEM = ∫
D

0

dx

�PEM[�(x)]
(11.49)

Based onOhm’s law, the following equation can be written for the Ohmic overpotential:

Vohm,PEM = JRPEM (11.50)

he activation overpotential, Vact, caused by a deviation of net current from its equilib-
rium and an electron transfer reaction, must be differentiated from the concentration
of the oxidized and reduced species. hen,

Vact,i =
RT

F
sinh−1

(
J

2J0,i

)
, i = a, c (11.51)

Here, Jo is the exchange current density, which is an important parameter in the acti-
vation overpotential. It characterizes the electrode’s capabilities in the electrochemical
reaction. A high exchange current density implies a high reactivity of the electrode,
which results in a lower overpotential.he exchange current density for electrolysis can
be expressed as [8]

J0,i = J ref
i
exp

(
−
Vact,i

RT

)
, i = a, c (11.52)

where J ref
i

is the pre-exponential factor and Vact,i is the activation energy for the anode
and cathode. Further details about PEM electrolysis modeling can be found elsewhere
[8, 9].
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11.2.2 Exergy Analysis

Much detail on exergy has been given in previous chapters but a few pertinent points
are made here since they are germane to the present analysis. he exergy of each flow is
calculated and the changes in exergy are determined for eachmajor component. Expres-
sions for the exergy destruction rates for all components in the multigeneration system
are given in Table 11.1. Since in this multigeneration energy system, a combustion reac-
tion occurs in the combustion chamber, it is important to determine chemical exergy
where combustion occurs. Chemical exergy is equal to the maximum amount of work
that can be obtained when a substance is brought from the reference environment state
to the dead state by a process including heat transfer and exchange of substances only
with the reference environment. he maximum work is attained when the process is
reversible. Alternatively, chemical exergy can also be viewed as the exergy of a substance
that is at the reference environment state.
Chemical exergy is also equivalent to the minimum amount of work necessary to

produce a substance at the reference environment state from the constituents in the
reference environment, where all are at the same temperature and pressure. Chemical

Table 11.1 Expressions for exergy destruction rates for components of the multigeneration system.

Component Exergy destruction rate expression

Air compressor ̇ExD,AC = ̇Ex1 −
̇Ex2 + ẆAC

Combustion chamber (CC) ̇ExD,CC = ̇Ex2 +
̇Exf −

̇Ex3

Gas turbine (GT) ̇ExD,GT = ̇Ex3 −
̇Ex4 − ẆGT

HRSG ̇ExD,HRSG = ̇Ex4 +
̇Ex8 −

̇Ex5 −
̇Exc

Steam turbine (ST) ̇ExD,ST = ̇Ex5 −
̇Ex6 − ẆST

Steam condenser ̇ExD,cond =
̇Ex6 +

̇Ex49 −
̇Ex7 −

̇Ex50

Pump ̇ExD,P = ̇Ex7 −
̇Ex8 + ẆP

Heat recovery vapor generator ̇ExD,HRVG = ̇Exc +
̇Ex41 −

̇Ex28 −
̇Ex29

ORC turbine ̇ExD,ORC T = ̇Ex29 − ẆORC − ̇Ex30 −
̇Ex31

Ejector ̇ExD,ejector =
̇Ex30 +

̇Ex32 −
̇Ex33

Preheater ̇ExD,PRH = ̇Ex34 +
̇Ex40 −

̇Ex35 −
̇Ex41

ORC pump ̇ExD,ORC pump =
̇Ex37 + ẆORC − ̇Ex40

ORC condenser ̇ExD,cond =
̇Ex35 −

̇Ex36 −
̇ExQ,cond

ORC evaporator ̇ExD,EVP = ̇Ex39 +
̇Ex40 −

̇Ex32 −
̇Ex41

ORC expansion valve ̇ExD,EXV = ̇Ex38 −
̇Ex39

Domestic water heater ̇ExD,DWH = ̇Ex15 +
̇Ex17 −

̇Ex16 −
̇Ex18

PEM electrolyzer ̇ExD,PEM = ̇Ex44 + ẆPEM − ̇Ex46 −
̇Ex47 +

̇ExQ

Absorption condenser ̇ExD,Cond =
̇Ex19 −

̇Ex20 −
̇ExQ

Absorption expansion valve ̇ExD,EXV = ̇Ex20 −
̇Ex21

Absorption evaporator ̇ExD,EVP = ̇Ex21 −
̇Ex22 +

̇ExQ

Absorber ̇ExD,Abs =
̇Ex22 +

̇Ex23 −
̇Ex25 −

̇ExQ

Absorption pump ̇ExD,P = ̇Ex25 + ẆP −
̇Ex26

Absorption heat exchanger ̇ExD,HEX = ̇Ex26 +
̇Ex14′ −

̇Ex24 −
̇Ex27

Absorption generator ̇ExD,Gen =
̇Ex14 +

̇Ex27 −
̇Ex15 −

̇Ex14′ −
̇Ex19
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exergy has two main parts, reactive exergy resulting from the chemical reactions
necessary to produce species that do not exist as stable components in the reference
environment, and concentration exergy resulting from the difference between the
chemical concentration of a species in a system and its chemical concentration in the
reference environment [10]. he concentration part is related to the exergy of purifying
or diluting a substance, such as separating oxygen from air.

11.2.2.1 Exergy Efficiency

he exergy efficiency, defined as the product exergy output divided by the exergy input,
for the gas turbine, CHP, and the overall multigeneration system, can be expressed as
follows:

ψpower =
Ẇnet,GT

̇Exf
(11.53)

ψCHP =
Ẇnet,GT + ̇Exheating

̇Exf
(11.54)

ψmulti =

Ẇnet,GT + Ẇnet,ST + Ẇnet,ORC + ̇Exheating + ̇Excooling,chiller

+ ̇Excooling,ORC + ̇ExH2
+ ̇Ex18

̇Exf
(11.55)

Here,

̇Exheating = Q̇cond

(

1 −
T0

Tcond

)
(11.56)

̇Excooling = Q̇cooling

(
T0 − TEVP

TEVP

)
(11.57)

̇ExH2
= ṁH2

exH2
(11.58)

11.2.3 Economic Analysis

In order to perform the economic analysis and optimization of the multigeneration sys-
tems, we first determine the purchase cost of each component used in the system as a
function of the main design parameters. In this section, the cost function of each com-
ponent and some economic parameters are defined and explained.
he investment cost of equipment is most detailed and accurate when obtained from

vendors. Comprehensivemethods to express the variation of investment cost as amath-
ematical function of the variation of key parameter costs are useful and convenient.
Alternatively, these complex data and mathematical cost functions can be presented in
an approximate and compact form as described below.

11.2.3.1 Brayton Cycle

he investment cost of each component in the gas turbine cycle is given as follows:

Air Compressor he purchase cost of the air compressor is a function of air mass flow
rate, compressor pressure ratio, and compressor isentropic efficiency is expressible as
follows [11]:

ZAC($) = C11ṁair

1
C12 − �AC

(
P2

P1

)
ln

(
P2

P1

)
(11.59)

where C11 = 44.71 $∕(kg∕s) and C12 = 0.95.
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Combustion Chamber (CC) he combustion chamber, where fuel is burned to produce
high temperature flue gases, is a major thermodynamic component in the gas turbine
cycle. he purchase cost of the combustion chamber is a function of the air mass flow
rate entering the chamber and the gas turbine inlet temperature (GTIT). he purchase
cost of combustion chamber is expressed as

ZCC($) = C21ṁair{1 + exp[C22(T3 − C23)]}
1

0.995 − P3

P2

(11.60)

where C21 = 28.98 $∕(kg∕s), C22 = 0.015 1

K
and C23 = 1540.

Gas Turbine (GT) he purchase cost of the gas turbine is a function of inlet gas mass flow
rate, gas turbine pressure ratio, and gas turbine isentropic efficiency. he cost function
can be defined as follows [11]:

ZGT ($) = C31ṁgas
1

C32 − �GT
ln

(

P3

P4

)
{1 + exp[C33(T3 − 1570)]} (11.61)

where C31 = 301.45 $∕(kg∕s), C23 = 0.025 1

K
and C32 = 0.95.

11.2.3.2 Steam Cycle

Exhaust gases exiting the gas turbine at point 4 still have sufficient thermal energy to
produce vapor at point 5. he steam cycle in this multigeneration system consists of a
dual pressure heat recovery steam generator (HRSG), a steam turbine, a condenser, and
a pump. Expressions for the purchase cost of each component follow:

Heat Recovery SteamGenerator (HRSG) he purchase cost of a double pressure HRSG is a
function of several design parameters such as the high and low pressures, the high and
low pressure mass flow rates, and the flue gas mass flow rate passing at each pressure
level. he cost function of a double pressure HRSG can be expressed as follows [11]:

ZHRSG($) = C41

∑
i

[
fp,i fT ,steam,i fT ,gas,i

(
Q̇

ΔTln, i

)0.8
]

+ C42

∑
j

(fp,jṁsteam,j) + C43ṁ
1.2
gas (11.62)

where

fp,i = 0.0971
Pi

30 bar
+ 0.9029 (11.63)

fT ,steam,i = 1 + exp

(
Tout,steam,i − 830

500 K

)
(11.64)

fT ,gas,i = 1 + exp

(
Tout,gas,i − 990

500 K

)
(11.65)

Here, C41 = 4138.85 $∕
(

kW

K

)0.8

, C42 = 13380$∕(kg∕s) and C43 = 1489.7 $∕(kg∕s).

SteamTurbine he purchase cost of the steam turbine is a function of turbine inlet tem-
perature, steam turbine isentropic efficiency, and turbine work, and can be expressed
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as follows:

ZST ($) = C51(ẆST )
0.7

[
1 +

(
0.05

1 − �ST

)3
]{

1 + exp

(
T5 − 866 K

10.42 K

)}
(11.66)

where C31 = 3880.5 $

kW0.7 .

Condenser he purchase cost of the condenser can be expressed as follows:

Zcond($) = C61

Q̇cond

kΔTln

+ C62ṁCW (11.67)

Where C61 = 280.74 $

m2
, C62 = 746$∕(kg∕s), k = 2200 W

m2K
Here, ṁCW is the cooling water mass flow rate and ΔTln is the log mean temperature

difference.

Pump he purchase cost of the pump can be written as follows:

Zpump($) = C71(ẆP)
0.71

(
1 +

0.2
1 − �P

)
(11.68)

where C71 = 705.48 $∕kW.

11.2.3.3 ORC Cycle

he ORC cycle shown in Figure 11.3 has several components, for which the purchase
costs are described below.

Heat Recovery Vapor Generator (HRVG) he purchase cost of the HRVG can be expressed
as follows [12]:

ZHRVG($) = 1010 (AHRVG)
0.8 (11.69)

where

AHRVG =
ṁ28 Cpg(TC − T28)

UHRVGΔTln

(11.70)

Here, UHRVG is the overall heat transfer coefficient for the HRVG and has a value of
0.88 kW

m2K
.

ORC Turbine he cost function of the ORC turbine follows [12]:

ZT ($) = 4750 (ẆT )
0.75 (11.71)

Here, ẆT is the work rate generated by the turbine (in kW).

Ejector he purchase cost of the ejector is a function of the motive mass flow rate, the
inlet motive temperature and pressure, and the outlet pressure. he cost function is
expressible as follows [13]:

Zejector($) = 1000 × 15.96ṁ30

(
T30 + 273.15

P30

1000

)0.05(
P33

1000

)−0.75

(11.72)

where P denotes pressure in kPa and T temperature in ∘C.
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Evaporator he purchase cost of the ORC evaporator can be expressed as follows [12]:

ZEVP($) = 309.14(AEVP)
0.85 (11.73)

where

AEVP =
Q̇EVP

UEVPΔTln

(11.74)

Here,UEVP is the overall heat transfer coefficient for evaporatorwith the value of 0.2 kW

m2K
.

ExpansionValve hepurchase cost of expansion valve can be expressible as follows [12]:

ZEXV ($) = 37

(

P38

P39

)0.68

(11.75)

Preheater he cost function of a preheater in ORC cycle can be treated as a heat
exchanger that can be calculated as [12]:

Zpreheater($) = 1000(Apreheater)
0.65 (11.76)

where

Apreheater =
Q̇preheater

UpreheaterΔTln

(11.77)

Here, Upreheater is the overall heat transfer coefficient for preheater and has a value of

0.85 kW

m2K
.

Condenser he purchase cost of the ORC condenser can be written as follows [12]:

Zcond($) = 516.62(Acond)
0.6 (11.78)

where

AEVP =
Q̇cond

UcondΔTln

(11.79)

Here, Ucond is the overall heat transfer coefficient for evaporator and has a value of
0.15 kW

m2K
.

Pump he cost of the ORC pump can be expressed as follows:

Zpump($) = 200(ẆP)
0.65 (11.80)

11.2.3.4 Absorption Chiller

he purchase cost of the absorption chiller is a function of all of its design parameters.
hese can be compacted and approximated as function of the cooling load of the chiller
as follows [14]:

Zchiller($) = 1144.3(Q̇EVP)
0.67 (11.81)

Here, Q̇EVP is the cooling load of the absorption chiller (in kW). It can be determined
using an energy balance for the control volume around the evaporator shown in
Figure 11.3
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11.2.3.5 PEM Electrolyzer

he purchase cost of the electrolyzer is a function of the electricity input to split water
and can be expressed as [15]:

ZPEM($) = 1000ẆPEM (11.82)

11.2.3.6 Domestic HotWater (DHW) Heater

he cost of the domestic water heater considered in this system can be expressed as
follows [12]:

ZDWH($) = 0.3mDWH (11.83)

Here, mDWH is the hot water production in a cubic meter that is calculated using the
energy balance equation for a control volume around the DHW heater.

11.2.3.7 Capital recovery factor (CRF)

he capital recovery factor is the ratio of a constant annuity to the present value of
receiving that annuity for a given length of time [16]. Using an interest rate i, the capital
recovery factor is defined as

CRF =
i × (1 + i)n

(1 + i)n − 1
(11.84)

Here, i denotes the interest rate and n the total operating period of the system in years.
he cost rate of each device is determined as

Ż =
ZkCRFΦ

N × 3600
(11.85)

whereZk is the purchase cost of the k
th component,N is the annual number of operation

hours for the unit, and � is the maintenance factor, which is often 1.06 [16].

11.2.4 Multi-objective Optimization

A multi-objective optimization method based on an evolutionary algorithm is applied
to the multigeneration system for heating, cooling, electricity, hot water, and hydrogen
to determine the best design parameters for the system. Objective functions, design
parameters, and constraints, as well as the overall optimization process are described in
this section.

11.2.4.1 Definition of Objectives

Two objective functions are considered here for multi-objective optimization: exergy
efficiency (to bemaximized) and total cost rate of product (to beminimized).he cost of
pollution damage is assumed to be added directly to the expenditures that must be paid,
making the second objective function the sum of thermodynamic and environmental
objectives. Consequently, the objective functions in this analysis can be expressed as
follows:

Exergy Efficiency

ψmulti =

Ẇnet,GT + Ẇnet,ST + Ẇnet,ORC + ̇Exheating + ̇Excooling,chiller

+ ̇Excooling,ORC + ̇ExH2
+ ̇Ex18

̇Exf
(11.86)
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Total Cost Rate

Ċtot =
∑
k

Żk + Ċf + Ċenv (11.87)

where ŻK is the purchase cost rate of each component, and the cost rates of environ-
mental impact and fuel are expressed respectively as

Ċenv = CCoṁCo + CNOxṁNOx + CCo2
ṁCo2

(11.88)

Ċf = cf ṁf LHV (11.89)

More details about equipment purchase cost can be found elsewhere [17].he purchase
cost of each component in this multigeneration system was explained in section 11.2.3.
Also, Cf is the fuel cost which is taken to be 0.003 $/MJ here. In this analysis, we express
the environmental impact as the total cost rate of pollution damage ($/s) due toCO,NOx

andCO2 emissions bymultiplying their respective flow rates by their corresponding unit
damage costs, CCO, CNOx and CCO2, values for which are taken to be 0.02086 $/kg, 6.853
$/kg and 0.0240 $/kg, respectively [17]. he cost of pollution damage is assumed here
to be added directly to other system costs.

11.2.4.2 Decision Variables

he following decision variables (design parameters) are selected for this study:
compressor pressure ratio (rAC), compressor isentropic efficiency (�AC), gas turbine
isentropic efficiency (�GT ), gas turbine inlet temperature (GTIT), high pressure pinch
point temperature (PPHP) difference, low pressure pinch point temperature (PPLP)
difference, high pressure value (PHP), low pressure value (PLP), steam turbine isentropic
efficiency (�ST ), pump isentropic efficiency (�p), condenser pressure (PCond), absorption
chiller evaporator temperature (TEVP), ORC turbine inlet pressure (PORC), ORC turbine
extraction pressure (Pex,ORC), and ORC evaporator pressure (PEVP,ORC). Although the
decision variables may be varied in the optimization procedure, each is normally
required to be within a reasonable range and this is accomplished using constraints.
he constraints applied here are based on earlier reports and listed in Table 11.2.

11.2.5 Optimization Results

he optimization results are now described. he genetic algorithm optimization is per-
formed for 250 generations, using a search population size of M = 100 individuals, a
crossover probability of pc = 0.9, a gene mutation probability of pm = 0.035, and a con-
trolled elitism value c = 0.55. Figure 11.7 shows the Pareto frontier solution for the
multi-objective optimization of the multigeneration system for the objective functions
in Equations 11.86 and 11.87. It can be seen in this figure that the total cost rate of prod-
ucts increases moderately as the total exergy efficiency of the cycle increases to about
65%. Increasing the total exergy efficiency from 65% to 68% increases the cost rate of
product significantly.
he Pareto optimal curve (best rank) is clearly visible in the lower part of the figure

(solid line) which is separately shown in Figure 11.7. As shown there, the maximum
exergy efficiency exists at design point D (67.89%), while the total cost rate of prod-
ucts is the greatest at this point (615.75 $/hr). Also, the minimum value for the total



11 Multigeneration Energy Systems 419

Table 11.2 Optimization constraints and their rationales.

Constraint Reason

GTIT < 1550 K Material temperature limit

P2∕P1 < 22 Commercial availability

�AC < 0.9 Commercial availability

�GT < 0.9 Commercial availability

PHP < 40 bar Commercial availability

PLP < 5.5 bar Commercial availability

10 ∘C < PPHP < 22 ∘C Heat transfer limit

12 ∘C < PPLP < 22 ∘C Heat transfer limit

�ST < 0.9 Commercial availability

�p < 0.9 Commercial availability

2 ∘C < TEVP < 6 ∘C Cooling load limitation

8 kPa < Pcond < 10 kPa hermal efficiency limit

500 kPa < PORC < 750 kPa ORC commercial availability

180 kPa < Pex,ORC < 250 kPa ORC commercial availability

20 kPa < PEVP,ORC < 35 kPa Cooling load limitation
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Figure 11.7 Pareto frontier showing best trade-off values for the objective functions.
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Table 11.3 Optimized values for design parameters of the system based on
multi-objective optimization.

Design parameter A B C D

�AC 0.88 0.88 0.88 0.87

�GT 0.90 0.89 0.90 0.90

rAC 14.90 14.90 14.90 14.97

GTIT (K) 1498 1495 1499 1496

PLP (bar) 2.01 2.00 4.90 4.90

PHP (bar) 12.29 23.40 29.90 29.90

PPHP (
∘C) 14.98 14.90 14.90 4.46

PPLP (
∘C) 14.92 14.90 14.80 14.95

TEVP (
∘C) 5.00 1.10 2.31 2.10

�FWP 0.84 0.84 0.75 0.87

�ST 0.77 0.78 0.87 0.88

Pcond (kPa) 10.00 9.86 8.04 8.10

PORC (kPa) 718 689 503 506

Pex,ORC (kPa) 249 248 246 249

PEVP,ORC (kPa) 24.84 34.90 21.20 27.60

cost rate of product occurs at design point A and is about 592.6 $/hr. Design point A
is the optimal situation when total cost rate of product is the sole objective function,
while design point D is the optimum point when exergy efficiency is the sole objective
function. In multi-objective optimization, a process of decision-making for selection of
the final optimal solution from the available solutions is required.his process is usually
performed with the aid of a hypothetical point in Figure 11.7 (the ideal point), at which
both objectives have their optimal values independent of the other objectives. It is clear
that it is impossible to have both objectives at their optimum point simultaneously and,
as shown in Figure 11.7, the ideal point is not a solution located on the Pareto fron-
tier. he closest point of the Pareto frontier to the ideal point might be considered as a
desirable final solution. Nevertheless, in this case, the Pareto optimum frontier exhibits
weak equilibrium, that is, a small change in exergy efficiency from varying the operating
parameters causes a large variation in the total cost rate of product. herefore, the ideal
point cannot be utilized for decision-making in this problem. In selection of the final
optimum point, it is desired to achieve a better magnitude for each objective than its
initial value for the base case problem. Note that in multi-objective optimization and
the Pareto solution, each point can be utilized as the optimized point. herefore, the
selection of the optimum solution depends on the preferences and criteria of the deci-
sion maker, suggesting that each may select a different point as the optimum solution
depending on his/her needs. Table 11.3 shows all the design parameters for pointsA–D.
he results of optimum exergy efficiency and total cost rate for all points evaluated over
300 generations are shown in Figure 11.8.
As shown in Figure 11.7, the optimized values for exergy efficiency on the Pareto

frontier range between 60% and 68%. To provide a good relation between exergy effi-
ciency and total cost rate, a curve is fitted on the optimized points obtained from the
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Figure 11.8 Results of all evaluations during 300 generations using genetic algorithm. A clear
approximation of the Pareto frontier is visible in the lower part of the figure.

evolutionary algorithm.his fitted curve is shown in Figure 11.7.he expression for this
fitted curve is given as follows:

Ċtotal =
692.4�3 − 2284�2 + 1429� − 129.7

�5 + 51.48�4 − 136.1�3 + 130.7�2 − 55.98� + 9.27
(11.90)

To study the variation of thermodynamic characteristics, four points (A to D) on the
Pareto frontier are considered. Table 11.4 shows the total cost rate of the system, the total
exergy destruction, the system efficiency, the heating and cooling loads of the system,
and the CO2 emission of the system.
From point A to point D in this table, both the total cost rates of the system and

the exergy efficiencies increase. As already stated, point A is preferred when total cost
rate is a single objective function and design point D when exergy efficiency is a single
objective function. Design pointC has better results for both objective functions. Other

Table 11.4 Thermodynamic characteristics of four points on the Pareto frontier.

Point Ẇnet

(kW)

� ĖxD,tot
(kW)

Q̇cooling

(kW)

Q̇heating

(kW)

Ċtot

($/h)

CO2

emission

(kg/kWh)

ṁH2

(kg/h)

ṁDWH

(kg/h)

A 10 304 0.60 14 911 929.95 4858 592.61 136.94 0.71 2983

B 10 817 0.63 14 437 915.10 5207 597.44 130.13 0.71 2938

C 11 393 0.67 13 909 904.34 6625 605.31 116.46 1.25 2981

D 11 451 0.68 13 845 930.35 6833 615.75 114.78 1.29 3064
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thermodynamic properties correctly confirm this trend. For instance, from point B to
C, the total exergy destruction rate decreases when the exergy efficiency increases.

11.3 Biomass Based Multigeneration Energy System

Renewable energy is a source of energy that comes from natural resources such as
sunlight, wind, rain, tides, waves, geothermal heat, and biomass. hese are naturally
replenished when used. Biomass, as a renewable energy source, is biological material
from living, or recently living, organisms [18]. Comprehensively, biomass comprises
all the living matter present on earth and, as an energy source, biomass can either be
used directly or converted into other energy products such as biofuels [18]. Currently,
biomass resources are mainly used in the production of heating, cooling, and electricity.
Direct combustion of biomass with coal is the most common method of conversion
and provides the greatest potential for large scale utilization of biomass energy in the
near term [19]. Other thermochemical conversion technologies such as gasification and
pyrolysis are technically feasible and potentially efficient, compared to combustion, for
power generation. However, these technologies either lack maturity and reliability or
are not economically viable for large scale utilization [14]. Biomass based cogeneration
systems have been studied over many years by numerous researchers for various
industries (e.g., sugar, rice, palm oil, paper, and wood) as a means of waste disposal and
energy recovery [20].
Figure 11.9 illustrates an integrated multigeneration system containing a biomass

combustor, an ORC cycle to produce electricity, a double-effect absorption chiller for
cooling, a heat exchanger for heating, a proton exchange membrane (PEM) electrolyzer
to produce hydrogen, a domestic water heater to produce hot water, and a reverse
osmosis (RO) desalination unit to produce fresh water. Pine sawdust is used as the
biomass fuel and it is burned in a biomass combustor. he heat from the biomass
combustor is input to the ORC cycle. he waste heat from the ORC is utilized to
produce steam in the heating process via the heat exchanger, and to produce cooling
using a double-effect absorption chiller. To have an efficient ORC, its working fluid
should have a high critical temperature so that the waste heat can be used efficiently
[5]. A typical organic fluid used in ORCs is n-octane, which has a relatively high critical
temperature (569 K) [21]. his organic fluid is selected here as the working fluid of
the ORC. he ORC cycle produces electricity, part of which is used for residential
applications depending on the electricity needs of the building, and the remainder
of which drives a PEM electrolyzer for hydrogen production and RO desalination to
produce fresh water. he hydrogen and fresh water are stored in a hydrogen tank and
fresh water tank respectively. Since the flue gases leaving the ORC evaporator still have
energy, they are utilized to produce hot water in a domestic water heater.
As shown in Figure 11.9, biomass enters the combustor at point 30 and air enters

at point 29. Hot flue gases leave the biomass combustor at point 31 and then enter a
cyclone to remove ash. Hot flue gases without ash enter an ORC evaporator to produce
steam at point 27 to rotate the ORC turbine blades and produce shaft work. he high
pressure and temperature vapor at point 27 is expanded through the turbine to generate
electrical power, and the extracted vapor from the turbine enters the heat exchanger
for the heating process. Saturated vapor exits the heating process unit at point 24
and is input to the generator of the double-effect absorption system to provide the
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Figure 11.9 Schematic of biomass based a multigeneration energy system for the provision of
heating, cooling, electricity, hydrogen, fresh water, and hot water.

cooling load of the system. Saturated liquid leaves the absorption generator and enters
the ORC pump at point 25. he ORC pump increases the pressure of ORC working
fluid, and high pressure ORC fluid enters the ORC evaporator at point 26. he flue
gases exiting the ORC evaporator at point 33 are utilized in a domestic water heater.
Water enters the domestic water heater at point 35 and exits at a higher temperature at
point 36. Reverse osmosis (RO) desalination is used to produce fresh water (see lower
right portion of Figure 11.9). Sea water at point 37 enters a filter to remove dissolved
species and then passes through the absorber of the double-effect absorption chiller
to increase the temperature to improve the efficiency of the OR desalination unit. A
high pressure RO pump is used to increase the pressure of the water. High pressure sea
water leaves the RO pump and enters the RO unit at point 40. Fresh water is produced
at point 41 and stored in a fresh water tank for later use while high pressure brine
enters a hydraulic turbine where it expands, generating electricity. Finally, low pressure
brine exits the RO unit and is returned to the sea. he cooling load of the system is
provided by a double-effect absorption chiller. A weak LiBr solution at point a leaves
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the pump at point 2 then passes through a high temperature heat exchanger where
its temperature increases. In the high temperature generator, water is removed from
the solution and the strong solution returns to the absorber after passing through
the high and low temperature heat exchangers. On the other side, vapor leaves the
high temperature generator at point 17 and enters the low temperature generator. he
refrigerant steam produced by the low pressure generator is condensed by cooling
water and then enters the expansion valve at point 8 where its pressure is reduced
before it enters the evaporator at point 9. his low pressure vapor exits the evaporator
as a saturated vapor at point 10 and enters the absorber.he absorption heat is removed
by the seawater entering the absorber at point 38 to improve the efficiency of the RO
desalination unit.

11.3.1 Thermodynamic Analysis

he thermodynamic modeling of the biomass based multigeneration system shown in
Figure 11.9 is divided into four subsystems: (1) biomass combustor, (2) organic Rank-
ine cycle and domestic water heater, (3) double-effect absorption chiller and proton
exchange membrane (PEM) electrolyzer, and (4) reverse osmosis desalination unit. We
determine the temperature profile in the multigeneration plant, input and output spe-
cific enthalpies, exergy flow rates, environmental impacts, exergy destruction rates, and
exergy efficiencies. he relevant energy rate balances and governing equations for the
main sections of the multigeneration plant in Figure 11.9 are described in the following
subsections.

11.3.1.1 Biomass Combustion

As shown in Figure 11.9, biomass enters the combustor at point 30 and air enters at point
29.he composition of the biomass considered in this study (pine sawdust) is described
in Table 11.5. A general chemical equation for biomass combustion with air assuming
complete combustion is:

CxHyOz + � H2O + �(O2 + 3.76 N2) → a CO2 + bH2O + c N2 (11.91)

where � is the moisture content in the biomass fuel. he molar mass flow rate of the
biomass can be expressed as

ṅCxHyOz
=

ṁbiomass

MCxHyOz

(11.92)

Table 11.5 Composition of pine sawdust biomass.

Composition quantity Value (%)

Moisture content in biomass (by weight) 10

Elemental analysis (dry basis by weight)

Carbon (C) 50.54

Hydrogen (H) 7.08

Oxygen (O) 41.11

Sulfur (S) 0.57
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Here,MCxHyOz
is the molar mass of the biomass. he coefficients on the right hand side

of Equation 11.91 are determined with element balances:

a = x (11.93)

b =
y + 2�

2
(11.94)

c =
79
21

� (11.95)

where

� =
2a + b − � − Z

2
(11.96)

To calculate the flue gas temperature leaving the combustor, we write an energy balance
for a control volume around the biomass combustor, as follows:

hCxHyOz ,30
+ �hH2O,29 + �hO2,29

+ 3.76�hN2,29
= ahCO2,31

+ bhH2O,31 + chN2,31

(11.97)

Here, hCxHyOz
is defined as [106]:

hCxHyOz,30
= xhCO2,30

+
( y
2

)
hH2O(l),29 + LHV biomassMCxHyOz

(11.98)

For pure and dry biomass fuels, nitrogen and sulfur are usually negligible. hen, the
lower heating value can be expressed for dry biomass with a chemical formula of CHaOb

as follows:

LHV dry =
400000 + 100600y − b

1+0.5a
(117600 + 100600a)

12 + a + 16b
(11.99)

he lower heating value for biomass with moisture is expressible as [106]:

LHVmoist = [1 − μm −Hu]LHV dry − 2500Hu (11.100)

where μm and Hu respectively denote the mineral matter content and moisture
content of the biomass. Once the temperatures at points 29 and 30 are determined,
Equation 11.97 can be solved for the temperature at point 31.

11.3.1.2 ORC Cycle

he ORC cycle considered here has four main components as follows:

Evaporator To determine the temperatures and specific enthalpies for flows interacting
with the ORC evaporator, the following energy rate balance equation for the evaporator
can be used:

ṁ32h32 + ṁ26h26 = ṁ33h33 + ṁ1h1 (11.101)

Considering a pinch point temperature in the evaporator TPP, the following expression
can be used to calculate the gas temperature leaving the evaporator, which is an impor-
tant parameter for hot water production:

TPP = T33 − T26 (11.102)
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ORC Turbine An energy rate balance for the ORC turbine and condenser yields the fol-
lowing relation:

ṁ27h27 = ẆT + ṁ28h28 (11.103)

Also,

�ORC,T =
ẆORC,act

ẆORC,is

(11.104)

where h27 and h28 are the inlet and outlet specific enthalpies and ẆORC,act and ẆORC,is

are actual and isentropic turbine power outputs.

ORC Condenser An energy rate balance equation for the condenser can be written as

ṁ28h28 = ṁ24h24 + Q̇Cond (11.105)

ORC Pump heORC pump work rate can be expressed using an energy rate balance for
a control volume around the ORC pump as follows:

ẆORC,pump = ṁ25(h26 − h25) (11.106)

11.3.1.3 Domestic Water Heater

hehot gases leaving the evaporator enter the water heater and heat domestic hot water
to 60∘C. Water enters this heater at a pressure of 2 bar and a temperature of 20∘C. An
energy rate balance for this component follows:

ṁ33Cpg(T33 − T34) = ṁDWH(h36 − h35) (11.107)

11.3.1.4 Double-effect Absorption Chiller

Absorption chillers can be used for air conditioning and cooling purposes. Compared to
the more conventional vapor compression refrigeration systems, absorption refrigera-
tion systems replace the electricity consumption associated with vapor compression by
a thermally driven system. his is accomplished by making use of absorption and des-
orption processes that employ a suitable working pair (a refrigerant and an absorbent).
LiBr–water is a common working fluid for absorption systems in various cooling appli-
cations, including use in multigeneration systems.
In this analysis, the LiBr–water mixture is heated in the generator as shown in

Figure 11.9. Heat provided by saturated water vapor via the heating process unit (point
24) allows separation of the refrigerant (H2O) from the absorbent (LiBr solution). To
model the single effect LiBr–water absorption chiller system used in this multigen-
eration system, the principle of mass conservation and the first and second laws of
thermodynamics are applied to each component. In our analysis, each component
is considered as a control volume with inlet and outlet streams, and heat and work
interactions are considered. Mass rate balances are applied for the total mass and each
material of the working fluid solution.

Absorber A mass rate balance equation for absorber can be written as

ṁ10 = ṁ1 + ṁ6 (11.108)
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A concentration rate balance equation for absorber can be expressed as

ṁ1x1 = ṁ6x6 (11.109)

An energy rate balance equation for the absorber is expressible as

ṁ10h10 + ṁ6h6 = ṁ1h1 + Q̇ABS (11.110)

where

Q̇ABS = ṁ38(h39 − h38) (11.111)

Pump he absorption pump work rate can be expressed using mass balance and an
energy rate balance for a control volume around the absorption pump respectively as
follows:

ṁ1 = ṁ2 (11.112)

Ẇpump = ṁ2(h2 − h1) (11.113)

HEX I Mass rate balances equation for the first heat exchanger can be written as

ṁ2 = ṁ3 (11.114)

ṁ4 = ṁ5 (11.115)

Concentration rate balance equations can be expressed as

x2 = x3 (11.116)

x4 = x5 (11.117)

An energy rate balance equation can be written as

ṁ2h2 + ṁ4h4 = ṁ3h3 + ṁ5h5 (11.118)

and the pinch point temperature PP can be determined with the following:

T14 = T24 − PP (11.119)

Low Temperature Generator (LGEN) To determine the temperature and specific enthalpy
for the low temperature generator (LGEN), the following energy and mass rate balance
equations can be used:

ṁ16 = ṁ4 + ṁ7 (11.120)

ṁ4x4 = ṁ16x16 (11.121)

ṁ17h17 − ṁ18h18 + ṁ16h16 = ṁ7h7 + ṁ4h4 (11.122)

HEX II Mass rate balance equations for the second heat exchanger can be written as

ṁ3 = ṁ13 (11.123)

ṁ14 = ṁ15 (11.124)

Concentration rate balance equations can be expressed as

x3 = x13 (11.125)

x14 = x15 (11.126)

An energy rate balance equation can be written as

ṁ3h3 + ṁ14h14 = ṁ13h13 + ṁ15h15 (11.127)
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High Temperature Generator (HGEN) To determine the temperature and specific enthalpy
for the high temperature generator (HGEN), the following energy andmass rate balance
equations for the HGEN can be used:

ṁ13 = ṁ14 + ṁ17 (11.128)

ṁ14x14 = ṁ13x13 (11.129)

ṁ24(h24 − h25) + ṁ13h13 = ṁ17h17 + ṁ14h14 (11.130)

h17 = h(P14, x = 1) (11.131)

First Low Temperature Generator (LGEN I) Mass and energy rate balances for the first low
temperature generator can be written as

ṁ17 = ṁ18 (11.132)

Q̇LGEN = ṁ17h17 − ṁ18h18 (11.133)

Expansion Valves Mass rate balance equations for the expansion valves can be written
as follows:

ṁ5 = ṁ6 (11.134)

ṁ18 = ṁ19 (11.135)

ṁ8 = ṁ9 (11.136)

h5 = h6 (11.137)

h18 = h19 (11.138)

h8 = h9 (11.139)

Condenser Mass and energy rate balance equations for the condenser can be written as

ṁ8 = ṁ19 + ṁ7 (11.140)

ṁ19h19 + ṁ7h7 = ṁ8h8 + Q̇cond (11.141)

Evaporator Mass and energy rate balance equations for the evaporator can be written as

ṁ9 = ṁ10 (11.142)

Q̇EVP = ṁ10h10 − ṁ9h9 (11.143)

h10 = h(TEVP, x = 1) (11.144)

11.3.1.5 Reverse Osmosis (RO) Desalination Unit

A typical seawater reverse osmosis desalination plant consists of three main processes:
seawater intake, pre-treatment, and the RO system. Here, the RO system is the main
process in which the separation occurs. he RO system includes a high pressure pump,
the membrane separation unit, and an energy recuperation system. he raw water is
pressurized by a high pressure pump and it is then supplied to the membranes where
the seawater desalination occurs. In this analysis, a standard RO unit based on a typical
seawater RO plant consisting of a single RO stage of b trains is considered, according to
Salcedo et al. [107]. he rejected brine is pressurized at the outlet of the RO stage and
then passes through a hydro-turbine in order to recover part of the energy consumed
by the high pressure pump.
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In order to model the RO desalination unit, energy rate balances are used. he net
work input rate is expressible as follows:

Ẇnet = bn(Ẇpump − Ẇturbine) (11.145)

Here, bn is the number of trains (7 in our analysis) and Ẇpump and Ẇturbine are RO pump
required work rate and hydro-turbine work generation rate, which are expressible as
follows:

Ẇpump =
ΔP ṁ39

�pump �39
(11.146)

Wturbine =
ΔP ṁ42 �turbine

�42
(11.147)

where ΔP is the transmembrane pressure, and �pump and �turbine are RO pump and
hydro-turbine isentropic efficiencies respectively.he target fresh water mass flow rate,
ṁ41, is determined from the electricity driving the RO unit and the recovery ratio RR,
which is one of the technical characteristics of the membrane, as follows:

ṁ41 =
ṁ37

RR
(11.148)

he transmembrane pressure can be expressed by the following equation:

ΔP = Jw
. km + Δ� (11.149)

where km is themembrane permeability resistance, which has a value of 8.03 × 10−11 m2s

kgPa
,

and Jw is the volumetric permeate flow rate, expressed as

Jw =
ṁ41

�41
. n Amem

(11.150)

Here, n is the total number of membranes, which is 600 in this analysis, �41 is the density
at point 41 and Amem is the membrane area. In Equation 11.149, Δ� is the transmem-
brane osmotic pressure, which can be expressed as follows:

Δ� = 805.1 × 105CwR (11.151)

Here, Cw is the membrane wall concentration, which can be expressed as

Cw =
e

(
jw

Kmass

)
x39

e

(
jw

Kmass

)
(1 − R) + R

(11.152)

where R denotes the membrane rejection coefficient, which has a value of 0.9975 in
this analysis based on Salcedo et al. [107]. Also, Kmass is the mass transfer coefficient,
expressed as follows:

Kmass = 0.04 Re0.75 Sc0.33
Ds

d
(11.153)

where Ds is the diffusivity and d is the feed channel thickness. hese parameters have
respective values of 1.45 × 7m2

s
and 0.71 mm in this analysis.

In Equation 11.153, the Reynolds number is determined as

Re39 =
ṁ39

Nch LW�39
. NP

(11.154)
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where Nch and NP represent the number of feed channels and the number of pressure
vessels respectively, �39 is the dynamic viscosity of the water, and LW is the membrane
width. Also, in Equation 11.153, Sc is the Schmidt number, defined as

Sc =
�39

�39 Ds

(11.155)

11.3.2 Exergy Analysis of the System

he exergy rate of each flow is calculated at all state points and the changes in exergy
are determined for each major component. Exergy destruction rate expressions for all
components in this multigeneration system (Figure 11.9) are listed in Table 11.6.
he exergy efficiency, defined as the product exergy output divided by the exergy input

[47], can be expressed for the ORC power generation unit, the CHP unit and the multi-
generation system, respectively, as follows:

ψORC =
Ẇnet,ORC

̇Exbiomass

(11.156)

ψCHP =
Ẇnet,ORC + ̇Exheating

̇Exbiomass

(11.157)

ψmulti =
Ẇnet,ORC + ̇Exheating + ̇Excooling + ̇ExH2

+ ̇Ex36 + ̇Ex41

̇Exbiomass

(11.158)

Table 11.6 Expressions for exergy destruction rates for components of the system.

Component Exergy destruction rate expression

Combustor ̇ExD,comb =
̇Ex29 +

̇Ex30 −
̇Ex31

ORC evaporator ̇ExD,evp =
̇Ex32 +

̇Ex26 −
̇Ex27 −

̇Ex33

ORC turbine ̇ExD,T = ̇Ex27 − ẆT − ̇Ex4

Heating process ̇ExD,heat =
̇Ex28 −

̇ExQ − ̇Ex24

ORC pump ̇ExD,P = ̇Ex25 + ẆP −
̇Ex26

Absorption condenser ̇ExD,cond =
̇Ex19 +

̇Ex20 −
̇Ex8 −

̇Ex21

Expansion valves ̇ExD,exv =
̇Ex18 −

̇Ex19 +
̇Ex8 −

̇Ex9 +
̇Ex15 −

̇Ex16 +
̇Ex5 −

̇Ex6

Absorption evaporator ̇ExD,evp =
̇Ex9 +

̇Ex21 −
̇Ex23 −

̇Ex10

Absorber ̇ExD,abs =
̇Ex10 +

̇Ex6 +
̇Ex38 −

̇Ex1 −
̇Ex39

Absorption pump ̇ExD,P = ̇Ex1 + ẆP −
̇Ex2

Absorption heat exchanger I ̇ExD,hexl =
̇Ex2 +

̇Ex4 −
̇Ex3 −

̇Ex5

Absorption heat exchanger h ̇ExD,hexh =
̇Ex3 +

̇Ex14 −
̇Ex13 −

̇Ex15

High temperature absorption

generator

̇ExD,genh =
̇Ex24 +

̇Ex13 −
̇Ex14 −

̇Ex17 −
̇Ex25

Low temperature absorption generator ̇ExD,genl =
̇Ex17 −

̇Ex18 −
̇ExQ

PEM electrolyzer ̇ExD,PEM = ̇Ex22 + ẆPEM − ̇Ex24 −
̇Ex23

Domestic hot water heater ̇ExD,DWH = ̇Ex33 +
̇Ex35 −

̇Ex36 −
̇Ex34

RO pump ̇ExD,RO pump =
̇Ex39 + ẆP −

̇Ex40

RO desalination unit ̇ExD,RO desalination = ̇Ex40 −
̇Ex41 −

̇Ex42

RO hydraulic turbine ̇ExD,h turbine =
̇Ex42 − ẆT − ̇Ex43
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where

̇Exheating = Q̇cond

(

1 −
T0

Tcond

)
(11.159)

̇Excooling = Q̇cooling

(
T0 − TEVP

TEVP

)
(11.160)

̇ExH2
= ṁH2

exH2
(11.161)

̇Ex35 = ṁ35(h35 − h0) − T0(s35 − s0) (11.162)

Also, ̇Exbiomass is the exergy flow rate of biomass, defined as [24]:

̇Exbiomass = ṁbiomass�LHVmoist (11.163)

Here, � is defined as

� =
1.0414 + 0.0177

(
H

C

)
− 0.3328

(
O

C

){
1 + 0.0537

(
H

C

)}

1 − 0.4021
(

O

C

) (11.164)

where LHVf denotes the lower heating value of the biomass. For pure and dry biomass
fuels, nitrogen and sulfur are usually negligible and the lower heating value can be
expressed for a biomass with a chemical formula of CHaOb as follows:

LHV dry =
400000 + 100600y − b

1+0.5a
(117600 + 100600a)

12 + a + 16b
(11.165)

he lower heating value for biomass with moisture is expressible as [106]:

LHVmoist = [1 − μm −Hu]LHV dry − 2500Hu (11.166)

where μm and Hu respectively denote mineral matter content and moisture content in
the biomass. Also, Q̇heating and Q̇cooling,chiller denote the heating load of the multigener-
ation system and the double-effect absorption chiller cooling load, while the last three
terms in the numerator denote the energy values of the hydrogen, hot water, and fresh
water products. It can be seen from these expressions that the energy efficiency of the
multigeneration system must exceed that for power generation cycle.

11.3.3 Economic Analysis of the System

In order to perform an economic analysis and optimization of the multigeneration sys-
tem in Figure 11.9, we first need to determine the purchase cost of each component
used in the system as a function of the main design parameters. In this section, the cost
function of each component and some economic parameters are defined and explained.
Some parts of the biomass based multigeneration system shown in Figure 11.9 are simi-
lar to those in the multigeneration system analyzed earlier in this chapter. Here, the cost
functions of the components that differ from those in the system examined earlier are
provided.

11.3.3.1 Biomass Combustor and Evaporator

he cost of the biomass combustor and evaporator can be expressed as a function of
the flue gas energy exiting the combustor, and the main pressure and temperature of the
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ORC cycle [79]:

Zcom($) = 740(HB)
0.8 exp

(

0.01P27 − 2

14.29

)
exp

(
T27 − 350

446

)
(11.167)

where

HB = ṁgh31 (11.168)

Here, ṁg is the flue gas mass flow rate in kg/s.

11.3.3.2 Heating Process Unit

Several cost functions are available for the heating process considered for this biomass
based multigeneration system. he cost function of the heating process here is defined
as [103]:

Zheating($) = 5714ṁ28 (11.169)

11.3.3.3 Reverse Osmosis (RO) Desalination Unit

In this biomass based multigeneration system, a RO desalination unit is applied as pre-
viously noted. Its cost can be expressed as follows [108]:

ZRO($) = 0.98m3 (11.170)

wherem is the fresh water mass in kg.

11.3.4 Multi-objective Optimization

A multi-objective optimization method based on an evolutionary algorithm is applied
to the multigeneration system for heating, cooling, electricity, hot water, fresh water,
and hydrogen to determine the best design parameters for the system. Objective func-
tions, design parameters and constraints, and the overall optimization procedure are
described in this section.

11.3.4.1 Definition of Objectives

Two objective functions are considered here for multi-objective optimization: exergy
efficiency (to bemaximized) and total cost rate of product (to beminimized).he cost of
pollution damage is assumed to be added directly to the required expenditures, making
the second objective function the sumof thermodynamic and environmental objectives.
Consequently, the objective functions in this analysis can be expressed as follows:

Exergy Efficiency

ψmulti =
Ẇnet,ORC + ̇Exheating + ̇Excooling + ̇ExH2

+ ̇Ex36 + ̇Ex41

̇Exbiomass

(11.171)

Total Cost Rate

Ċtot =
∑
k

Żk + Ċf + Ċenv (11.172)

where the cost rates of environmental impact and fuel are expressed as

Ċenv = CCO2
ṁCO2

(11.173)

Ċf = cf ṁf LHV (11.174)
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Table 11.7 Optimization constraints and their rationales.

Constraint Reason

0.2 kg∕s < ṁbiomass < 0.4 kg∕s Biomass fuel limitation

Tin,pump < 115 K Material temperature limit

1500 kPa < Pmain < 3000 kPa Commercial availability

320∘C < Tmain < 400∘C Commercial availability

10∘C < PP < 35∘C Heat transfer limit

�T < 0.9 Commercial availability

�p < 0.9 Commercial availability

2∘C < TEVP < 6∘C Cooling load limitation

Here, ŻK is the purchase cost rate of component and the summation is for all com-
ponents. More details about equipment purchase costs can be found elsewhere [64].
he purchase cost of each component in this multigeneration system was described in
section 11.3.3. Also Cf is the fuel cost which is taken to be 0.01 $/kWh in this analysis.
In this analysis, we express the environmental impact as the total cost rate of pollution
damage ($/s) due to CO2 emissions by multiplying the respective flow rates by the cor-
responding unit damage cost (CCO2), which is taken to be 0.024 $/kg [64]. he cost of
pollution damage is assumed here to be added directly to other system costs.

11.3.4.2 Decision Variables

he following decision variables (design parameters) are selected for this analysis:
biomass flow rate (ṁbiomass), ORC pump inlet temperature (Tin,pump), ORC evaporator
pinch point temperature (PP) difference, ORC turbine inlet pressure (Pmain), ORC tur-
bine inlet temperature (Tmain), ORC turbine isentropic efficiency (�T ), pump isentropic
efficiency (�p) and absorption chiller evaporator temperature (TEVP). Decision variables
may be varied within a reasonable range in the optimization procedure, and constraints
for this based on earlier reports are listed in Table 11.7.

11.3.5 Optimization Results

he results of the optimization are described. he genetic algorithm optimization is
performed for 250 generations, using a search population size of M = 100 individuals,
a crossover probability pc = 0.9, a gene mutation probability pm = 0.035, and a con-
trolled elitism value c = 0.55. Figure 11.10 shows the Pareto frontier solution for the
multi-objective optimization of the multigeneration system for the objective functions
in Equations 11.171 and 11.172. It can be seen in this figure that the total cost rate of
products increases moderately as the total exergy efficiency of the cycle increases to
about 32%. Increasing the total exergy efficiency from 32% to 34% increases the cost
rate of product significantly.
he results for the optimum exergy efficiency and total cost rate for all points eval-

uated over 300 generations are shown in Figure 11.11. he Pareto optimal curve (best
rank) is clearly visible in the lower part of the figure (solid line) which is separately shown
in Figure 11.10. here, the maximum exergy efficiency exists at design point C (33.5%),
while the total cost rate of products is the greatest at this point (874.62 $/hr). But, the
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Figure 11.10 Pareto frontier showing best trade-off values for the objective functions.
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Figure 11.11 Results of all evaluations during 300 generations using a genetic algorithm. An
approximation of the Pareto frontier is visible in the lower part of the figure.
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minimum value for the total cost rate of product occurs at design pointAwhich is about
271.84 $/hr. Design point A is the optimal situation when total cost rate of product is
the sole objective function, while design point C is the optimum point when exergy
efficiency is the sole objective function. In multi-objective optimization, a process of
decision-making for selection of the final optimal solution from the available solutions
is required.he process of decision-making is usually performed using Figure 11.10with
the aid of a hypothetical point (the ideal point), at which both objectives have their opti-
mal values independent of the other objectives. It is clear that it is impossible to have
both objectives at their optimum point simultaneously and, as shown in Figure 11.10,
the ideal point is not a solution located on the Pareto frontier. he closest point of the
Pareto frontier to the ideal point might be considered as a desirable final solution.
In this case, the Pareto optimum frontier exhibits weak equilibrium, that is, a small

change in exergy efficiency due to varying the operating parameters causes a large vari-
ation in the total cost rate of product. herefore, the ideal point cannot be utilized for
decision-making in this problem. In selection of the final optimum point, it is desired
to achieve a better magnitude for each objective than its initial value for the base case
problem. Since each point can be utilized as the optimized point in the Pareto solution
to a multi-objective optimization, the selection of the optimum solution depends on the
preferences and criteria of the decision maker who may select a different point as for
the optimum solution depending on needs. Table 11.8 shows all the design parameters
for points A–C.
As shown in Figure 11.10, the optimized values for exergy efficiency on the Pareto

frontier range between 31% and 34%. To provide a good relation between exergy effi-
ciency and total cost rate, a curve is fitted on the optimized points obtained from the
evolutionary algorithm.his fitted curve is shown in Figure 11.11, and an expression for
it is:

Ċtotal =
360�3 + 194.8�2 − 253.4� + 49.76

�3 − 57.46�2 − 28.92� − 3.25
× 100 (11.175)

his is allowable when the exergy efficiency varies between 29% and 34%. To study
the variation of thermodynamic characteristics, three points (A to C) on the Pareto
frontier are considered. Table 11.9 shows for the system the total cost rate, the total

Table 11.8 Optimized values for design parameters of the
system based on multi-objective optimization.

Design parameter Point on Pareto frontier

A B C

ṁbiomass(kg∕s) 0.20 0.20 0.21

Tin,pump (
∘C) 115 114 114

Pmain (kPa) 1500 2049 3818

Tmain (
∘C) 320 400 399

PP (∘C) 12.0 10.3 10.6

�T 0.80 0.90 0.9

�p 0.82 0.84 0.85

TEVP (
∘C) 5.2 7.0 6.9
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Table 11.9 Thermodynamic characteristics of three points on the Pareto frontier.

Point Ẇnet (kW) � ĖxD,tot
(kW)

Q̇cooling

(kW)

Q̇heating

(kW)

Ċtot

($/h)

CO2

emission

(kg/kWh)

ṁH2

(kg/h)

ṁDWH

(kg/s)

ṁfresh

(kg/s)

A 278.35 0.31 3749 2000 1487 271.8 346.8 1.19 0.52 1.08

B 307.10 0.32 3473 1543 1741 362.0 364.0 1.30 0.53 1.19

C 351.10 0.33 3477 1614 1644 874.0 361.7 1.50 0.52 1.40

exergy destruction rate, the exergy efficiency, the heating and cooling loads, and the
CO2 emission. From point A to point C in this table, both the total cost rates of the sys-
tem and the exergy efficiencies increase. As already stated, point A is preferred when
total cost rate is a single objective function and design point C when exergy efficiency
is a single objective function. Design point B provides better results for both objective
functions. Other thermodynamic properties correctly confirm this trend. For instance,
from point B toC, the total exergy destruction rate decreases when the exergy efficiency
increases.
To better understand the variations of all design parameters, the scattered distribution

of the design parameters are shown in Figures 11.12 and 11.13. he results show that
ORC pump inlet temperature (Figure 11.12b) and absorption chiller evaporator tem-
perature (Figure 11.13d) tend to become as high as possible. his observation means
that an increase in these parameters leads to better optimization results. For example,
an increase in these design parameters leads to improvement for both objective func-
tions in multi-objective optimization. We also observe that the ORC turbine inlet pres-
sure (Figure 11.12c), the ORC turbine inlet temperature (Figure 11.12d), the evaporator
pinch point temperature difference (Figure 11.13a), ORC turbine isentropic efficiency
(Figure 11.13b), and the ORC pump isentropic efficiency (Figure 11.13c) have scattered
distributions in their allowable domains, suggesting that these parameters have impor-
tant effects on the trade-off between exergy efficiency and total cost rate. Design param-
eters selected with their maximum values indicate that they do not exhibit a conflict
between two objective functions, indicating that increasing those design parameters
leads to an improvement to both objective functions.
To better understand the multi-objective optimization results, a sensitivity analysis is

performed.he effects of varying each of the design parameters for pointsA–C on both
objective functions are investigated. Figure 11.14 shows the effects of biomass flow rate
on system exergy efficiency and total cost rate. An increase in biomass flow rate is seen
to have a negative effect on both objective functions. An increase in biomass flow rate
leads to a decrease in system exergy efficiency as the denominator of Equation 11.171
increases. Also, an increase in biomass flow rate parameter increases the total cost rate
of the system because the cost associated with the fuel increases as the biomass mass
flow rate increases.
Figure 11.15 shows the variation ofORC turbine inlet pressure on both objective func-

tions. As shown in this figure, an increase in turbine inlet pressure results in an increase
in both objective functions. When the turbine inlet pressure rises, the exergy efficiency
of the system increases, mainly due to an increase in cooling load and net power output
of the system.
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Figure 11.12 Scattered distribution of decision variables with population in Pareto frontier: (a)
biomass flow rate, (b) ORC pump inlet temperature, (c) ORC turbine inlet pressure, (d) ORC turbine
inlet temperature.

An increase in ORC turbine inlet pressure reduces the heating load of the system
while an increase in this pressure has a positive effect on the cooling load of the sys-
tem. An energy balance for a control volume around the ORC evaporator shows that,
when the energy input from biomass is constant, a reduction in turbine inlet specific
enthalpy increases the ORC mass flow rate. Since inlet and outlet specific enthalpies of
the generator in the absorption cycle are constant, an increase in the ORC mass flow
rate leads to an increase in energy input rate to the absorption system, which increases
its cooling load.
For the heating load, an increase in ORC turbine inlet pressure while holding other

design parameters fixed decreases the turbine inlet specific enthalpy and, since the tur-
bine outlet specific enthalpy is a function of the turbine inlet specific enthalpy and tur-
bine isentropic efficiency, this a corresponding decrease in turbine outlet enthalpy (h28),
which is the inlet energy for the heating process unit. Although the ORCmass flow rate
increases, as already discussed, the reduction in specific enthalpy of the heating process
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Figure 11.14 Effects of biomass flow rate on both objective functions.
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Figure 11.15 Effects of turbine inlet pressure on both objective functions.

dominates. In addition, an increase in ORC turbine inlet pressure results in increase in
the ORC mass flow rate entering the turbine, which increases the turbine output work
rate.herefore, the combination of these effects leads to an increase in the system exergy
efficiency. Figure 11.15 also shows that an increase in turbine inlet pressure results in an
increase in total cost rate of the system. his is due to an increase in turbine purchase
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Figure 11.16 Effects of turbine inlet pressure on both objective functions.

cost as the inlet pressure increases. As a result, an increase in ORC turbine inlet pres-
sure has negative and positive effects on the objective functions. his is why the scatter
distribution for the ORC turbine inlet pressure is widely scattered.
Figure 11.16 shows the variation of turbine inlet temperature on both objective func-

tions. An increase in turbine inlet temperature is seen to increase the exergy efficiency of
the system for pointsA–C on the Pareto curve. Increasing the turbine inlet temperature
leads to an increase in turbine inlet specific enthalpy, when other parameters are kept
fixed. his increase leads to a rise in the turbine work rate which results in an increase
in the exergy efficiency, according to Equation 11.171. However, an increase in turbine
inlet temperature raises the total cost of the system, due to an increase in turbine pur-
chase cost. Since an increase in this parameter has positive and negative effects on both
objective functions, the variation of this design parameter within its allowable range
exhibits a scattered distribution as shown in Figure 11.12c.
Figure 11.17 shows the effect of evaporator pinch point temperature on both objec-

tive functions. It is seen that an increase in pinch point temperature reduces the system
exergy efficiency. his is due to the fact that the higher the pinch point temperature
becomes, the lower is the energy being utilized in the evaporator, which leads to a reduc-
tion of ORC turbine power output. But, an increase in pinch point temperature, while
other design parameters are held fixed, reduces the heat transfer area of the evaporator,
explaining why the total cost rate of the system decreases.
Since an increase in pinch point temperature has positive and negative effects on both

objective functions, the variation of this design parameter within its allowable range
exhibits a scattered distribution as shown in Figure 11.16a.
Figure 11.18 illustrates the effect of turbine isentropic efficiency (�T ) on both objec-

tive functions. An increase in �T results in an increase in system exergy efficiency and
in total cost rate of the system. Increasing the turbine isentropic efficiency results in an
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Figure 11.18 Effects of turbine isentropic efficiency on both objective functions.

increase in the steam turbine power output, which directly leads to an increase in the
exergy efficiency. It is also seen that increasing the turbine isentropic efficiency leads to
an increase in steam turbine purchase and maintenance costs. Since an increase in the
turbine isentropic efficiency has positive and negative effects on both objective func-
tions, its variation within its allowable range exhibits a scattered distribution as shown
in Figure 11.13b.
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Figure 11.20 Effects of absorption chiller on both objective functions.

Two remaining components are now considered. Figure 11.19 shows that pump isen-
tropic efficiency does not have a significant effect on both objective functions, as its
purchase cost is small. Figure 11.20 shows the variation of the objective function by
changing the absorption chiller evaporator temperature. An increase in evaporator tem-
perature results in an increase in cooling load of the absorption chiller and at a same time
increase the cost of the chiller.
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11.4 Concluding Remarks

his chapter discusses the concept of multigeneration and introduces the advantages
of multigeneration energy systems for producing multiple product outputs. Novel
multigeneration energy systems, ranging from non-renewable to renewable based
systems for various locations are considered, and optimization is applied to determine
the optimal design parameters. he benefits of using exergy methods are emphasized.
he process of defining of objective functions subject to reasonable constraints to
ensure reliable results is covered. An evolutionary algorithm based optimization is
applied to each multigeneration system considered and the optimal design parameters
are carefully determined. To enhance understanding of the design criteria, a sensitivity
analysis is conducted to investigate how each objective function varies in response to
small changes in selected design parameters.
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Study Questions/Problems

1 Consider the solar based multigeneration system shown in Figure 11.21.
I) Carry out the following solution procedure:

a. Define a problem statement.
b. Show the cycle on a T-s diagram, and include saturation lines.
c. Make assumptions and approximations.
d. Identify relevant physical laws.
e. List relevant properties.
f. Write all rate balance equations (mass, energy, entropy, exergy).
g. Perform necessary calculations using EES software.
h. Determine which type of solar collector will be appropriate for this power

plant and include solar data in the calculations.
i. Conduct a performance evaluation using energy and exergy efficiencies and
exergy destruction rates.

j. Discuss and interpret the results, providing reasoning and verification.
k. Discuss associated performance, environmental, and sustainability issues.
l. Make recommendations for enhanced performance, environmental steward-
ship, and sustainability.

II) Perform a parametric study to show how system performance is affected by
varying the operating conditions (e.g., T , P,m).
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Figure 11.21 Schematic of a solar based multigeneration system.

III) Apply a single objective optimization to determine the maximum exergy effi-
ciency of the system and discuss the results.

2 A solar based multigeneration energy system is shown in Figure 11.22. Apply mass,
energy, entropy, and exergy rate balance equations to determine the exergy destruc-
tion rate and exergy efficiency of the system and find the optimal exergy efficiency
of the system. Make reasonable assumptions.
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