AI Crisis : dialogue

Speaker (addressee 1): Hello, I am a guest and I am very happy to talk to you about this issue. A summary of our conversations is attached to this file. Among other things, we can express the behavioral pattern of artificial intelligence with the special features of neural networks in LLMs, as well as the special advantages that this feature has preserved for us. However, the accuracy of the dialogues is pleasant and the amount of errors and mistakes by the system should be checked and by announcing the error rate in the future, we can make better predictions.
Listener (audience 2): I am interested Narrator: Now you should know that many technologies are not completely perfect and error-free and there is a possibility of errors and mistakes in it, so there is also a possibility of error in artificial intelligence, sometimes it becomes very difficult to accurately identify the source of the error. Some of these mistakes may cause serious injury. Among the cases of reported errors, there are two reasons, the first is the existence of a more optimistic view in artificial intelligence and the second is not considering a possible error
Listener: In which systems have the existing examples of these errors been observed? NARRATOR: A demo video for OpenAI's new service, SearchGPT, is making headlines after the AI-powered search engine failed to provide the correct dates for a festival in Boone, North Carolina – despite it being Information can be easily found online. Listener: So this mistake is considered very negligent? Right?.
Narrator: While this isn't exactly a risky mistake by any means, it certainly hasn't covered the company — or their supposedly game-changing new product. Speaking to The Atlantic, an OpenAI spokesperson explained after the demo that SearchGPT is simply a prototype. Well, it definitely shows. On artificial intelligence in the way deep learning is used in another report Vice President Kamala Harris by former president and current Republican presidential candidate Donald Trump used artificial intelligence to enhance images of the crowd that came to see the Democratic candidate in Detroit, Michigan. Were accused. Listener: So artificial intelligence can cause doubt in reality.
Then another report called Copilot enters the autopilot, starts breaking the rules, which is an obvious example of error. A Microsoft Copilot engineer with the Red Copilot Designer team, an AI image generator, realizes that the AI ​​tool likes to produce clear and varied images. The content produced includes images of children drinking alcohol, drug abuse, and monstrous creatures along with abortion rights.
According to recent reports, the engineer first raised his concerns internally in December 2023. However, his concerns were not taken seriously and the product remained on the market, forcing the engineer to go directly to Microsoft's board of directors and the FTC to sound the alarm. Along with the desire to produce clear images, Copilot seems willing to display its copyright instructions while producing images, the engineer reported. Listener: Therefore, due to the error-prone nature of artificial intelligence, the ability to detect errors by the system itself or by external detection systems is considered a necessity and must be validated, and if this capability is not realized, incorrect upward progress of artificial intelligence. we will witness









