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Entities:

Rule & Example

! Reference

e We, this paper, this work, ... are annotated as Reference

e The multiple numbers or references must be annotated as one
reference.

e The reference could be mentioned by name of author of paper

1 2 3
We rererence  propose a novel weight | normalization merHoo-c | method called | spectral normalization mervoo |t
1 3 2
Instance segmentation ask [ 22, 10 rererence || is an important task in  computer vision ras« with many real world applications.
2 2 1

Generative adversarial networks metHoo (| GANS wmemHoo ) (| Goodfellow et al., 2014 rererence ) have been enjoying considerable

v Method-Class

e The general methods that refer to a class of methods should be
annotated as Method_Class (METHOD_C). These methods
usually have plural “s” or indefinite article “a or an”.

5 2 4
Instance segmentation models rask based on state-of-the-art | convolutional networks wersoo-c | [[ 11, 57, 67 rererence | are
6
often | data-hungry ost |. At the same time, annotating large datasets for instance segmentation [40, 21] is usually expensive and

¥ Task, sub-tasks, fields are annotated as Task. Usually relation of tasks
and fields are defined by HYPONYM

1 3 2

Instance segmentation sk [ 22, 10 rererence | is an important task in  computer vision ras«  with many real world applications.
3 USED-FOR ' IS-HYPONYME-OF

22,10 Instance segmentation computer vision

¥ The specific method names should be annotated as Method. The
methods usually have some reference papers




1 2 2
AutoML merroo-c  approaches, and | Neural Architecture Search metrion-c | (| NAS memoo-c ) methods in particular, present a D.
3 14 4 15
Stamoulis [11] 72.0 - MobileNetV3 metroo | [ 12 rersrence | 75.2 - NASNet-A metrop | [| 2 rererence | 74.0 800k
5 16 6 17 7
Amoebanet-A metHoo | [ 3 rererence | 74.5 500k  PNASNet metHop | [ 13 mererence 1] 74.2 120k  DARTS metHoo | [
18 8 19 9 19
14 rererence || 74.1 100 | GDAS-AL metroo | [| 1 rererence | 74.0 240 | MnasNet-Al metrop | [ 1 sererence | 75.2 40k
10 20 11 21 12
ChamNet-B metrioo | [ 15 rererence | 73.80 240 | FBNet-B metHon | [| 16 rererence | 74.9 90 | ProxylessNAS-R metHoo | [
22 13 14
17 mererence | accuracy, while also improving upon manually-designed | MobileNets smetrop | [ 12 sererence | .

Metrics are the evaluation criteria that are used for evaluation
purposes. Usually methods are EVALUATED ON a specific metric.

23 ‘24 25
In particular, ' Single-Path NAS wet+oo | achieves new state-of-the-art | 75.62% numsenl top-1 accuracy metric compared to
26 @t

methods designing for similar latency werric setting (~ | 80MS numeer b-

5 IS.EOU
U»‘ED'ON AL-To
\S_Q_\JP‘\' top-1 accuracy
/“\\
(23) 75.62%
&
Single-Path NAS
1S-EQUALTO @
latency 80ms

Dataset: Each dataset name should be annotated as a dataset. The
general terms like “image datasets” must not be annotated. Usually a
method IS_EVALUATED_ON a dataset.

& 4 5

hours were spent per instance masks for COCO opsraser | 40 REFERENCE ' :

Code: The code URLs should be annotated as Code. The code usually
has a “HAS" relation with method or reference.

1
training for downstream detection problems. Results show our | DADA wmetroo | is at least one order of magnitude faster than the

2
state-of-theart while achieving very comparable accuracy. The code is available at | https://github.com/VDIGPKU/DADA cooe .




HAS

DADA https://github.com/VDIGPKU/DADA

HYPER_PARAMETER: all parameters and hyper parameters of a
method should be annotated as this type. Usually hyperparameters
should be connected to a method with a “HAS” relationship.

13 @
trained with stochastic gradient descent (SGD) for 250K iterations with the initial ' learning rate metHoo | being | 0.01 numser | and a
1 9
minibatch of 192 images distributed on 8 GPUs. The e ate is divided by | 10 numser | at iteration
@
150K m.maER_} and [ZOOK m.um-«] respectively. tde is set as | 0.0005 numeer |, and

6
is set as . Multi-scale training from | 320 numaer I to[GOB nums.n} pixels is applied. MixUp

\S-EQU“L'TO
0.0005
Weight decay

(23

XJ
IS-EQUAL-TO HAS /,’\
(12)
0.01 learning rate ;m

A4 s
’S"EQ UAL.TO
momentum @
0.9

NUMBER: any number must be annotated as a NUMBER. The unit of
each number should be annotated alongside the number.




13 [ ]
trained with stochastic gradient descent (SGD) for 250K iterations with the initial | learning rate metron | being [ 0.01 numser I and a

]
minibatch of 192 images distributed on 8 GPUs. The e B is divided by l 10 numser | at iteration
@aoy @
150K m.ma:) and [ZOOK u.nsa:l respectively. tde is set as | 0.0005 numeer ’ and

@ 5

6
is set as . Multi-scale training from [320 NUmER] to[ﬁos Numsn) pixels is applied. MixUp

HARDWARE: The hardwares presented in papers. Hardwares are usually USED _FOR a
specific method and IS_EQUAL_TO some numbers.

distributed on |8 numeer| GPUS warowere . T
@ USES IS-EQUAL-TO
PPYOLO GPUs 8
\ FEATURE:

Any features, pros, cons and important aspects of a method or task or
reference should be annotated as FEATURE

9

encoded low-resolution representation. Instead, our proposed network, named as | High-Resolution Network wmet+oo  (

9
HRNet met+on ), maintains high-resolution representations through the whole process. There are two key characteristics: (i)

Connect the high-to-low resolution convolution streams in parallel; (i) Repeatedly exchange the information across resolutions. The
10 11 12

\We gererence show the

2

benefit is that the resulting representation is | semantically richer osr | and | spatially more precise osr |.
n

FEATURE-OF
= A spatially more precise

Ly
0 FEATURE.oF

N
High-Resolution Network

semantically richer
p'qu.\

\Y

OTHER-SCIENTIFIC-TERM (OST): any other entity that does not fall in
any of the above entity groups and it conveys important information
should be annotated as OST. These entities could be annotated by all




possible relationships.

Relations:

For the relations please see the schema of data in the application. The schema
shows you all possible relations that could be defined between each two entities.
In the following table all relations of OST entities are removed from schema to

simplify the schema. The OST terms could be annotated by all possible relations.

Relation & Schema & Examples

! HYPONYM (Kind of): Hyponymy shows the relationship between a
generic term (hypernym) and a specific instance of it (hyponym). A
hyponym is a word or phrase whose semantic field is more specific

than its hypernym.

Example 2 ;
High-resolution representations metroo-c | are essential for: p
human pose estimation semantic segmentation
=
2,
object detection
of
o\“"\
ot
o
-OF 4
is-rypONT™
semantic segmentation
o .
NYM
OF PA nw-‘OF

sensitive vision problems =
D

human pose estimation




Schema

HYPERPARAMETER

HARDWARE

RLe T NUMBER

REFERENCE ™
Oy

5. HYPONYM-OF

st METHOD

NETRIC TASK

DATASET

Based-On: When a (METHOD or METHOD-CLASS or ReFERENCE) is

‘J
based on another one we annotated this relationship as BASED-ON
Exa mple Object detectors are usually equipped with backbone networks designed for image classification. It might be sub-optimal because of
3 2
the gap between the tasks of image classification and object detection. In this work, |We reresence  present  DetNAS wetrop {0
5 5 6
use  Neural Architecture Search metroo | (| NAS metnoo ) for the design of better backbones for  object detection vas . Itis non-
7 5
trivial because detection training typically needs ImageNet pamsser pre-training while  NAS metwoo | Systems require accuracies

1

on the target detection task as supervisory signals. Based on the technique of ' one-shot supernet merroo |, which contains all
3 4

possible networks in the search space, | We rersrence  propose a framework for backbone search on object detection vask . We




4

backbone search on object detection

one-shot supernet
<

©
Q
$
@
L

6(&5 USES

N
DetNAS

e
?
e

>

6

object detection

NAS




Schema

IS-BASED-ON
METHOD
,OV\
Q/Q
V(o ~
Q O
© N @
) ~ Yj\
’ i\
Q ! <
& <, Q
= Q
o) J)
o S <
IS-BASED-ON O?,
IS BASED. ON
IS-BASED-ON
REFERENCE
IS-
BASED-oN METHOD-C

Compare-Of: When two METHOD or METHOD-C are comparing with
each other then we annotate relation of COMPARE-OF for that two
entities.

Example

8
Our main result architecture, DetNASNet metHop |, is searched on FPN in the large search space. The architecture of
8
DetNASNet metHoo | is depicted in the supplementary material. We search on FPN because it is a mainstream two-stage detector
9 10

that has been used in other vision tasks, e.g., instance segmentation rasx and skeleton detection tasx [9] . Table We list three
11 12 13

hand-crafted networks for comparisons, including | ResNet-50 merron |,  ResNet-101 wmetron | and | ShuffleNetv2-40 werroo |




(13)

ShuffleNetv2-40

o
=]
=
b
=
m
(=}
=

> COMPARE-OF COMPARE-OF ( /'l 1“\.|
(12) 5.9
ResNet-101 DesNASNet sl
Schema
COMPARE-OF ) COMPARE-OF
COMPARE-OF
MEITOS METHOD-C
COMPARE-OF
¥ Evaluated-ON: Every METHOD, METHOD-C, TASK or REFERENCE
could be evaluated on a METRIC or DATASET
Example 2 .
The framework of DetNAS wmeroo | consists of three steps: (1) pre-training the one-shot supernet on ImageNet osraser |, (2) fine-
tuning the one-shot supernet on detection datasets, (3) architecture search on the trained supernet with an evolutionary algorithm
8 17
(EA). In experiments, the main result backbone network, DetNASNet mertron |, with much fewer FLOPS werri
a8 14

, achieves
15 16
better MmMAP wmeTruc

than ResNet-50 on COCO oaraser with the | FPN detector setHon |. Its enlarged version,




12

3

14
o mmAP
<<°
N
o
o
IS-EVALUATED-ON
|
DetNASNet 4 FLOPs
‘61/
L/ ¢
an
%)
\011/
15
COoCOo
Schema
REFERENCE METHOD K METHOD-C
T N 27 &
/&Q’q ,27 2(}‘ V90 CQ 00\\\ e N
48 R7 -~ LO”
((2’/‘?";‘( ¢ ;5 (QV/\ Sé\ § s R \))é\(c
P (}/ 4/\4‘“, Gl 22 %f" §€ &
v '04/ o = & &
Zz -4
METRIC DATASET
o PROPOSE: If a REFERENCE propose a METHOD, DATASET, METRIC or
TASK we have to annotate it as PROPOSE relationship
Example _ 10 - i u
benefit is that the resulting representation is | semantically richer osr | and | spatially more precise ost . | We sererence  show the
a -
superiority of the proposed HRNet metHoo | in @ wide range of applications, including human pose estimation




semantically richer

£
%,
%,
&
N Op
12)
: PROp,
We Ose
—_
/ cu
| 97)
\3 /
URE'O =
Felt High-Resolution Network
spatially more precise
Schema
pROPOSE
METHOD-C
REFERENCE
Ro
o
OSE.
& <
O Vl
S ~ o,
<t o 0. METHOD
3 %
[*
a
METRIC TASK
DATASET
PART-OF: every M ETHOD, METHOD-C, REFERENCE, TASK and OST

could be part of each other. For example when a method consists of
several other methods then those methods are part of the main




method.

Example

The framework of | DEtNAS semwon

2

ISR o7
consists of three steps: (1) [PREIAiNEg ast | the one-shot supernet on  Imagenet

!M uvi the one-shot supemet on detection datases, (3) ;mm @it | on the tramned supernet with an

2

DetNAS

paRT-OF

PART-OF

pre-training

fine-tuning

architecture search

. (2)




Schema
PART-OF
PART-OF PART-OF
METHOD-C
REFERENCE
o
PART-OF %
&
)
& 3

e 2 F > 7

> -4 & 2 o

= = «p ! BA

7 5 £ 2

(@) - X "

—

Ry
o PART-OF
Cr
PART-OF PART-OF
PART-OF METHOD
TASK
v FEATURE-OF
The FEATURE entities are connected to all entities by relation of
FEATURE-OF.
Example encoded low-resolution representation, Instead, our proposed network, named as | High-Resolution Neswork uerneo
g
HRNet permoo ), maintains hgh-resoluton representations through the whole process. There are two key characterstics: (1)
Connect the high-to-low resolution convolution streams in parallel; (§) Repeatedly exchange the information across resolutions. The
R

0

a3
benefit is that the resulting representation is | semandcally ncher searune | and | spatally more precise szanume | W2 pesennice




9

High-Resolution Network

of
?ﬁ“w?&

semantically richer

spatially more precise




Schema

HYPERPARAMETER

(
SOFTWARE HARDWARE

w
Q
3 2 § .
T =] & )
REFERENCE [ E & NUMBER
2 I o
) ui
-O (re %V
; £ &
&
<
17y
Up n
\Op
FEATURE-OF FEATURE-OF
CODE FEATURE METHOD-C
e
&4 R,
“Re.
Op
& %
& il R~
$ - %
¥ o 2 <
T = o
& S %
m METHOD
(o]
-
METRIC TASK
DATASET

USED_FOR (Invert of USES)

When an entity uses another one we use this relationship. For entity
types please see the schema of this relation.

Example

10 11 12
benefit is that the resulting representation is | semantically richer ost | and | spatially more precise ost . |We rererence  show the
g %

superiority of the proposed | HRNet m=tHoo | in a wide range of applications, including human pose estimation rask ,
4 5 9

semantic segmentation rask , and object detection wask , suggesting that the | HRNet merHoo | is a stronger backbone for
13 14
computer vision rasi  problems. All the codes are available at ' https://github.com/HRNet cooe .




object detection

o™
.-,;03
N
n !
U';.ED"O
'_ G semantic segmentation
(= ,
5L USED FoR
High-Resoiution Network
numan pase sstimation
Schema
SOFTWARE
HARDWARE
&
{(O ((ng (/5€O C(;
O ), <
‘<9 C,‘(.O ) <
$ (\E R Ké
2
o
@ C =
£ L % @
ok o a & I =
USED-FOR é \\"7 % : USED-FOR
o 3
USED-FOR
REFERENCE USED-FOR NETROD
Usy- R
& *ED 1 '.D“'O
iy 3 “FO, e . 8-
3 D Or A5 & K
KO % \\f‘) "(Q
% N
USED-FOR \
USEL-FOR
USED-FOR
USED-FOR
ASK METHOD
A IS-EQUAL-TO

This relation is used for numbers to assign to a HYPERPARAMETER,

METRIC or HARDWARE




Example

1

resource constraints. In particular, with singlemodel and single-scale, our | EfficientDet-D7 mer+oo  achieves stateof-the-art
: &

_ @ 4 ®
AP wetric 0N COCO pamaser test-dev with | 7IM numser| parameter RF
7 9 10
FLOPs metric 1, being | 4x -9x smaller rearure | and using | 13x -42x fewer FLOPS reature | than previous detectors. Code is
O
5 eQVP
“, 55.1
AP
=
Q
o
e
4 3
/ /
o0 Ya,, & t &600
) ) parameters
P @ wh %,
ie)
¢ /s 77M
£°  EfficientDet-D7 <l
o ¢
W\ Uy
?0 72*‘0
5 w
&
E ~ IS-EQUAL-TO
&
13x -42x fewer FLOPs w
FLOPs 410B

4x -9x smaller




Schema

HYPERPARAMETER HARDWARE
%, Q
4
OO NS
V4 &
A ; <0 METRIC
O “ \)p\\,
\6'EQ

HAS
This relation is used to connect METHOD, METHOD-C, REFERENCE or
SOFTWARE to CODE and HYPERPARAMETERS. (please see the schema)

Example

1
resource constraints. In particular, with singlemodel and single-scale, our | EfficientDet-D7 wmerroo achieves stateof-the-art
@ 3 4 © 8
AP wetric on COCO paraser test-dev with | 77M Numser| | and|4108 NUMBER

9 10
FLOPs me=tric 1, being | 4x -9x smaller =eature | and using | 13x -42x fewer FLOPS reature | than previous detectors. Code is




10
5 eQOP

3 55.1
AP

2

Q

[a

=

/s = 45,
&1, > &
coco A, @ o,
Z h po parameters Z)
&, 2 W %
1
5. 77M
,\\)9&'0 EfficientDet-D7 <) 0
> A
9 &,

& w

w

g ~ . IS-EQUALTO

|

3x -42x fewer FLOPs w
FLOPs 410B
4x -9x smaller
Schema
‘ REFERENCE METHOD METHOD-C
SOFTWARE
¢ 2 & e, W2 g o
v -~ L) 1} >
CODE
HYPEAPARAMETER




