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Preface

The simulation of electromagnetic transients is a mature field that plays an important role in the design of
modern power systems. From the first steps in this field up to today, a significant effort has been dedicated
to the development of new techniques and more powerful software tools. Sophisticated models, complex
solution techniques and powerful simulation tools have been developed to perform studies that are of
paramount importance in the design of modern power systems. The first developments of transients tools
were mostly aimed at calculating overvoltages. Presently, these tools are applied into a myriad of studies
(e.g. FACTS and custom power applications, protective relay performance, power quality studies) for
which detailed models and fast solution methods can be of huge importance.

The story of this book may be traced back to the General Meeting that the IEEE Power and Energy
Society held in July 2010, when the Analysis of System Transients using Digital Programs Working
Group gave a tutorial course on ‘Transient analysis of power systems. Solution techniques, tools and
applications’. The tutorial provided a basic background to the main aspects to be considered when
performing electromagnetic transients studies (solution techniques, parameter determination, modelling
guidelines), detailed some of the main applications of present transients tools (overvoltage calcula-
tion, power electronics applications, protection) and discussed more recent developments (e.g. dynamic
average models and interfacing techniques) mostly aimed at overcoming some of the current limitations.

This book was initially thought of as an expanded version of the material used in the tutorial; however,
several important fields were not covered in the tutorial, such as smart grid simulation, HVDC analysis
distributed energy resources and custom power modelling. Therefore, rather than expanding the tutorial
chapters, this book has incorporated new material by adding chapters and providing a broader coverage
of fields related to transient analysis of power systems.

Although this is a book on electromagnetic transients, some important topics related to this field are
not well covered or not covered at all. For instance, parallel computing will become a very important
aspect in the future development of software tools for simulating transients in power systems; except
in those chapters that deal with real-time simulation, nothing on this field has been included in this
book. Another aspect that will be fundamental to the analysis and design of the future smart grid is the
combined simulation of communication and power systems; the book includes a chapter dedicated to
analysing the possibilities that time-domain simulation offers in the analysis of smart grid technologies
without considering the representation of the communication system.

It is also worth mentioning that the topics covered in most chapters require a previous background on
electromagnetic transient analysis. The book is mainly addressed to graduate students and professionals
involved in transient studies.

As with any other previous book in which I have been involved, I want to finish this Preface thanking
members of the IEEE WG, friends and relatives for their help and, in many circumstances, for their
patience.

Juan A. Martinez-Velasco
Barcelona, Spain
March 2014
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Introduction to Electromagnetic
Transient Analysis of
Power Systems

Juan A. Martinez-Velasco

1.1 Overview

Electrical power systems are among the most complex, extensive and efficient systems designed to date.
The goal of a power system is to generate, transport and distribute the electrical energy demanded by
consumers in a safe and reliable way.

Power systems play a crucial role in modern society, and their operation is based on some specific
principles. Since electricity cannot be stored in large quantities, the operation of the power system must
achieve a permanent balance between its production in power stations and its consumption by loads in
order to maintain frequency within narrow limits and ensure a reliable service.

Even when the power system is running under normal operation, loads are continually connected and
disconnected, and some control actions are required to maintain voltage and frequency within limits. This
means that the power system is never operating in a steady state. In addition, unscheduled disturbances
can alter the normal operation of the power system, force a change in its configuration, cause failure of
some power equipment or cause an interruption of service that can affect a significant percentage of the
system demand, such as a blackout.

The analysis and simulation of electromagnetic transients has become a fundamental methodology
for understanding the performance of power systems, determining power component ratings, explain-
ing equipment failures or testing protection devices. The study of transients is a mature field that
can be used in the design of modern power systems. Since the first steps in this field, a significant
effort has been dedicated to the development of new techniques and more powerful software tools.
Sophisticated models, complex solution techniques and powerful simulation tools have been developed
to perform studies that are of paramount importance in the design of modern power systems. The
first developments of transients tools were mostly aimed at calculating overvoltages. Presently, these
tools are applied in a myriad of studies (e.g. FACTS and custom power applications, protective relay

Transient Analysis of Power Systems: Solution Techniques, Tools and Applications, First Edition.
Edited by Juan A. Martinez-Velasco.
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2 Transient Analysis of Power Systems: Solution Techniques, Tools and Applications

performance, power quality studies) for which detailed models and accurate solutions can be extremely
important.

Transient phenomena in power systems are associated with disturbances caused by faults, switching
operations, lightning strikes or load variations. These phenomena can stress and damage power equip-
ment. The paramount importance of their study relates to the effects they can have on system performance
or the failures they can cause to power equipment.

Two types of stress can be caused by transient phenomena in power systems: (1) overcurrents, which
can damage power equipment due to excessive heat dissipation, and (2) overvoltages, which can cause
insulation breakdown (failure through solid or liquid insulation) or flashovers (insulation failure through
air). Protection against these stresses is therefore necessary. This protection can be provided by specialized
equipment whose operation is aimed at either isolating the power system section where the disturbance
has occurred (e.g. a power component failure that causes short-circuit) or limiting the stress across power
equipment terminals (e.g. by installing a surge arrester that will mitigate voltage stresses). In addition, a
better ability to handle stresses caused by transient phenomena can be also achieved through good design
of power equipment (e.g. by shielding overhead transmission lines to limit flashovers caused by direct
lightning strikes). That is, although the power system operates most of the time under normal operating
conditions, its design must enable it to cope with the consequences of transient phenomena.

In order to provide adequate protection against both types of stresses, it is fundamental to know
their origin, calculate their main characteristics and estimate the most adverse operating conditions. A
rigorous and accurate analysis of transients in power systems is difficult due to the size of the system,
the complexity of the interaction between power devices and the physical phenomena that need to be
analysed. Presently, the study and simulation of transients in actual power systems is carried out with
the aid of a computer.

Aspects that contribute to this complexity are the variety of causes, the nature of the physical phe-
nomena and the timescale of the power system transients.

Disturbances can be external (lightning strikes) or internal (faults, switching operations, load varia-
tions).

Power system transients can be electromagnetic, when it is necessary to analyse the interaction
between the (electric) energy stored in capacitors and the (magnetic) energy stored in inductors, or
electromechanical, when the analysis involves the interaction between the electric energy stored in
circuit elements and the mechanical energy stored in rotating machines.

Physical phenomena associated with transients make it necessary to examine the power system over
a time interval as short as a few nanoseconds or as long as several minutes.

This latter aspect is a challenge for the analysis and simulation of power system transients, since the
behaviour of power equipment is very dependent on the transient phenomena: it depends on the range
of frequencies associated to transients. An accurate mathematical representation of any power device
over the whole frequency range of transients is very difficult, and for most components is not practically
possible.

Despite the powerful numerical techniques, simulation tools and graphical user interfaces currently
available, those involved in electromagnetic transients studies, sooner or later, face the limitations of
models available in transients packages, the lack of reliable data and conversion procedures for parameter
estimation or insufficient studies for validating models.

Figure 1.1 presents a typical procedure when simulating electromagnetic transients in power systems.
The entire procedure implies four steps, that are summarized as follows:

1. The selection of the study zone and the most adequate representation of each component involved in
the transient
The system zone is selected, taking into account the frequency range of the transients to be
simulated: the higher the frequencies, the smaller the zone modelled. In general, it is advisable to
minimize the study zone, because a larger number of components does not necessarily increase
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Figure 1.1 Simulation of electromagnetic transients in power systems.

accuracy; instead it will increase the simulation time, and there will be a higher probability of
insufficient or incorrect modelling. Although many works have been dedicated to providing guidelines
on these aspects [1-3], some expertise is usually needed to choose the study zone and the models.

2. The estimation of parameters to be specified in the mathematical models

Once the mathematical model has been selected, it is necessary to collect the information that could
be useful for obtaining the values of parameters to be specified. For some components, these values
can be derived from the geometry; for other components these values are not readily available and
they must be deduced by testing the component in the laboratory or carrying out field measurements.
In such case, a data conversion procedure will be required to derive the final parameter values. Details
of parameter determination for some power components were presented in [4].

Interestingly, an idealized/simplified representation of some components may be considered when
the system to be simulated is too complex. This representation will enable the data file to be edited
and the analysis of the simulation results to be simplified.

A sensitivity study should be carried out if one or several parameters cannot be accurately deter-
mined. Results derived from such a study will show what parameters are of concern.

3. The application of a simulation tool

The steadily increasing capabilities of hardware and software tools have led to the development of

powerful simulation tools that can cope with large and complex power systems. Modern software for
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transient analysis incorporates powerful and friendly graphical user interfaces that can be very useful
when creating the input file of the test system model.
4. The analysis of simulation results

Simulation of electromagnetic transients can be used, among other things, for determining com-
ponent ratings (e.g. insulation levels or energy absorption capabilities), testing control and protection
systems, validating power component representations or understanding equipment failures. A deep
analysis of simulation results is an important aspect of the entire procedure, since each of these studies
may involve an iterative procedure in which models and parameters values must be adjusted.

Pioneering work in this field was presented in [2, 5, 6]; see also [7]. Readers interested in electromag-
netic transient analysis can consult other specialized literature [8—15].

1.2 Scope of the Book

This book provides a basic background to the main solution techniques presently applied to the calculation
of electromagnetic transients, gives details of the main applications of the most popular transient tools
(insulation coordination, power electronics applications, protection) and discusses new developments
(e.g. dynamic average models, interfacing techniques) mostly aimed at overcoming some limitations of
the present software tools.

The main topics to be covered by this book are as follows:

Solution Methods and Simulation Tools: The analysis of electromagnetic transients in power systems
can be performed in either the time or the frequency domain. Although time-domain solution meth-
ods are the most common option, frequency-domain analysis offers certain features that complement
the advantages of time-domain analysis [16—18]. In addition, the calculation of the steady state of a
power system, prior to the calculation of a transient process, is usually performed in the frequency
domain.

Tools for electromagnetic transient simulation are classified into two main categories [19]: off-line
and real-time. The purpose of an off-line simulation tool is to conduct simulations on a generic computer.
Off-line tools are designed to use numerical methods and programming techniques without any time con-
straint and can be made as precise as possible within the available data, models and related mathematics.
Real-time (on-line) simulation tools are capable of generating results in synchronism with a real-time
clock, and have the advantage of being capable of interfacing with physical devices and of maintain-
ing data exchanges within the real-time clock [20,21]. Computations in real time, imposes important
restrictions on the design of such tools, but they can be extremely useful for testing and designing power
equipment.

The chapters dedicated to these topics detail currently applied methods for steady-state and transient
solution of power systems and control systems, they provide an overview of simulation tools and
methods for the computation of electromagnetic transients, including practical examples, and they
discuss limitations.

Although parallel computation is covered in the chapters related to real-time simulation, readers
interested in the computation of electromagnetic transients using a multicore environment are advised to
consult reference [22].

Modelling and Parameter Determination: Despite the powerful numerical techniques, simulation tools
and graphical user interfaces currently available, a lack of reliable data, standard tests and conversion
procedures generally makes the determination of parameters one of the most challenging aspects of
creating a model [4]. Although there is no specific chapter of this book dedicated to these topics, many
issues connected to modelling guidelines are presented in several chapters, and two annexes covering
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aspects related to the development of models and calculation of parameters for electromagnetic transients
studies have been included:

® Fitting Techniques: When parameter determination is based on a frequency response test, a data
conversion procedure is usually required, in which a fitting procedure is always needed. Although
similar fitting techniques can be used for all power components whose behaviour can be derived
from a frequency response test, the optimal procedure to be applied in each case is different. Annex
A presents the application of fitting techniques for extracting rational models of lines, cables and
transformers from frequency response tests [23].

® Dynamic System Equivalents: A common practice when dealing with large power systems in transient
studies is to divide the system into a study zone, where transient phenomena occur, and an external
system encompassing the rest of the system. The study zone is represented in detail, while the rest
of the system is modelled by an equivalent. Given the frequency range with which transients are
generated, there is a need for suitable techniques that could accurately determine the parameters of
the external equivalent system from low- to high-frequency behaviours. Annex B reviews current
techniques for obtaining dynamic system equivalents [24].

Readers interested in modelling guidelines and parameter determination for electromagnetic transients
studies can consult references [1-7].

Overvoltage Calculations: An overvoltage is a voltage having a crest value exceeding the corresponding
crest of the maximum system voltage. Overvoltages can occur with very wide range of waveshapes and
durations. Types and shapes of overvoltages, as well as their causes, are well known; they are classified in
standards (IEC, IEEE). The magnitude of external lightning overvoltages remains essentially independent
of the system design, whereas that of internal switching overvoltages increases with the operating
voltage of the system. The estimation of overvoltages is fundamental to the insulation design of power
components, and to the selection of protection devices [25,26]. Chapter 5 summarizes the different
types of overvoltages and their causes, provides modelling guidelines for digital simulation using a
time-domain tool (e.g. an EMTP-like tool) and presents some illustrative cases of any type of voltage
stress in power systems.

Power Electronics Applications: Power electronics applications have quickly spread to all voltage
levels, from extra high voltage (EHV) transmission to low voltage circuits in end-user facilities. They
include high-voltage DC (HVDC) systems [27], flexible AC transmission systems (FACTS) [28], custom
power devices [29], high-power AC to DC converters, converter-based drive technologies, instantaneous
backup power systems and power-electronic interfaces for integration of distributed energy resources
(DER) [30]. Power electronics modelling and simulation are especially important for a concept validation
and design iteration during new product development. Four chapters of this book have been dedicated
to the simulation of power electronics components. They provide general modelling guidelines and
procedures for simulation of the main power electronics applications using a time-domain tool (e.g. an
EMTP-like tool), and present several case studies.

Dynamic Average Modelling: Detailed switching models of power electronics converters are computa-
tionally intensive and can be the bottleneck for system-level studies with a large number of components
and controllers. These drawbacks have led to the development of the so-called dynamic average-value
models (AVM) in which the effect of fast switching is neglected or averaged within a prototypical switch-
ing interval [31]. The resulting models are computationally efficient and can run orders of magnitudes
faster than the original models. Chapter 10 describes methods of constructing AVMs and demonstrates
their advantages with some practical examples.
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Protection Systems: Protection systems are critical power system components and their behaviour is an
important part of power system response to a transient event. A system aimed at protecting against over-
currents consists of three major parts: instrument transformers (current, wound electromagnetic voltage,
and coupling capacitor voltage transformers), protective relays, and circuit breakers [32-34]. Chap-
ter 11 summarizes models for instrument transformers and different types of relays (electromechanical,
static/electronic, microprocessor-based), and presents some illustrative cases of protection systems.

Smart Grids: The smart grid may be seen as an upgrade of the current power system, in which
present and new functionalities will monitor, protect and automatically optimize the operation of its
interconnected elements to maintain a reliable and secure environment. The smart grid will offer better
management of energy consumption by the use of advanced two-way metering infrastructure and real-
time communication; improved power reliability and quality; enhanced security by reducing outages and
cascading problems; and better integration of DERs. Although the smart grid will build upon the basic
design of the current power grid, it will have features essential to its operation that will involve monitors,
sensors, switching devices and sophisticated two-way communication systems that will allow it to be a
highly automated power delivery system [35, 36].

The complete model of an actual smart grid should include the representation of: (1) conventional
power components that will generate and transmit the electric energy, (2) various types of power-
electronic interfaces, loads and DERs, plus their corresponding controllers, and (3) the two-way com-
munication system. To date, there is no software tool capable of coping with such a complex model,
although some work is in progress [37].

Chapter 12 presents the application of time-domain solution techniques to the study of large actual
distribution systems. The chapter covers the study of DER integration and its possible effects on system
reliability and voltage violations, the application of system reconfigurations by large numbers of switching
operations to exploit the advantage of automation and self-healing capabilities and the analysis of
distribution system overvoltages. The chapter also describes some experiences with the development
of industrial-grade translators for interfacing Power-Flow programs with EMTP-like tools, which can
facilitate the simulation of electromagnetic transients to utilities.

Interfacing Techniques: Interfacing an electromagnetic transient tool with external programs or algo-
rithms expands their applicability to areas where techniques are available through the external agent
(program or algorithm) [38—40]. Chapter 13 describes methods for interfacing a transient simulation tool
with other mathematical algorithms to extend their application for both analysis and design of complex
power systems.

References

[1] CIGRE WG 33.02 (1990) Guidelines for Representation of Network Elements when Calculating Transients.
CIGRE Brochure 39.

[2] Gole, A., Martinez-Velasco, J.A. and Keri, A. (eds) (1998) Modeling and Analysis of Power System Transients
Using Digital Programs. IEEE Special Publication TP133.

[3] IEC TR 60071-4 (2004) Insulation Co-ordination — Part 4: Computational Guide to Insulation Co-ordination
and Modeling of Electrical Networks.

[4] Martinez-Velasco, J.A. (ed.) (2009) Power System Transients. Parameter Determination, CRC Press, Boca
Raton, FL, USA.

[5] Phadke, A.G. (Course Coord.) (1980) Digital Simulation of Electrical Transient Phenomena. IEEE Publication
81 EHO173-5-PWR.

[6] Tziouvaras, D.A. (Course Coord.) (1999) Electromagnetic Transient Program Applications to Power System
Protection. IEEE Special Publication TP150.

[7] Martinez-Velasco, J.A. (Course Coord.) (2011) Transient Analysis of Power Systems: Solutions Techniques,
Tools and Applications. IEEE Special Publication 11TP255E.



Introduction to Electromagnetic Transient Analysis of Power Systems 7

[8]
[9]

[10]
[11]

[12]
[13]
[14]
[15]
[16]
[17]
[18]
[19]

[20]

[21]

[22]
[23]
[24]
[25]
[26]
[27]
[28]
[29]
(30]
[31]

(32]
(33]

[34]

[35]

Dommel, HW. (1986) ElectroMagnetic Transients Program Reference Manual (EMTP Theory Book),
Bonneville Power Administration, Portland, OR, USA.

Greenwood, A. (1991) Electrical Transients in Power Systems, 2nd edn, John Wiley & Sons, Inc., New York,
NY, USA.

van der Sluis, L. (2001) Transients in Power Systems, John Wiley & Sons, Ltd, Chichester, UK.

Chowdhuri, P. (2003) Electromagnetic Transients in Power Systems, 2nd edn, RS Press-John Wiley & Sons,
Ltd, Taunton, UK.

Watson, N. and Arrillaga, J. (2003) Power Systems Electromagnetic Transients Simulation, The Institution of
Electrical Engineers, Stevenage, UK.

Shenkman, A.L. (2005) Transient Analysis of Electric Power Circuits Handbook, Springer, Dordrecht, The
Netherlands.

Das, J.C. (2010) Transients in Electrical Systems. Analysis, Recognition, and Mitigation, McGraw-Hill, New
York, NY, USA.

Ametani, A., Nagaoka, N., Baba, Y. and Ohno, T. (2013) Power System Transients: Theory and Applications,
CRC Press, Boca Raton, FL, USA.

Bickford, J.P., Mullineux, N. and Reed, J.R. (1976) Computation of Power System Transients, Peter Peregrinus
Ltd, London, UK.

Noda, T. and Ramirez, A. (2007) z-transform-based methods for electromagnetic transient simulations. IEEE
Transactions on Power Delivery, 22, 3, 1799-1805.

Moreno, P. and Ramirez, A. (2008) Implementation of the Numerical Laplace Transform: A review. IEEE
Transactions on Power Delivery, 23(4), 2599-2609.

Mahseredjian, J., Dinavahi, V. and Martinez, J.A. (2009) Simulation tools for electromagnetic transients in
power systems: Overview and challenges. [EEE Transactions on Power Delivery, 24(3), 1657-1669.

Dufour, C., Ould Bachir, T., Grégoire, L.-A. and Bélanger, J. (2012) Real-time simulation of power electronic
systems and devices, Chapter 15, in Dynamics and Control of Switched Electronic Systems: Advanced Per-
spectives for Modeling, Simulation and Control of Power Converters (eds F. Vasca and L. Iannelli), Springer,
London, UK.

Bélanger, J. and Dufour, C. (2013) Modern methodology of electric system design using rapid-control
prototyping and hardware-in-the-loop, Chapter 9, in Real-Time Simulation Technologies: Principles,
Methodologies, and Applications (eds K. Popovici and P.J. Mosterman), CRC Press, Boca Raton, FL,
USA.

Uriarte, F. (2013) Multicore Simulation of Power System Transients, The Institution of Engineering and Tech-
nology, Stevenage, UK.

Gustavsen, B. (2002) Computer code for rational approximation of frequency dependent admittance matrices.
IEEE Transactions Power Delivery, 17(4), 1093-1098.

Annakkage, U.D., Nair, N.K.C., Liang, Y., et al. (2012) Dynamic system equivalents: A survey of available
techniques. /EEE Transactions on Power Delivery, 27(1), 411-420.

Ragaller, K. (ed.) (1980) Surges in High-Voltage Networks, Plenum Press, New York, NY, USA.

Hileman, A.R. (1999) Insulation Coordination for Power Systems, Marcel Dekker, New York, NY, USA.

Kim, C.K., Sood, V.K., Jang, G.S., et al. (2009) HVDC Transmission: Power Conversion Applications in Power
Systems, John Wiley & Sons (Asia) Pte Ltd, Singapore.

Sen, K.K. and Sen, M.L. (2009) Introduction to FACTS Controller: Theory, Modeling, and Applications, John
Wiley & Sons, Inc.-IEEE Press, Hoboken, NJ, USA.

Ghosh, A. and Ledwich, G. (2002) Power Quality Enhancement using Custom Power Devices, Kluwer Academic
Publishers, Norwell, MA, USA.

Yazdani, A. and Iravani, R. (2010) Voltage-Sourced Converters: Modeling, Control, and Applications, John
Wiley & Sons, Inc., Hoboken, NJ, USA.

Chiniforoosh, S., Jatskevich, J., Yazdani, A., et al. (2010) Definitions and applications of dynamic average
models for analysis of power systems. IEEE Transactions on Power Delivery, 25(4), 2655-2669.

Anderson, PM. (1998) Power System Protection, Mc-Graw Hill-IEEE Press, New York, NY, USA.

Phadke, A.G. and Thorp, J.S. (2009) Computer Relaying for Power Systems, 2nd edn, John Wiley & Sons, Ltd,
Chichester, UK.

Ziegler, G. (2011) Numerical Distance Protection. Principles and Applications, 4th edn, Siemens-Publicis
Publishing, Erlangen, Germany.

Hadjsaid, N. and Sabonnadiere, J.C. (eds) (2012) Smart Grids, John Wiley & Sons, Ltd-ISTE, London (UK) —
Hoboken (NJ, USA).



Transient Analysis of Power Systems: Solution Techniques, Tools and Applications

[36]
[37]
[38]
[39]

[40]

Momoh, J. (2012) Smart Grid. Fundamentals of Design and Analysis, John Wiley & Sons, Inc.-IEEE Press,
Hoboken, NJ, USA.

Nutaro, J., Kuruganti, P.T., Shankar, M., et al. (2008) Integrated modeling of the electric grid, communications,
and control. International Journal of Energy Sector Management, 2(3), 420-438.

Gole, A.M., Filizadeh, S., Menzies, R.W. and Wilson, P.L. (2005) Optimization-enabled electromagnetic tran-
sient simulation. /EEE Transactions on Power Delivery, 20(1), 512-518.

Filizadeh, S., Heidari, M., Mehrizi-Sani, A., et al. (2008) Techniques for interfacing electromagnetic transient
simulation programs with general mathematical tools. IEEE Transactions on Power Delivery, 23(4),2610-2622.
Jalili-Marandi, V., Dinavahi, V., Strunz, K., et al. (2009) Interfacing techniques for transient stability and
electromagnetic transient programs. IEEE Transactions on Power Delivery, 24(4), 2385-2395.



Solution Techniques for
Electromagnetic Transients
in Power Systems

Jean Mahseredjian, [lhan Kocar and Ulas Karaagac

2.1 Introduction

Modern power systems are complex and require advanced mathematical analysis methods for their
design and operation. Numerical techniques are used to simulate and analyse power systems. Such
numerical techniques are programmed in specialized software packages. The power system simulation
and analysis tools can be subdivided into three main categories: steady-state, electromechanical transients
and electromagnetic transients.

The computation of a power system load-flow falls into the steady-state category. It is often based on
the positive sequence approximation of the studied network. The positive sequence approximation uses
the balanced network assumption: balanced loads and continuously transposed transmission lines. It is
often an acceptable approximation for balanced transmission systems, but in some systems transmission
lines may not be balanced, and unbalanced loading may occur. Distribution systems are not balanced by
nature and require multiphase and unbalanced load-flow calculation methods. The load-flow solution is
the first initialization stage of a power system. It determines all the voltage phasors in the studied system
and establishes all the initial conditions.

The load-flow solution of a power system is a nonlinear problem that can be solved using Jacobian
matrices and iterations. When all the load-flow constraints are converted into lumped branch equivalent
models, it is possible to achieve a linear steady-state solution without iterations.

Electromechanical transients assume low-frequency perturbations and are conventionally solved using
the positive sequence network approximation. The power system is assumed to remain in quasi steady-
state, whereas the generating units (synchronous or asynchronous machines) are solved using differential
equations in the time-domain. Such methods can be efficiently used to simulate and study very-large-
scale systems for rotor angle stability problems, including large disturbances and small-signal stability
problems.
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© 2015 John Wiley & Sons, Ltd. Published 2015 by John Wiley & Sons, Ltd.



10 Transient Analysis of Power Systems: Solution Techniques, Tools and Applications

The category of electromagnetic transients avoids approximations and becomes applicable to the
widest range of frequencies. Studied phenomenon signals are visualized in the time-domain at the
waveform level and can contain frequencies from 0 Hz to 100 kHz or higher. Using such a wideband of
frequencies requires detailed circuit-based calculation methods and models. The modelling sophistication
is linked to the frequency content. Electromagnetic transients include electromechanical transients and
require load-flow solution for initialization. Due to the detailed representation of circuit components and
increased precision, the computation of electromagnetic transients requires more computing resources
and consequently significantly more computing time.

Software packages and methods used for computing electromagnetic transients are called electromag-
netic transient-type (EMT) tools. EMT-type simulation methods are classified into two main categories:
off-line and real-time. The purpose of an off-line simulation tool is to conduct simulations on a generic
computer. Off-line tools are designed for high efficiency using powerful graphical user interfaces, numer-
ical methods and programming techniques. Such tools do not have any computing time constraints and
can be made as precise as needed within the available data, models and related mathematics.

Real-time simulation tools are capable of generating results in synchronism with a real-time clock.
Such tools are capable of interfacing with physical devices and maintaining data exchanges within the
real-time clock. The capability to compute and interface in real time, imposes restrictions on the design
of such tools. Computing technologies and numerical methods are, however, evolving rapidly, and the
gap between real-time and off-line methods is constantly reducing.

This chapter targets mainly oft-line solution methods and tools. The objective is to provide an overview
of off-line simulation tools and methods for the computation and analysis of electromagnetic transients.
This chapter focuses on the most widely recognized and available groups of methods applied in industrial
grade computer software packages

This chapter follows the initial work presented in [1-4].

2.2 Application Field for the Computation of
Electromagnetic Transients

The initial application of EMT-type tools was the computation of overvoltages in power systems. There
are four main categories of overvoltages: very fast front, fast front, slow front and temporary. The very
fast front category is related mainly to restrikes in gas-insulated substations. The frequencies range from
100 kHz to 50 MHz. Lightning overvoltages fall into the fast front category, their typical frequency
content being from 10 kHz to 3 MHz. Switching overvoltages fall into the slow front category with
frequencies ranging from fundamental frequency to 20 kHz. Switching events are internal controlled
or uncontrolled events. For example, controlled events are line switching actions. Faults on buses or
in transmission lines fall into the list of uncontrolled events. For temporary overvoltages, the typical
causes are: single-line-to-ground faults causing overvoltages on live phases, open line energization and
load-shedding. In some cases, temporary overvoltages are combined with ferroresonance. The frequency
content for temporary overvoltages is typically from 0.1 Hz to 1 kHz.

Frequencies above the fundamental frequency usually involve electromagnetic phenomena. Frequen-
cies below the fundamental frequency may also include electromechanical modes (synchronous or
asynchronous machines).

The above categories can be expanded to list specific important study topics in power systems:

switchgear, TRV, shunt compensation, current chopping, delayed-current zero conditions
insulation coordination

saturation and surge arrester influences

harmonic propagation, power quality

interaction between compensation and control

wind generation, distributed generation

precise determination of short-circuit currents
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® detailed behaviour of synchronous machines and related controls, auto-excitation, subsynchronous
resonance, power oscillations

® protection systems

® HVDC systems, power electronics, FACTS and custom power controllers

These applications are in a wideband range of frequencies, from DC to 50 MHz. EMT-type methods are
also applicable to the simulation and analysis of electromechanical transients. EMT-type programs can
produce more precise simulation results for such studies due to inherent modelling capabilities to account
for network nonlinearities and unbalanced conditions. Frequency-dependent and voltage-dependent load
models can also be incorporated in EMT-type tools.

Since EMT-type programs are able to represent the actual circuit of a power network, they are more
general than traditional power system analysis tools. EMT-type methods constitute the precision reference
for power system analysis.

2.3 The Main Modules

The main modules of an EMT-type simulation tool are:

. graphical user interface (GUI)

. load-flow solution

. steady-state solution

. initialization: automatic or manual initial conditions
. time-domain solution

. waveforms and outputs.

AN AW -

These modules are described in the following sections. The steady-state solution is based on lumped
component models with parameters derived from the load-flow solution phasors. As shown below, the
load-flow solution is based on constraints at various buses and requires a nonlinear system solver.

In addition to the above fundamental modules, EMT-type tools may include an external interface for
user-defined models and communication with other solution methods or complete software packages.
Statistical analysis modules can be included to generate, for example, random switching timings for
estimating the worst overvoltage conditions. A set of defined parameters may be perturbed using specific
rules or random numbers, to perform parametric studies where the simulations are executed for each set
of parameters to present an ensemble of results submitted to various analysis options and optimizations
[5,6].

2.4 Graphical User Interface

The graphical user interface is the first entry level to the simulation process. It is the simulated network
data input method. Modern applications rely on GUIs for preparing data and controlling the simulation
process. GUIs with various levels of flexibility and visualization capabilities allow us to draw the circuit
diagram of the simulated system and enter all the appropriate data for selected models. In most cases the
GUI is just used to generate a data file that is submitted directly to the computational engine. The GUI
may also maintain a permanent and dynamic link with the computational engine for exchanging data,
visualization of intermediate results and manipulating parameters.

An example of a GUI-based design is shown in Figure 2.1. Modern GUIs are based on the hierarchical
design approach with subnetworks and masking. Subnetworks allow us to simplify the drawing and hide
details while masking provides data encapsulation. The design of Figure 2.1 uses several subnetworks.
The 230 kV network is interconnected with a 500 kV network evacuated with all its details into the
subnetwork shown in Figure 2.1. In a hierarchical design subnetworks can also contain other subnetworks.
Subnetworks can be also used to develop models. The three-phase transformers shown in Figure 2.1 are
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Figure 2.1 Sample 230 kV network simulation presented in a GUL

based on the interconnection of single-phase units. The synchronous machine subnetworks contain the
load-flow constraints, machine models and the subnetwork composed of voltage regulator and governor
control subnetworks, as shown in Figure 2.1.

Although several advanced GUIs [7-9] are currently available, the industry lacks interoperability
standards between various software applications. Currently there are no applicable standards for transient
(EMT-type) model data fields. This means that the GUIs and related data files are based on proprietary
formats that cannot be decoded by other applications. This situation creates major bottlenecks when
different software tools are used within a given organization or when different applications are used
in one or more collaborating organizations. Some applications provide external access functions and
might be called directly from other applications for performing simulations on assembled networks. The
programming aspects of such applications are not complex, but interfacing networks solved in different
computational engines may become error prone or create numerical instabilities due to inherent lack of
simultaneous solution capability.

A possible solution to data portability between applications is the utilization of the common infor-
mation model [10] (CIM) format in the simulation of electromagnetic transients. The CIM format is an
open standard for representing power system components. It could be used for electromagnetic transients
if augmented with the needed data fields related to such models. An experiment with CIM/XML data
translation into a proprietary format and GUI drawing is presented in [11].

Standardization of data is also an important part of the solution for creating portability with other
conventional power system applications. Standardization should result in significant benefits to the power
industry.

2.5 Formulation of Network Equations for Steady-State
and Time-Domain Solutions

EMT-type programs are based on the representation of the actual electrical circuit equivalent of the
studied power system. The most common network equation formulation methods fall into two main
categories: nodal analysis and state-space.

Bold characters are used hereafter for the representation of vectors and matrices.
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2.5.1 Nodal Analysis and Modified-Augmented-Nodal-Analysis

The nodal analysis approach is based on Kirchhoff’s current law. The network admittance matrix Y, is
used for computing the sum of currents entering each electrical node

Y, v, =i, @1

where v, is the vector of node voltages and the members of i, hold the sum of currents entering each
node. It is assumed that the network has a ground node at zero voltage which is not included in equation
(2.1). Since the network may contain voltage sources (known node voltages), equation (2.1) must be
partitioned to keep only the unknown voltages on the left-hand side:
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YnV
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where Y] is the coefficient matrix of unknown node voltages v/, i/ holds the sum of currents entering

nodes with unknown voltage, Y, € Y, and relates to known voltages v,. Note that v, = [v:1 Vg ]T.
The automatic formulation of Y, is very simple and extremely efficient. It is sufficient to combine

individual device (network component) admittance matrices at each node. A given device (network

component) connected between left node k and right node m, is described through its generic admittance

matrix in

iy _ Yo Yim Vk 2.3)
i Y, Y v |’ '

m mk mm m

where i, and i, represent the current vectors for the sum of currents entering the k side and m side nodes
respectively and the vectors v, and v, represent the voltages on the k side and m side nodes respectively.
In most cases Y,,, = Y, and the resulting matrix Y, is symmetric. Equation (2.3) is generic and may
accommodate any number of phases and coupling between phases. If the device model includes current
sources, such sources will contribute (summation) directly to i, (or i/) in (2.1).

Equation (2.1) has several limitations. It is restricted to modelling devices with the admittance matrix
representation of (2.3) and ideal voltage sources connected to ground. It is not possible, for example, to
directly model branch relations such as ideal transformer units or ideal sources without a ground node.
Ideal transformer units are used as primitive devices for building three-phase transformer models. It is
not possible to model ideal switches in (2.2) using a fixed rank Y/ matrix. Devices with voltage and
current relations cannot be represented directly.

The above limitations can be eliminated using modified-augmented-nodal analysis (MANA) intro-
duced in [12] for an EMT-type solution method and improved in [13, 14]. Equation (2.1) is augmented
to include generic device equations, and the complete system of network equations can be rewritten in
the more generic form:

Ax Xy = by (2.4)

Now Y, € Ay, xy contains both unknown voltage and current quantities, and by contains known
current and voltage quantities. The matrix Ay is not necessarily symmetric. Equation (2.4) can be also
written explicitly as

Y, A][v i

1= "], (2.5)
A, Ayl i, v,

where: the matrices A, A, and A4 (augmented portion, row, column and diagonal coefficients) are used
to enter network model equations which are not or cannot be included in Y ; i, is the vector of unknown
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currents in device models; v, is the vector of known voltages; xy = [vn iy ] "and by = [i“ \A ]T. In
reality the network component equations can be entered in any order in equation (2.4) and other types of
unknown/known variables can be used, but the partitioning presented in (2.5) allows us to simplify the
explanations. Further details can be found in [13, 14].

As will be shown below, (2.4) (or (2.5)) can be used for both steady-state and time-domain solutions
of a generic network and allows us to integrate generic model equations such as

kv +kyv,, + kyi, 4 ki + - = b, (2.6)

where the unknown node voltages (v;,v,,) and branch currents (i;,i,,) are members of xy, while b_ is
entered into by. Any number of unknown node voltages and branch currents can be used, and (2.6)
can also include coupling by rewriting it with vectors and matrices. A three-phase voltage source, for
example, connected between two arbitrary nodes k and m is expressed as

Yk = Vm — Zsikm = Vb km> 2.7)

where Z is the source impedance, iy, € i, representing source currents (entering node k), and vy ., € v,
is the known source voltage. This equation contributes its own row into A with coefficients 1 and —1 in
the columns k and m respectively. The impedance Z, (which can be set to zero) is entered in a diagonal
block of Ay. The row contributed into A, is transposed and placed in the corresponding column of A..
Equation (2.7) can be rewritten in its single-phase form using scalars.

For a single-phase switch model there are two states. In the closed state

Vi~ Vm — RS ikm = 0’ (28)

with R being the switch resistance. The contributions of this equation to (2.5) are similar to the voltage
source case. The resistance Ry can be zero for the ideal case. For the open state condition the resistance
R in (2.8) can be replaced by a very high value or in the ideal switch case i;,, = 0, and the corresponding
diagonal cell of A, is set to 1, whereas the switch row terms in A, are nullified and the matrix Ay
becomes non-symmetric. For both states, the corresponding v, element is 0, unless a fixed voltage source
is appearing in series with the switch. It is noticed that changes in switch status in the time-domain
require updates (reformulation) in Ay, and constitute a computational bottleneck.

Single-phase and three-phase transformers can be built using the ideal transformer unit representation
shown in Figure 2.2. It consists of dependent voltage and current sources. The secondary branch equation
is given by

Vio = Va2 —8Vii + 8V =0, (2.9
"’\'3”?2
kl —— —=— k2
+
_g’-':A'EmE <l> <> g'( Vkl o le)
ml — t— 1 m2

Figure 2.2 Ideal transformer model.
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where g is the transformation ratio. This equation contributes its own row to the matrix A, whereas
the matrix A, contains the transposed version of that row. A phase-shifting function can be created in
a similar manner, with a complex g in the steady-state formulation. It is possible to extend to multiple
secondary windings using parallel-connected current sources on the primary side and series-connected
voltage sources on the secondary side. Leakage losses and the magnetization branch are added externally
to the ideal transformer nodes.

Three-legged core-form transformer models — or any other types — can be included, using coupled
leakage matrices and magnetization branches.

The MANA formulation (2.4) is completely generic and can easily accommodate the juxtaposition
of arbitrary component models in arbitrary network topologies with any number of wires and nodes. It
is not limited to the usage of the unknown variables presented in (2.5) and can be augmented to use
different types of unknown and known variables. It is conceptually simple to realize.

2.5.1.1 Steady-State Solution

The steady-state version of equation (2.4) is based on complex numbers. Equation (2.4) is simply
rewritten using capital letters to represent complex numbers (phasors). If a network contains sources at
different frequencies, then (2.4) can be solved at each frequency and assuming that the network is linear
(linear models are used for all devices), the solutions of xy can be combined to derive the harmonic
steady-state solution in the form of a Fourier series.

2.5.1.2 Time-Domain Solution

The time-domain module is the heart of an EMT-type program. It starts from O-state (all devices are
initially de-energized) or from given automatic or manual initial conditions and computes all variables
as a function of time using a time-step At.

Since component models may have differential equations, we need to select and apply a numerical
integration technique for their solution. Since many electrical circuits result in a stiff system of equations,
the chosen numerical integration method must be stiffly stable. Such a need excludes explicit methods.
In the list of implicit numerical integration methods, the most popular method in industrial applications
remains the trapezoidal integration method. It is an A-stable polynomial method that can be programmed
very efficiently. If an ordinary differential equation is written as

&~ fe
dt (2.10)
x(0) = Xo»
then the trapezoidal integration rule gives
At At
X = 7f;+ 7f;7At+X[7A,. (211)

The terms found at t — Ar constitute history terms, and all quantities at time-point ¢ are also related
through network equations. The computation process finds a solution at discrete time-points, as illustrated
in Figure 2.3.

The trapezoidal rule is the most widely used method for performing numerical integration in EMT-type
programs.

In the time-domain solution, the objective is to use the real version of equation (2.4) for solving the
algebraic-differential equations of the network. This is achieved simply by converting or discretizing the
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Figure 2.3 Discrete solution time-points.

device equations using a numerical integration technique such as equation (2.11). For a pure inductor
branch connected between two nodes k and m

_ Ldikm (2 12)
Vin = dt > .
and the discretized version (equivalent circuit model or companion branch) [15-17] is given by
. At At .
L= ivt + ivz—m + 1A (2.13)

where the km subscript is dropped to simplify the notation. Since the last two terms of this equation
represent computations available from a previous time-point, it can be written as

i = %vl + iy (2.14)
where i, is a history term for the solution at time-point z. This term contributes to the right-hand side
of equation (2.4). The coefficient of voltage v, is the branch admittance that contributes four elements
to the matrix Ay of equation (2.4). The integration time-step At becomes embedded in Ay, and if At is
modified we need to reformulate Ay.

An equation similar to (2.14) can be written for capacitor branches. The inductor, capacitor and resistor
are primitive elements for building other models. All discretized device equations are entered into (2.4)
which must be written as

Ay, Xy, = by, (2.15)
for the solution at the time-point .

The matrix Ay of an arbitrary network is normally sparse. A block diagonal structure results when
the network contains transmission lines or cables. The models of such devices have a propagation delay
which creates a natural decoupling of the studied network into subnetworks that can be solved in parallel.

The companion branch approach is used in several EMT-type tools [13, 16—18].

2.5.1.3 Nonlinear Devices

An important problem in the time-domain computation of power system transients is the solution of
nonlinearities. Such nonlinearities occur due to nonlinear functions being used in some network device
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iy

Figure 2.4 Sample nonlinear symmetric function.

models. In most cases, a nonlinear function can be modelled using piecewise linear segments. The
positive part of a sample nonlinear function with three segments is shown in Figure 2.4 for a voltage
v, () and a current i, (). In EMT-type applications such functions are monotonically increasing, since it
is assumed that there is a unique solution for a given voltage. Each segment j can be represented by a
liner equation

i, =Kv, +i, (2.16)

which is in fact a Norton equivalent with admittance K; and Norton current source i, . This relation
can be directly included in equation (2.5). It constitutes a linearization of the nonhnear functlon at the
operation point for the voltage solution at the time-point 7.

Equation (2.16) can be also written in its vector-matrix form for coupled nonlinearities.

In some cases, the piecewise linear representation is not realizable beforehand. In such cases, the
linearization equation (2.16) must be recalculated at each network solution time-point. A typical example
is the breaker arc model, the nonlinear function based arrester model or the case of a generic black-box
device.

There are two main categories of methods for solving nonlinear functions: with and without solution
delays. The delay is a numerical integration time-step delay. In some methods the nonlinear model
is represented through a voltage-dependent current source. Such methods may encounter numerical
instabilities. More robust methods rely on linearization at the operating point. As explained above, the
linearization results in an equivalent Norton circuit. Norton equivalents can also be used for interfacing
with more complex nonlinear devices and rotating machine models [19].

In delay-based methods the Norton equivalent is updated with a time-step delay. The delay-based
methods are also called pseudo-nonlinear methods [20], whereas methods without delays are called
true-nonlinear methods.

If there is no artificial delay, then in a coupled subnetwork all nonlinear devices must be solved
simultaneously. A coupled subnetwork is defined here as a physical subnetwork in which all devices are
related to each other at a given solution time-point and there are no delay elements, such as distributed
parameter transmission lines or cables. Such a subnetwork actually creates an independent set of equations
or matrix blocks in equation (2.5). The simultaneous solution means that if at a given solution time-point
the node voltage of a device modifies its current (or equivalent model) then it is necessary to update and
resolve the subnetwork nodal equations until all voltages stop changing within a given tolerance. The
convergence of voltages must occur before moving to the next solution time-point.

In delay-based methods the device equations (or currents) are updated without recalculating their
voltages at the same time-point and through the coupled subnetwork. The solution is advanced to the
next time-point without recalculating the voltages in the subnetwork. If the time-step is sufficiently small,
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Figure 2.5 Two networks separated using the compensation method.

this method can become sufficiently precise, but in some cases it may still create numerical problems or
force abnormally small time-steps.
Simultaneous solution methods are more precise and are almost unavoidable in most cases.

2.5.1.3.1 Compensation Method

A powerful and efficient method applied in some programs is the compensation method. For historical
reasons this method is poorly understood in the literature, and its limitations are not well known. It is
also often reused or reinvented without recognizing or referring to the original idea.

The compensation method was originally introduced in [21,22] and applied to EMT-type simulations
in [20]. The basic idea is the separation of a network into two parts, as shown in Figure 2.5, networks
N1 and N2. This separation can be also used in independent subnetworks. As explained above, these
subnetworks are created naturally due to propagation delay decoupling of transmission line or cable
models.

If the network N1 is a linear network, then N2 can be the compensation-based network. The network
N2 can have the following properties:

® N2 can contain one or more devices or a complete network.
® N2 can be linear or nonlinear.
® N2 can contain any number of devices and its nonlinear functions can be of any type.

The basic principle is the computation of a Thevenin equivalent for the network N1. The following
steps are applied in the compensation process at a given solution time-point #:

1. The network N1 is solved first without N2 (N2 is disconnected). This results in the computation of
all node voltages in N1.

2. The Thevenin equivalent of N1 is established from the voltage computations in the previous step and
followed by the computation of the Thevenin impedance matrix Z,.

3. The network N2 is solved with the Thevenin equivalent of N1.

4. All active sources in N1 are killed, and the currents entering N2 are used to find all network voltages
in N1.

5. The network voltages found in step 1 are added to the network voltages found in the previous step.
This is the compensation step. It is based on the superposition theorem.

The above steps can be expressed symbolically through the following equations. Either the classical
nodal analysis system (2.2) or the more generic formulation of equation (2.15) can be used with similar
results. If v, is the vector of voltages found from the solution of (2.2) in the time-domain for the network
N1 due to its internal sources only (N2 is disconnected), then the compensated solution becomes (at a
given time-point)

Vi = v+ Y, (2.17)
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where Vn"al is the final solution at time-point ¢ and Vv, is the contribution from the currents entering

the network N2. The time variable subscript is not shown in (2.17) and the following equations, for
the purpose of simplifying the notation. If equation (2.15) is used instead of (2.2), then equation (2.17)
should be applied to xy.

The Thevenin voltages are found from

Vo= ATy (2.18)

where A is the node incidence matrix (a;; € A,,.a;; = 1 if current of branch j is leaving node i, a; = —1
if current of branch j is entering node i, a;; = 0 if branch j is not connected to node i) for the connection
points with N2.

The Thevenin impedance matrix is found from the solution of equation (2.15) by first replacing the
right-hand side with the currents i, entering the network N2:

Vog = Ly iy (2.19)
Since the nonlinear branch voltages are found from

v, = AL Vi, (2.20)

its combination with equations (2.17) and (2.19) results in
Vg = Vg + A:d) Z,i,=vgy+Zgi, (2.21)
where
Zy=A,,Z, (2.22)

It is not necessary to recalculate Zy, at each time-point if the network N1 topology does not change.
Generally speaking, the voltages and currents in N2 can be related to each other through a function
d:

@ (vy.iy) =0 (2.23)

This function can be linear or nonlinear. If it is nonlinear then the combination of equations (2.21)
and (2.23) is solved iteratively using the Newton method. Once iy is found, equation (2.19) is used to
calculate v, and to update equation (2.17).

In practical implementations, the matrix A " is not used explicitly and the computation of Z,, requires
as many forward—backward substitutions as the number of independent currents interfacing N1 with N2.

If N2 does not contain nonlinearities, then the compensation method is a non-iterative method.

The compensation method can be readily used for decoupling networks for parallel solutions. One
approach is to use several linear networks represented through Thevenin equivalents (as in equation
(2.21)) and connected to the main network. The Thevenin equivalents can be converted to Norton
equivalents and included in the nodal system of equations of the main network. All such networks can be
solved in parallel and also compensated in parallel at the completion of the solution of the main network.

Although the compensation method is an efficient method since it iterates with a reduced network N1,
it has some important limitations, mainly because of the Thevenin impedance matrix Z,. This matrix
can have dependent rows (rank deficiency) when the devices located in N2 form a voltage loop. Since the
Z,, calculation is based on current injections, if nonlinear devices are connected in series, the columns of
7., may result in infinite numbers. The updating of Z, can become extremely inefficient if the network
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N1 has repetitive topological changes due to switching devices, which is another important handicap in
the compensation method.

2.5.1.3.2 Linearization with Full Matrix Updating Method

This linearization with full matrix updating (LFMA) method is more generic and does not have any
of the limitations of the compensation method. It also results in better convergence properties. At each
time-point, the linearized model equations (such as (2.16)) are updated through an iterative process until
convergence. The updating of each device equation requires the main system of equations to be updated.
In this approach, the matrix Ay is actually the Jacobian matrix. Despite the fact that the iterations are
performed with the full system matrix, this approach is more general and can be programmed much more
efficiently than the compensation method.

In the compensation method presented in the previous section, the network N1 is solved separately
from network N2 before compensation and unlike the LFMA method, this condition disables voltage
solution movement on the linearized equations and weakens convergence. The LFMA method is used
in [13].

2.5.2 State-Space Analysis

State-space equations are given by

x=Ax+Bu (2.24)
y=Cx+Du, (2.25)
where X is the vector of state variables, u is the vector of inputs and y is the vector of outputs. The matrices
A, B, C and D are called the state matrices. These matrices can be calculated for given ideal switch

positions and piecewise linear device segments. Each topological change requires the state matrices to
be updated. It is also possible to use the more generic version

y=Cx+Du+Du (2.26)
for output equations.
As for the case of nodal analysis, the state-space equations (2.24) and (2.25) can be solved in both

steady-state and time-domain. Some EMT-type tools are based on the network representation of (2.24)—
(2.25) [23].

2.5.2.1 Steady-State Solution

In steady-state conditions the differential of x is transformed into s - X with the Laplace operator s = jw
(w is the steady-state frequency in rad/s and j is the complex operator),

X=6I-A)"(BU), (2.27)

where tilde-uppercase vectors are used to denote phasors and I is the identity matrix. Equation (2.26)
can be written in steady-state as

Y=[C (sI-A)"'B+D +sD| U. (2.28)
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2.5.2.2 Time-Domain Solution

For the time-domain solution the state-space equations can also be discretized with a numerical integration
technique. It can be shown that equation (2.24) results in

-1 -1
X, = (I - %IA) (1 + %A) X,_a + (1 - %A) %tB (0 +u,_y), (2.29)

when discretized through the trapezoidal integration method of equation (2.11). The above equation can
be written as

x, =Ax,_,, +Bu,_,, +Bu, (2.30)

where hatted matrices result from the discretization process.
Itis possible to include switches and nonlinear devices in (2.30) by rewriting it for the kth combination
of switch statuses and piecewise linear device segments,

x=A.x+B,u, (2.31)
with (2.25) becoming
y=Cx+D,u (2.32)

Unlike with nodal analysis, the automatic formulation of state-space equations is significantly more
time-consuming and requires the computation of the network topological proper-tree. That is why it
is limited to the simulation of smaller systems. Reformulating matrices for the above kth combination
creates further complications and may become extremely inefficient. That is why in many state-space
solvers, the nonlinearities are extracted and modelled with delay-based current sources. In some cases —
and especially for power electronics applications — the matrices for all switch combinations k can be
precomputed and retrieved from memory to avoid major computational bottlenecks.

2.5.3 Hybrid Analysis

Hybrid analysis [24,25] is a generic method for formulating network equations. It can be used to derive
other formulations and, more importantly, to relate and combine different formulation methods for
eliminating numerical limitations. The equations characterizing an N-port through the hybrid matrix H
are

a A A

i H, H,| [V H, H,]| [V

AV — vv V1 AV + Aa , (2.33)
A H, H;| |1 H, H,||1i,

1 v n 1a

where the vector V is for extracted port voltages, and the vector I stands for extracted port currents.
The subscripts a, b, v and i are used to denote independent voltage source ports, independent current
source ports, voltage ports and current ports respectively. The extracted ports can be of either type,
linear or nonlinear. The matrix H is used to relate port variables through network connectivity. The ports
are generic components, either capacitors, inductors or nonlinear devices. The term nonlinear includes
linear functions or particular cases, such as short-circuits and open-circuits. It can also contain entire
circuits.
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If it is considered that all extracted ports are nonlinear, then it is possible to relate them through a
nonlinear function,

& (i,.V,) =0 (2.34)

withI, = [iv I ] "and V= [Vv \'A ] " when ports are identified. Portidentity is related to topological
proper-tree. If all nonlinear branches are modelled as current ports, then according to equation (2.33)

Vi=Hl, +[H, H,] [1] (2.35)
b

This equation is identical to (2.21) of the compensation method with Z, =H;; and V, =
[Hia Hib] [Va ih]T. It means that the compensation method can only use current ports for rep-
resenting nonlinear devices, it may not be conformal to network’s topological proper-tree and H;; may
become ill-conditioned. It also means that hybrid analysis is more generic than the compensation method
and can avoid ill-conditioning problems by remaining conformal to the topological proper-tree through
the usage of a combination of nonlinear voltage and current ports.

2.5.3.1 Automatic Formulation from MANA

Hybrid analysis equations can be automatically formulated from MANA equations. If equation (2.5) is
augmented to extract and include nonlinear port currents I, and nonlinear port voltages V,, then (2.5) is
modified to

Y, A A,
XN by

A, Ay 0 [ ]=[ ] (2.36)

AT 0 L i

n¢

and A " is the adjacency matrix of ports. Gaussian elimination is applied at this stage in (2.36) to extract
the network relations between I, V, and independent variables. The extracted equations are written
symbolically as

PI, =MV, +Shy. (2.37)

The above equation (2.37) can be written as (2.33) by simply identifying the ports and regrouping the
voltage and current variables accordingly. Port identity (voltage or current) is related to the conditioning
of the matrices P and M. It may not be possible to assume that all ports are voltage or current ports since
P or M may have an infinite condition number. It is possible to derive port identity from the topological
tree of the network, but that is normally a time-consuming process. A more efficient approach [26] is
to apply diagonalization or reduced row echelon form computation. Since port identity is not unique, a
decision must be taken beforehand on the desired number of voltage or current ports. If, for example, the
desired number of voltage ports is minimal, then the solution process starts by the reduction of M. By
letting the ports classified in the first columns of M be more susceptible to becoming voltage ports, the
reduction of M is applied from right to left. At the end of the diagonalization process, equation (2.37)
takes the following shape:

P'I, =MV, +S by, (2.38)
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where P’ = [P/ P]]and M’ = [M] M| with

=0 i=1,....my, Vj
ij

M =0 i#m+j V) (2.39)
M =1 i=m+j j=1.m,

Matrices M, and M are m X m, and m X m,, respectively and m = m, + m,. The m, ports with null
pivots in M, are voltage ports. Since the diagonalization of M is performed from right to left, it is clear
that ports classified in the first columns of M have a greater probability of remaining in M/, during the
diagonalization process and becoming voltage ports. To finalize the solution of (2.38) it is necessary to
first exchange P/, with M, to give

v, i, V.
[-M, P;] [ ] =[-P, M| [ } +8 |, ] (2.40)
I \A i,

and pursue the reduction to identity matrix of [ -P, M| ] until the hybrid port variables on the left-hand

side of (2.33) become isolated:
I v, V.
=[P+ (2.41)
V; I I,

The same idea is applicable to the diagonalization of P, for maximizing the number of voltage ports.
The classification procedure discussed above can be related to the type of device. If, for example,
the objective is to generate state-space equations (discussed below), then all capacitor branches must
be classified first in V,, to preferably (topological proper-tree) become voltage ports, and all inductor
branches must be classified last to result in being current ports. In reality, there are no restrictions, and
any valid combination will enable the derivation of (2.41), but port identity may be forced according to
the application.

2.5.3.2 Generation of State-Space Equations

If nonlinear and linear components are separated in (2.33), then it can be rewritten as

va Hvxvx Hvxix HvX Vi Hv,{in va Hvxa Hvxb

Vix _ Hixvx Hixi Hixvn Hixin Iix + Hixa Hixh Va ) (242)
Ivn Hv“vX anix HVnVn H"nin an ana anb Ib

Vin Hinvx Hinix Hi,I Va Hinin Iin Hi“a Hinb

where the hatted notation is dropped to simplify the presentation. The above hybrid analysis formulation
allows us to separate nonlinear components from linear components. The subscripts are defined as
follows: n stands for generic nonlinear or nodal in the particular case, x stands for state variables, v is for
voltage ports, i is for current ports, a indicates independent voltage sources and b indicates independent
current sources. The vector I, , for example, holds the currents of all voltage ports that are extracted from
the network as state variables, whereas the vector I, holds the currents of all voltage ports identified as
generic nonlinear.
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Although equation (2.42) is generic, it is assumed here, for simplification, that the solved network
has a topological proper-tree. Equation (2.42) can be separated into two parts. The first part is for state
variable equations:

H H

va Hvxvx HvxiX va " Hvxvn Hvxin Vv“ Vya vxb Va (243)
Vi, H, H; L Hi, H L, H;, H, L,
If the inductance and capacitance matrices are included, equation (2.43) results in the classic state
variable equations:

Vv Av \¢ Av i Vv Bv v, Bv i Vv Bv a Bv b Va
. X — X'X XX X + x'n x'n n + X X (2.44)
Iix Aixvx Aixix Iix Bixvn Bixin Ii“ Bixa Bixb I,

The second part holds the nonlinear equations:

Ivn Hv“vx anix va Hv"vn anin an ana anb Va
= + + (2.45)

Vi, H;, H L, H;, H L, Hi, H, L,
Note here that hybrid analysis allows us to generate state-space equations (2.24). Equation (2.44) can
also be derived when capacitive loops or inductive nodes (only inductors connected to a node) exist in a

network.
At this stage (2.44) is discretized using trapezoidal integration to give

Vv, |V, . |V, .|V, A AR

* =A | +B, +B, " +B +B, " , (2.46)
L L I, L L, L

X t+Ar X t t n t t+At n t+Ar

where At is the integration time-step and the hatted matrices result from the discretization process (as it
did for (2.30)). Equation (2.45) for the nonlinear ports is combined with equation (2.46) to give

! =H, +H, + H; | +[H, Hy,
Vin +A? ' Ih t Iin t Ib t+Ar

A ‘IV,I
+[Hs H,, L .
in +At

At the solution time-point ¢ 4+ Az, the history terms and independent source values are known and

allow the rewriting of equation (2.47) as
L, Vv
“’] +Q, { ] : (2.48)
Vhist Ii,| 1+A?

[ Ivn ]
Vin +Ar

where hist (history) terms are known variables and the matrix Q,, is the equivalent system matrix. Equation

V.,
I

lX

(2.47)

(2.48) can be solved independently for the vector [an I; ]T, and once this vector is determined,
equation (2.46) can follow with its solution procedure for calculating all state variables at the time-point
t + At. Equation (2.42) can also be applied to a network portion instead of the entire network.
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2.5.4 State-Space Groups and MANA
2.5.4.1 State-Space Groups

This section demonstrates that it is possible to create a group of circuit elements combined with the

complete network MANA equations using group equation (2.48). This method is named the state-space-

nodal (SSN) [27,28] method since it combines state-space groups with nodal (MANA) equations.
Equations (2.24) and (2.25) are refined as follows:

~ A A A u
Xia = A X, +Bou, +[B, B, | [ e } (2.49)
M+ At

Yiin C,. D, D, u
war | ki X, a + ki Kin +A (2.50)

y"r+At Ckn ka‘ Dknn u"t+Ar
The subscript character i refers to internal sources (injections) and the subscript n refers to external

nodal injections. The combination of the lower row of equation (2.50) with equation (2.49) gives

y”z+At = Ckn (Ak X + Bk u, + Bkiuir+Ar) + ka uiz+Ar
(2.51)
+ (Ckn Bkn + Dknn) u"r+Az'

It is apparent that the above equation has an independent term (known variables before solving for
Yu,,,,) @nd can be written as

y"r+Ar = ykhi.rt + wkn u’lt+Ar’ (252)

where the subscript hist denotes known variables.

When y, represents current injections (entering a group) and u, is for node voltages, then y,
represents history current sources (i, ) and W, is an admittance matrix. This is called a V-type SSN
group and it is a Norton equivalent.

When y, represents voltages and u, holds currents entering a group, then y,  represents history
voltage sources (v, ) and W, is an impedance matrix. This is referred to as an I-type SSN group and
it is a Thevenin equivalent.

In general, it is possible to have both types of groups (V-type and I-type) by rewriting equation (2.52)

as
inv ikhivr V)\l/
| e | pw, , 253)
V! v "t
nd v Khist n A rar

where the superscripts V and I denote V-type and I-type relations respectively. This equation is referred
to as a mixed-type group equation. It is equivalent to equation (2.48) by noticing that V-type relations
are voltage ports, I-type relations are current ports and W, = Q,,. This fact confirms once again the
generality of hybrid analysis and confirms the theoretical foundations of the SSN method.

2.5.4.2 Interfacing the Groups

Once equation (2.53) is defined for a given group, it can be inserted into the main network equations
and simultaneously interfaced with other group equations. This is done using equation (2.15). The upper
(V-type) rows of equation (2.53) can be inserted directly into equation (2.53) by mapping the group
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nodes. The lower row (I-type) variables v " and il s, €D be regrouped on the right-hand side and listed
in xy with coefficients inserted in equation rows of Ay. The history terms of (2.53) participate in bywith
a negative sign.

The matrix Ay can change between solution time-points if the W, matrix of any group changes due
to changes in switch positions or in segment positions for piecewise linear devices.

If the more general equation (2.26) is used instead of (2.50)

y=C,x+D,u+D,u, (2.54)
then the I-type groups can be avoided. However, the capability of using I-type groups remains useful
since in many state-space solvers the matrix D, is not readily available. Note that (2.54) can be rewritten
at a solution time-point # in terms of current injections i, and nodal voltages v,

i, =C x,+D, v, +1], (2.55)

where trapezoidal integration for the capacitive current (if) results in

o 2 2

il = KtDl" v, = A_tle A/VED S (2.56)
The state equations are written with input voltage
X, = A X_,, +Bv_, +Bv,. (2.57)

Equations (2.56) and (2.57) can be replaced in (2.55) to create a nodal formulation that can be directly
integrated into (2.15). The above example is a much simpler presentation of the theory of state-space
groups in MANA.

Equation (2.15) does not make any assumptions of the combined group equations. Any number
(including zero) of groups can use state-space equations and any number of groups can use MANA
equations. A group may contain an arbitrary number of devices. Moreover, MANA equations can contain
nonlinear devices solved through an iterative process and independently from state-space equations. The
capability of evacuating the solution of nonlinear devices from state-space groups into MANA groups
is another important contribution in the proposed method since the simultaneous solution of nonlinear
equation in MANA is much more efficient than in state-space groups.

The method presented in this section offers several advantages [27, 28], the most important being the
capability of achieving a simultaneous and parallel solution with independent state-space blocks. Such
network tearing capability is advantageous when delay-based transmission line models are not available.
Moreover, the number of stored switch combinations in the matrices of (2.31) can be dramatically
reduced [27] by separating a given circuit into smaller parts.

2.5.4.3 Steady-State Solution

The steady-state solution is found for initializing the time-domain solution. In addition to the complex
version of (2.4), the state-space groups are solved using the complex versions of (2.27) and (2.28):

X=(s1-A,)" (B, U,+B, U, (2.58)
Y, = (C,HB, +D, )U,+(C,HB, +D, )T, (2.59)
Y, =(C, HB, +D, )U,+(C, HB, +D, )T, (2.60)
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where tilde-uppercase vectors are used to denote phasors, I is the identity matrix and H = (sI - Ak)_l.
Equation (2.60) is first inserted into the complex version of (2.4) for finding the MANA solution. It is
followed by the solution of equations (2.58) and (2.59). The solution of state variables at the time-point
t = 0 is found by taking the real part of the corresponding phasors. This solution is used to initialize
history terms for the following time-point solution with discretized equations (2.49) and (2.50).

2.5.5 |Integration Time-Step

The integration time-step At can be fixed or variable. The fixed (set by the user) approach has several
advantages in power systems. It avoids the time-consuming reformulation of system equations and
programming issues related to the models. In the case of transmission line models, for example, it is
necessary to maintain history buffers for interpolating for propagation delays. The time-step variability
will affect the buffer sizes continuously, thus slowing down the computations. Fixing the size for the
smallest time-step will create memory problems for large cases.

The automatic computation of time-steps can be based on the local truncation error [4, 17]. If it is
assumed that X (¢) is the exact solution to equation (2.10), then Taylor series expansion at t = t, gives

2 (4 0 (7 s
1(! ) (o1 — 1) + # (fis1 = tk)l 4o % A )

2.61)

3 (tr) =2 (1) +

where 3¢ (zk) is the jth time derivative of X (¢) at t = ¢, At, = 1., —t, and 6 is the truncated term.
Trapezoidal integration can be derived from the above equation using p = 2:

AR dx (@)
12 4

1,
Xepp = X + T]‘ [)'ck+l +xk] - (2.62)

where the third derivative term is the local truncation error of the trapezoidal method, with 7, <& <1t ,.
One approach for estimating the third-order derivative is to fit a third-order polynomial of the form

x(t) = ag + a,(t,, — )+ ay(ty, — > + a3ty — 1° (2.63)

for ;,_, <t <t to the found solutions x, , x;, x,_, and x;_,. In a large system, the number of state
variables can become very high. A possible approach is to use equation (2.63) for the entire set of
unknowns in a nodal analysis type method. Once the third-order derivative is approximated and the local
truncation error is found, it can be checked against preset bounds for selecting the time-step Az, ;.

The variable time-step approach provides an important advantage for riding through various system
time-constants with the required precision. Another advantage is for the solution of nonlinear functions.
Reducing the time-step may help convergence. It also provides more precise function fitting in the time-
domain. Changing the time-step can, however, become significantly time-consuming as explained above.
An alternative, applicable specifically to the stiffest problems, is to use a set of predefined time-steps.
The breaker arc model, for example, is an extremely nonlinear function that requires the use of time-steps
in the range of nanoseconds. Since the breaker arc acts only for a short duration of the entire simulation
period, the simulation method could revert only temporarily to a reduced time-step. This will not affect
overall efficiency since the time-steps will be user-defined and two or three system matrices can be
precalculated.

Using a variable time-step does not solve the numerical oscillation problems (see references in [29]),
but it can minimize them. It will also minimize errors related to interpolation issues (see [29] and its
references), but may become extremely time-consuming for such problems. A complete solution for
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numerical oscillations due to discontinuities and interpolation for events occurring within the fixed time-
step must be able to correctly account for nonlinear functions and distributed parameter models. The
efficient and precise treatment of discontinuities remains an ongoing research topic.

There are other numerical integration methods, such as multistep methods and the backward-
differentiation formula [30]. Some of these methods can be more precise or provide other advantages
over the trapezoidal method for a given integration time-step. The backward-differentiation formula, for
example, has the advantage of providing an extremely simple equation for evaluating the local truncation
erTor.

The polynomial Gear methods can be used in a variable-order setup to increase the integration time-
step. However, they must be restarted at each breakpoint and require the maintenance of more history
terms. The difficulty is with the added computational burden due to added number of coefficients, history
terms and restarting procedures. The theoretical advantages become overshadowed by the computational
overhead, especially since lowering the integration time-step in the trapezoidal method provides similar
precision while still remaining more efficient in most cases.

A promising approach is the use of multiple time-steps in the same simulation [31,32]. Using different
time-steps in different regions of the same network and according to the frequency of transients can be
used to accelerate computations. The automatic scheduling of time-steps and decoupling methods in the
absence of distributed parameter transmission line models, are ongoing research activities.

2.6 Control Systems

The simulation of control system dynamics is fundamental to the study of power system transients. The
development of control system solution algorithms based on the block-diagram approach was initially
triggered by the modelling of synchronous machine exciter systems. It was then extensively used in
HVDC applications. Control elements can be transfer functions, limiters, gains, summers, integrators
and many other mathematical functions. In many applications the block-diagram approach is also used
to build and interface user-defined models with the built-in power system components.

A typical control diagram taken from the AVR_Gov block shown in Figure 2.1 is shown in Figure 2.6.
Such diagrams are drawn in the GUI and solved directly. The GUI must allow the drawing of arbitrary
control systems.

A complicated problem in oriented-graph systems is the capability of solving the complete system
simultaneously without inserting artificial (one time-step) delays in feedback loops. A solution to this
problem is available in some programs [33, 34]. The approach presented in [33] is similar to equation
(2.15). All linear functions (blocks) are entered directly into (2.15). All nonlinear blocks are linearized
at the operating point and then written into (2.15). Numerical perturbation can be applied to derive the

re v anl 1+ (ay, - H]:H‘n sT,)
—> [ p—b @ p—Pm
7 1 +aysT,
osT, "
1+ T,

Figure 2.6 Example of control system diagram.
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linearization of complex nonlinear and multivariable functions and black-box devices. As for electrical
network equations, the control system matrix Ay is the Jacobian matrix, and the complete system is
solved iteratively at each time-point with successive updates of Ay and by for each nonlinear device. As
shown in [33], it is possible to avoid iterations at each time-point in the majority of cases, for improving
computational performance by limiting the reformulations of Ay only to each new time-point (single
iteration).

The automatic initialization of control system equations is an important research topic. Semi-automatic
methods allow the propagation of the required output values backwards in the control system diagram
for the establishment of initial conditions in all blocks.

In most applications the control system diagram equations are solved separately from the network
equations. Although this is not a significant source of errors in most cases, it can become an important
drawback for user-defined network models and in the simulation of power electronic systems. The
combination of both systems into a unique system of iteratively solved equations is complex. A fixed-
point approach where both systems are solved sequentially is more efficient and acceptable in many
cases [33].

2.7 Multiphase Load-Flow Solution and Initialization

The importance of initialization in the simulation of electromagnetic transients in power systems can
be illustrated through the simple example of Figure 2.7. The presented waveforms are the voltages at
the receiving end of an arrester-protected transmission line. The solid line shows the waveform solution
without any initial conditions and the second dashed line is with automatic initialization from steady-
state solution. Even if frequency-dependent line models (increased damping over constant parameter
models) are used, the transients without initialization require more than 150 ms for attaining the actual
steady-state response. This will have dramatic computing time consequences on large systems. In most
cases the study of transients is conducted from a given steady-state condition in the network.

The initialization problem becomes more complex in the presence of synchronous or asynchronous
machines within multiple generator networks. Machine phasors can be made available from an external
load-flow program, but since the actual network may be unbalanced or may use models specific to the
simulation of transients, the best approach is the implementation of a load-flow method directly before
the steady-state solution and within the same simulation tool [13].

As demonstrated in Figure 2.8 (test case of Figure 2.1, machines SM6 and SM3 in SubofBUS1),
without automatic initialization, and even after 5 s of simulation, the shown machines do not reach
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Figure 2.7 Transmission line voltage at the receiving end: with (dashed line) and without (solid line)
initialization.
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Figure 2.8 Two synchronous machine powers in MW, with (straight lines) and without initialization
(oscillations).

steady state, whereas the automatic initialization starts from the load-flow solution, where the machines
are given PV constraints. In some cases, if no proper initialization is applied, the simulation may reach
abnormal operating modes for an otherwise obtainable load-flow solution.

The load-flow module in an EMT-type program is used to compute the operating conditions of the
power system. It must employ a multiphase solution since the objective is to use the same network
topology and data, and initialize the time-domain network. There are several multiphase load-flow
methods in the literature, but most of them are not suitable for EMT-type solvers. In EMT-type solvers
the network is not necessarily balanced, the applied models are usually more complex and there could
be a variation of models that must be correctly initialized for smooth transition into time-domain. The
methodology presented below is the one used in [13, 14] (see other details in [35]).

The load-flow solution is based on constraints. The sources (synchronous machines or other types of
generation) are replaced by PQ, PV or slack bus constraints. The loads are replaced by PQ constraints.
These are the main load-flow devices. All network components must provide a load-flow solution model.
In some cases it is the same as the one used in the steady-state representation.

The system of equations (2.4) is used for representing the passive network equations, but it must
be augmented with load-flow constraint equations. This is another major advantage of the augmented
formulation approach. The modified-augmented load-flow equations are given by

AY A Ax
= —fp. (2.64)
Lia L4 Axyp

Equation (2.64) is real, since real and imaginary parts must be represented separately for load-flow
constraints. Al';]F is constructed from the original complex version of Ay by separating real and imaginary
parts of each element, A is a connectivity matrix for accounting for load-flow devices and L;, and
L4 provide load-flow device constraint equations. The vector function f;y must be minimized (zero)
for finding the load-flow solution. Recall that the solution of fj z(x) = 0 can be found using the Newton
method

JOAXY = _fLF(X(i')), (2.65)
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where (j) is the iteration count, J is the Jacobian matrix and Ax is used for updating the vector x
XD = x0 4 Ax9, (2.66)

For the basic set of load-flow constraints, equation (2.64), can be expanded and rewritten as

[ Y, Ao A Ag 0 1 [ fa 1
A, Ay O 0 0 | [av,] f,
Jb 0 J, 0 0 AL f,
Yo 0 0 By Bg| | AL |=-| £ | (2.67)
J GPQ 0 0 J GPQI 0 AIG fGI’Q
Jaov 0 0 0 0 | | AEg fopy
| Jos. 0 0 0 0 | | fos |

where the submatrices Ay, and Ay are adjacency matrices for interfacing the load (Iy) and generator
(I;) currents with the corresponding passive network nodes. The following submatrices are used to
include load-flow constraints for any number of phases: J; and Jy; for PQ-loads, Y, B¢ and By, for
generator current equations, Jgpg and Jgpqr for PQ-type generators, Jgpy for PV-type generators and
Jgp for slack-type generators (buses). The unknown supplementary vectors are defined as follows: I is
for PQ-load currents, I is for generator currents and E, represents generator internal voltages.

Equation (2.67) is the expanded version of (2.65) and the left-hand-side matrix is the Jacobian matrix
of the solved nonlinear function f} ;.

The linear network coefficient submatrices are taken directly from the real version (2.5) and remain
unchanged, except that now the right-hand side of (2.5) is eliminated due to the differentiation process
for the derivation of the Jacobian matrix. There is no need to derive separate equations for linear network
devices. For the ideal transformer case, for example, the constraint equation is taken directly from (2.9):

Vo= Voo — 8V + 8V =15 (2.68)
and results in
AViy = AV,, —g AV +g AV, = —f). (2.69)

This means that the existing submatrices A, and A are not affected and already constitute the Jacobian
terms allowing us to account for all single-phase and three-phase transformer configurations. When the
tap positions are not defined, it is also possible to represent the transformation ratio gin (2.69) as a
variable and introduce additional Jacobian terms in (2.67). All submatrices used for the construction of
(2.5) are directly reused in (2.67).

2.7.1 Load-Flow Constraints

The constraint equations of load-flow devices are presented in this section to demonstrate how such
arbitrary equations are entered into (2.67).
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In the case of a single-phase load, the PQ constraint can be expressed in terms of load voltage and
current. If a load numbered as p in the list of load devices and connected between the nodes k and m, its
voltage VLp and current /, 1, are given by

Vi, = ViHiVi =V =iV, = Vi, +Vy,
(2.70)
— JR 71
]Lp - kam *J IPm’
where the superscripts R and / stand for real and imaginary parts respectively, and the subscript km means
from k to m. The constraint equations become

Py =V by = Vi, =1 =0

kim " ppop, kim” pyy

.71
0,-VLIF +VR [ =fl =0,

km "~ pi km ~pian L,

and the Jacobian terms can now be written as

R(j) 1) R()) 1G) R —fRO

|: _Iﬁkm P :| |: Avlﬁn :| + [ _Vkm _Vkm :| [ Alpk", :| — L, (2 72)
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The voltage and current coefficient matrices populate the matrices J;, and Jy; of equation (2.67),
respectively. The right-hand side is entered into the vector f; of (2.67). A three-phase load device is a
combination of three single-phase loads. The loads can be connected in arbitrary configurations.

The current constraint of a three-phase generator numbered as p in the list of generators and connected
between buses k and m takes the following form:

Y, (Vk = Vi - EG,,> —Ig, =fe, =0 (2.73)

This is a three-phase and complex system of equations. The generator currents in the vector I, are
entering bus k, the matrix Y is the internal admittance matrix and the vector F‘Gp holds the internal

positive sequence voltages and can be written as Eg, = [1 a? a]TEGp with @ = 1£120° and the
scalar EGp is the voltage of phase A. Equation (2.73) is rewritten as

Y AVi — Y AV, —Bgp AE; —Alg = _fg;p‘ (2.74)

In this case YGn populates Y, B(;E,, is entered into B and the identity coefficient matrix of AIGF
contributes to Bg;. In addition, AE;, € AEg, Al € Alg and fGIp et

In addition to (2.73) each generator must provide its equations for controlled quantities. In the case
of PQ control, the Jacobian terms are similar to (2.72), except that now the left-hand side voltage and
current vectors are three-phase, which results in two 6X6 coefficient matrices contributing to Jgpq and
Jepoi- The right-hand side is now related to fgpq.

For PV control, the Q row of PQ control is replaced by the voltage constraint equation. The control is
on the voltage magnitude V,, (pth generator) of one phase and gives

p

v, - (vR)2 + (v}g)2 = fopy, = 0. (2.75)
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The contribution to (2.67) is found from

-y ()]

and affects Jpy and fpy. It is not complicated to extend (2.75) to control the positive sequence voltage
magnitude by calculating it from the Fortescue transformation for positive sequence.

For the slack bus case it is necessary to write two equations (real and imaginary parts) for controlling
the positive sequence voltage magnitude and phase.

In the case of single-phase generators (or generic sources), it is sufficient to use the single-phase
version of (2.73) and to include single-phase control equations.

21—

(v§<f’> AVE 4 V10 v;) = _f® (2.76)

GPV,

2.7.2 Initialization of Load-Flow Equations

Initialization is performed by reverting (2.67) to its linearized version (2.5). All loads are replaced by
equivalent impedances calculated at nominal voltages, and all generators are replaced by ideal sources
behind their impedances. This approach yields sufficiently good initial conditions for the fast convergence
of (2.67).

2.7.3 Initialization from Steady-State Solution

Upon convergence of (2.67), all steady-state phasors become available. The synchronous machine phasors
are used to calculate internal state variables. The asynchronous machine requires the calculation of slip
for a given mechanical power or torque.

The steady-state module starts with the load-flow solution and replaces all devices by lumped equiva-
lents to proceed with a phasor solution. This is achieved with the complex version of (2.5). The resulting
solution is the same as with the load-flow module, except that now the device models have access to
internal phasors for proceeding with initialization. The steady-state solution phasors are used for initial-
izing all state-variables at the time-point # = 0. The solution at # = 0 is only from the steady-state, and
all history terms for all devices are initialized for the first solution time-point.

In some cases the network may contain harmonic sources or nonlinearities, in which cases it is
necessary to perform a harmonic load-flow. It is feasible to program such a method [35], but it has a
narrower application field. Finding the harmonic steady-state solution can have a significant impact on
computing time under some particular conditions [36,37].

When the solved network is linear or in linear operating conditions, then the initialization with
harmonics through the linear steady-state constitutes a simple superposition of all harmonic solutions.
In some special conditions, such as different rotor frequencies, initialization is still possible by solving
the rotor networks independently.

If there is no calculated steady-state solution, there could be manual initial conditions, such as trapped
charge, or all variables could be at O-state. Manual initial conditions are also useful for reproducing
complex conditions such as ferroresonance.

A complex subject in automatic initialization is the initialization of systems with power electronics
switching devices. It is not possible to automatically predict commutation patterns in a given operating
mode and initialize all state-variables for harmonic steady-state solution. A programmed initialization
method should find steady-state conditions in significantly less computing time than the brute force
approach. In some cases, such as wind generation installations with power electronics devices connected
on the rotor side, the best approach is to start with mean-value models or tricked equivalents, and to
switch onto actual commutating functions after establishing steady-state operation.
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To complete the picture it is important to mention that initialization also concerns the control system
diagrams. It is usually a more complex but essential feature, since, for example, initialization of syn-
chronous machine variables without initialization of its controls can become worthless. Fully automatic
methods do not yet exist, but backward propagation of variables in control blocks from specified initial
condition variables is a practical option. This problem remains complex.

2.8 Implementation

Sparse matrix solvers are used for the efficient computation of large network equations. Such solvers can
be divided into two groups: direct and iterative solvers. Due to the typical structure of electrical network
matrices, the direct approach is currently the most popular. A list of available software for sparse direct
methods can be found in [38]. The direct approach is based on LU factorization. For a given sparse
matrix Ay in (2.4)

Axxy = L(Uxy) = by, 2.77)

where L and U are lower and upper triangular matrices, respectively. Equation (2.77) is a generic version
of (2.4). Special ordering techniques can be used to generate row and column permutations and reduce
fill-in during factorization. Minimum degree orderings such as approximate minimum degree (AMD)
ordering [39,40] or column approximate minimum degree (COLAMD) ordering [41,42] can be applied
to obtain sparser L and U matrices.

Recently the KLU solver has been established as one of the most effective solvers for circuit simulation
problems [43,44]. The KLU solver permutes the matrix Ay to obtain the block triangular form (BTF)
before ordering. The BTF of Ay results in the new matrix Ay

At Az o A
0 A :

PAQ = Nz , (2.78)
0 0 :

0 0 0 AL
where P and Q are column and row permutation matrices, respectively and n denotes the number of
block. The BTF provides important advantages. The diagonal blocks can become independent and hence
only these blocks require factorization. The off-diagonal non-zeroes do not contribute to any fill-in.
When a network contains delay based line/cable models, the BTF can then automatically formulate the
block-diagonal version of Ay

Ay 0 .. 0
0 A :
Al = o ;22 R (2.79)

0 0 0 AL
The independent blocks can be solved in parallel and the BTF method can automatically derive (2.79)
when all resulting subnetworks are separated by propagation delay-based transmission line modes. This
is not the case when the transmission lines are modelled by coupled pi-sections.
The KLU method employs AMD or COLAMD (option) for ordering before factoring each diagonal
block. In [45], AMD is found to provide better results on circuit matrices. KLU performs a factorization
based on the Gilbert—Peierls left-looking algorithm [45].
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An important computational bottleneck is created by the fact that nonlinear devices solved through
the LFMA approach and switch models may require repetitive updates and thus refactorization of Ay at
each solution time-point. The usage of Ay in (2.79) can confine the refactorization process to smaller
matrices and consequently increases performance.

For some networks, instead of the block-diagonal version of Ay, it is possible to obtain its bordered-
block-diagonal form

Ay, 0 .8
0 AL, .. SI

A= ™ e (2.80)
S, S .. S

which is also suitable for parallel programming in the solution of network equations. Equation (2.80) is
related to diakoptic analysis theory [46—48]. Equation (2.80) and the concept of tearing a network at an
arbitrary location are actually related to MANA. If closed switches are used to separate a network into
several parts by cutting it at arbitrary locations, then if the resulting subnetworks are identified (matrix
reordering) and the switch equations (2.8) are assembled at the bottom of Ay, equation (2.4) allows us
to write

Ay 0 s
! T / /
0 Ay - SHITS] ] os1)
: oo ] g 0
S: S, .. S

where the switch submatrices S contain closed switch equations (as (2.8)) and the vector ig holds unknown
switch currents. When all the network tearing switches are ideal, S; = 0. In theory it is possible to solve
for ig before solving for x|, but complexities arise when it is necessary to refactor the matrices ANii for
switching devices or nonlinear functions.

Iterative matrix solution methods [49] can scale well to significantly larger problem sizes. Although
the conventional wisdom is that direct solvers are not effective for circuit simulation problems, some
experiments with specific parallel matrix preconditioners have been demonstrated to outperform direct
solvers [50].

Parallel programming of EMT-type solutions methods is a new trend for accelerating computations
and also for extending the range of applications. There are two fundamental approaches to express
parallelism in programs: message passing and multithreading. The message passing approach is suitable
for distributed memory systems. Message passing interface (MPI) is a communication library used as
the message passing platform on distributed systems. The multithreading approach can be implemented
on shared memory systems and multicore technologies supporting thread programming. OpenMP has
become an industry standard API for shared-memory programming.

As explained above, the basic concept of network partitioning (for parallelization) in EMT-type solvers
is based on the natural decoupling introduced by travelling wave propagation on transmission lines. The
same approach can be used in both real-time and off-line simulation tools to achieve coarse-grain
parallelization. The recently introduced SSN [27,28] method also offers a direct method for tearing and
parallelizing a network at arbitrary locations.

Computational accelerators are used in order to enable higher performance when exploiting fine-
grained parallelism. The most popular accelerators are graphical processing units (GPUs) and field
programmable gate arrays (FPGAs). These hardware accelerators can provide fast computations for
certain classes of problems. GPU and FPGA accelerators are used as an alternative to accelerate the
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circuit simulation besides distributed and shared memory architectures. Several approaches have been
developed on hardware accelerators for circuit simulation. By using FPGAs, the KLU matrix solver in
the matrix-solve phase of the SPICE simulation is parallelized in [51]. A parallel CPU+FPGA based
architecture for sparse matrix LU factorization is developed in [52]. The computational power of FPGAs
can be used to extend the processing potential of CPU-based simulators and even expect faster-than-real-
time [53] computations.

Several papers present work based on multithreading through OpenMP for the SPICE program. Two
levels (fine-grained and coarse-grained) of parallelism on multicore systems are presented in [54].

2.9 Conclusions

This chapter has presented an overview of the numerical methods applied to the simulation of electro-
magnetic transients in power systems. It focused on the most widely accepted and recognized solution
methods available in industrial grade applications.

Computer programs based on the off-line EMT-type algorithms are today the most widely used
simulation tools for power system transients. They are also the most precise and provide the largest
library of models specific to power system transients.

The EMT-type tools now offer many new advantages, including convergence of environments from
load-flow to time-domain and increased computational speeds for simulating over an even wider range
of frequencies.
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Analysis of Power Systems
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and Juan A. Martinez-Velasco

3.1 Introduction

The electromagnetic transient (EMT) response of a power system can be determined either by time-
domain (TD) or by frequency-domain (FD) methods. A common belief in the 1980s was that these two
approaches were in competition and that, in the end, only one of these would prevail. Instead, nowadays,
TD and FD methods complement each other. Devices whose parameters depend on frequency are
treated more conveniently in the frequency domain, whereas those elements exhibiting strong nonlinear
behaviour can be better analysed by means of time-domain techniques.

In practice TD-based methods, like EMTP, are the most used. These methods are much more intuitive
than those based on FD analysis, and they also usually require much less computer resource. However,
deep knowledge of FD techniques has become essential for modern power system analysis. Often the
synthesis of models and of network equivalents is conducted in the frequency domain. In addition, time-
domain analysis by digital computer requires the sampling of all the time-dependent variables. When
this sampling is not done properly, it can produce erroneous results. In this respect, FD analysis provides
valuable references to check TD results. Side-effects of sampling processes are also better understood
and handled in the frequency domain.

This chapter deals with those aspects of frequency domain analysis and of digital signal processing
that have become essential for the analysis of transients in modern power systems. The first section of
the chapter provides a brief review of basic concepts of FD methods. Continuous-time Fourier analysis
is introduced as an extension of phasor analysis which is more familiar to power engineers. The second
section of the chapter presents the basic differences between continuous-time and discrete-time Fourier
analysis. Of special interest here are: (1) the effect of aliasing, (2) the sampling theorem and (3) the
principle of conservation of information. The third section provides a brief overview of transient analysis
methods based on the discrete Fourier transform (DFT) and the numerical Laplace transform (NLT).
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Power systems are increasing substantially in both, size and complexity. Even though transient events
usually occur locally, one often needs to analyse their effects on a large network. In these circumstances
some parts of the network will be subject to fast dynamics, while others will continue operating at slow
dynamics, and even close to steady state. It is, therefore, highly attractive to simulate the various parts of a
system at different sampling rates [1], each one chosen in accordance with its local dynamics. An impor-
tant issue in multirate transient analysis is the interfacing of various simulation processes running at dif-
ferent sampling rates. Interface variables from slower to faster processes should be interpolated, whereas
those from faster to slower processes must be decimated [2—5]. These two processes, interpolation and
decimation introduce aliasing errors that can be treated by frequency-domain and signal-processing
techniques [6]. The fourth section of the chapter deals with multirate transient analysis.

3.2 Frequency Domain Basics
3.2.1 Phasors and FD Representation of Signals

Figure 3.1 represents a linear time-invariant (LTI) system. Consider first that its input is a pure sinusoid
with constant amplitude A, frequency €, and phase ¢:

Xo () = Acos (Qt + ) (3.1

The input/output relationship for the system is expressed symbolically as follows:

LTI
Xo () —> =y, (D)

A well-established fact for LTI systems is that the output y(¢) is always a pure sinusoid with the same
frequency Q, [7]:

Yo (1) = aA cos (Qf + ¢+ 0) (3.2)

Only the amplitude and phase angle of an input sinusoid are changed by the system. Sinusoids are
therefore said to be characteristic functions (or eigenfunctions) of LTI systems.

Complex exponentials offer a convenient alternative to sinusoids in the analysis of LTI systems.
Consider the following equivalences for x,(f) in (3.1):

X (1) = Re {Aef(ﬂo’+"’)} (3.3)

and
Xy (1) = 2¢7(R0rd) 4 4 pi(0r+d) (3.4)
Figures 3.2(a) and (b) provide illustrations of expressions (3.3) and (3.4), respectively. Whereas (3.3)

leads to phasor representations of sinusoidal waves, (3.4) provides Fourier-type representations for
signals that are not necessarily sinusoidal.

Linear
X(f) memp] time-invariant e y(f)
system

Figure 3.1 Linear time-invariant (LTT) system.
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Figure 3.2 Sinusoidal signal representation: (a) real-axis projection of complex exponential signal; (b)
sum of two complex conjugate exponential signals.

Recall that the phasor representation of x,(f) in (3.1) is by the complex exponential function at the
right-hand side of (3.3) with its factor ¢*%’ being removed (see Figure 3.2(a)):

X, (£) = X, = Ae”? (3.5

The underlying assumption in phasor analysis is that systems operate in steady state. That is, signal
X,(2) has always been an input to the system in Figure 3.1. Since frequency Q, remains constant, there
is no need to refer explicitly the factor ¢/*’ in phasor representation (3.5).

Input/output relation (3.2) can be stated in phasor form as follows:

Y, = aAe P = gl x Ae?, (3.6a)
where
Yo (1) = Re {¥, x %'} (3.6b)

Two advantages of phasor representation become apparent from the comparison of equations (3.6a)
and (3.2). The first is that the input/output relations are given by the multiplication of two complex
numbers (i.e. phasors). The second is that, at the particular frequency €, the LTI system of Figure 3.1
is fully characterized by the complex number ae/’ and this number can also be regarded as a phasor.

Now consider the representation of x,(#) by (3.4). The first term on the right-hand side is associated to
a phasor A_; of negative frequency —€2,, while the second term is to a phasor A, of positive frequency
+€,; see Figure 3.2(b):

Ao7i(Qr+d) 5 A = Lt
2 2
and
A00md) L g, = Ao
2 2
Sinusoid x(#) is further represented by the following vector whose elements are phasors:
xo(t) =Acos (Qt+¢) > X={A_,0,A,,} (B.7)
Note here that the frequency associated with each element is determined by its vector position-index;

that is, (—1)Q,, for the first, (0)Q, for the second, and (+1)€2, for the third. Note also the introduction of
a zero element as place-holder for a zero-frequency component which, for x,(¢) in (3.3), certainly is null.
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Vector representation (3.7) is readily extended to signals composed of a number of harmonically
related sinusoids. Recall that two sinusoids are said to be harmonically related when their frequencies
are multiples of a third one Q,, called the fundamental. Consider the following signal:

K
X (1) = A+ ) A, cos (kQt + ) (3.8)

k=1

By extension of (3.7), a phasor-vector representation for x(t) is

xg () > Xg = {X g, X1 X0 X Xk} s (3.92)
where

X, = Ay, (3.9b)

SAEt, k=142, 4K
X, = | _ (3.9¢)

EA_ke‘f"’—k, k=-1,-2,...,-K.

The original signal x,(#) (3.8) is readily recovered from vector representation (3.9a) as
+K
X ()= ) X, (3.10)
k=K

A large class of signals in engineering can be represented, or at least approximated, by expressions
(3.8), (3.9a) or (3.10). If x4 () of (3.8) is an input to the LTI system of Figure 3.1, the output can be
expressed as

K
Vi (0 = agAg + Y A cos (kKQt + by + 0 ). (3.11)
k=1
For excitations of the form in (3.8), the LTI system is characterized by the vector
Hy ={H_y.....H_|.Hy,H,, ... .Hy}, (3.12a)
where

H=qcé% k=0,+1,+2,..., +K. (3.12b)

The input/output relation can thus be expressed in phasor-vector form as

Y, = Hy ® X, (3.13a)
where

Ye={Y g, ....Y .Y, Y Yy ), (3.13b)

Y,=X,xH, k=0,=x1,=x2,..., £K, (3.13¢)

and the symbol ® represents the element-by-element product of two vectors.



Frequency Domain Aspects of Electromagnetic Transient Analysis of Power Systems 43

The time-domain output waveform y(¢) is obtained from (3.13b) as
K
Y=Y Vel (3.14)
k=—K

The equivalence between expressions (3.14) and (3.11) can easily be verified. Expressions (3.12) and
(3.13) extend phasor analysis to signals composed by harmonically related sinusoids. Note that for the
signal y,(f) in (3.14) to be real-valued, the following conditions must hold:

a=a_, and 6, =-0_, (3.15)

3.2.2 Fourier Series
A signal x,(7) is said to be periodic when it repeats itself at constant time intervals T
x,(t) = x,(t+T) (3.16)

Figure 3.3 depicts a periodic signal. The minimum value of 7 > 0 for which property (3.16) holds is
called the fundamental period.
A periodic waveform x,,(7) is further said to be a power signal when its mean power is finite; that is

1
PXP=T/

T

2
%, 0| di < oo.

It is straightforward to show that signal x(#) in (3.8), and in (3.10), is periodic and has fundamental
period 7 = 2x/€,. The Fourier theorem establishes that a periodic signal of power x,(#) can always be
approximated by a series xx(¢), as in (3.8) or in (3.10), in such way that the power of the difference
between x,(r) and x(f) tends to zero as the number of series terms K increases towards infinity [8],
that is

%i_{{)lo%/)xp(t)—xK(t)zdt=0. (3.17)
T

On the grounds of the Fourier theorem, the following equivalence is stated for a periodic signal of
power:

+o00
x, (1) = kZ X, e/ (3.18)
A xp([)

NNV

[ 'l
L] L] L
e =T 0 T 2r ...

~y

Figure 3.3 Example of a periodic signal.
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Figure 3.4 Periodic signal spectrum: (a) magnitude spectrum; (b) phase angle spectrum.

This expression corresponds to the Fourier series in its complex exponential form. Since x,(7) is
assumed real-valued, the coefficients X, of (3.18) with negative index should be complex-conjugates of
their positive-index counterparts [8]:

X, =X;

Fourier coefficients are obtained through using [7-9]

X, = % / x, (1) e dy. (3.19)
T

In the same form as signal x(¢) in (3.10), x,(¢) in (3.18) can be represented in vector form, only that
now the dimensions are infinite:

x, ()= X={... . X . X .X0.X. X,, ..}

A plot of the magnitudes of elements in X against their corresponding frequencies is illustrated in
Figure 3.4(a). A similar plot for the angles of elements in X is shown in Figure 3.4(b). Vector X, as well
as its associated graphs in Figures 3.4, are referred to as the spectrum of x,(f). Since the components of X
are complex, a full graphical representation of its spectrum requires two plots, one for phasor magnitudes
and the other for phasor angles. An alternative spectrum specification consists in providing one plot for
the real parts of the phasor elements and a second plot for the corresponding imaginary parts.

In summary, the Fourier (series) theorem permits the extension of phasor analysis to the treatment
of linear systems being excited by periodic signals of power. This is illustrated next by means of an
application example.

Example 3.1 A single-phase aerial line is 10 km long and it is excited by a voltage source that
produces a square wave with a period of 7= 2 ms. The line is terminated in its characteristic impedance.
The voltage waveform is to be determined at the line termination, assuming that the source has been
connected for a long enough time to consider steady-state operation; so, the Fourier series method can be
used. Figure 3.5(a) provides the transverse geometry of the line along with the electrical data required to
determine the line parameters, Figure 3.5(b) shows a longitudinal diagram of the line and its connections
and Figure 3.5(c) depicts the input waveform.
Line admittance in per unit length (p.u.l.) is calculated through the following expression [10]:

V= JQ2re,
" log, 2h/r)
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Figure 3.5 Example 3.1 — Single-phase transmission line excited by periodic signal: (a) transversal

geometry; (b) line layout; (c) input waveform.

The line impedance parameter in p.u.l. is calculated as follows:

Z=2Z,+7Z;+7,,

where Z is the geometric impedance in p.u.L:
T 2h
Zo= 125 10g (24)
6= p B\

Z is the earth impedance in p.u.l.:
iQ
ZE=] ”Ologg 1+;
2z hA\/jQuoy

and Z. is the conductor impedance in p.u.l.:

The transfer function for the line setup is

— ,—VZYXlength
Vaut/ Vin =e .

., (1) being approximated by partial series with K = 17.

Figure 3.6(a) shows a plot of the input voltage v
Figure 3.6(b) shows a plot of the output voltage v,,,(¢) obtained from the above transfer function along
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Figure 3.6 Example 3.1: (a) Fourier series approximation of square wave input signal; (b) output signal
as obtained by the Fourier series method.

with expressions (3.13), (3.14) and (3.19). Note that the use of partial Fourier series produces oscillation
errors in both Figures 3.6(a) and (b). If better precision is required, the window techniques described in
Section 3.5.1.1 can be employed here as well.

3.2.3  Fourier Transform

Fourier series decomposition of a signal into harmonic sinusoids, or into complex exponentials, is
extended next to non-periodic waveforms.
A signal x(?) is said to be of energy if its total energy is finite, that is, if

E = / |x ()] dt < .

Consider a signal x(¢) of finite duration, starting at t = 0 and ending at ¢t = ¢, as the input to the LTI
system of Figure 3.1. A periodic extension for this signal is given by

x, ()= Y x(t=nT).

n=—oo

Figure 3.7 provides the respective representations for finite duration signal x(#) and its periodic
extension x,(r). Note in these figures that, as T > £, x,(r) reproduces x(#) inside the interval [0,7]. It is
clear also that x,(f) becomes equal to x(r) when T approaches infinity.

x(f) (1)

to T & I
(a) (b)

—T

~\

—_—
~

Figure 3.7 (a) Signal of finite duration x(¢); (b) periodic extension of x(z).
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Back to finite values of 7, when x(¢) is an energy signal, x,(¢) is a signal of power with Fourier series
representation as in (3.18) and coefficients given by (3.19). To extend Fourier analysis to non-periodic
x(1), first (3.18) and (3.19) are applied to x,(r) and combined as

+oo /2
X, (1) = Z % / x, (1) e dy | %",
k== T 71

Then, consideration of (1/T) = (/2r) is introduced to give

T/2
+00 QO
x, (1) = — x, (1) e 0! g | <01
N0) k_Zw% /,,()
= -7/2

Next, as the limit of T approaching infinity is taken, £, becomes an infinitesimal and is denoted by
dQ; k€, becomes a continuous variable and is denoted by €; x,(#) becomes x(#) and the summation
becomes the integral [9]

[+ 0

() = % / / () e dt | 2d, (3.20)

-0 |-

Note that (3.20) is an identity and that the integral inside braces corresponds to a function of Q that
hereafter is denoted by X(€2). Hence

)

X@Q) = / x (1) e dt (3.21a)
and

x(1) = zi / X(Q) &%dQ. (3.21b)
7
Expression (3.21a) corresponds to the Fourier transform and (3.21b) corresponds to the inverse Fourier

transform (IFT) [7-9]. The Fourier transform decomposes non-periodic signal x(#) into a continuous
frequency spectrum X(€). Figures 3.8(a) and 3.8(b) present typical plots of X(€2). Since it has been

2(®) J2((2)

+7

=
Oy

0 Q ]
(a) (b)

Figure 3.8 Spectrum of non-periodic signal: (a) magnitude spectrum; (b) phase-angle spectrum.
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assumed that x(¢) is an energy signal, the existence of its Fourier transform is ensured [8,9]. The
relationship between x(7) and its spectrum X(€2) is stated symbolically as

FT
x () — X (Q).

The output of LTI system in Figure 3.1, when it is excited by non-periodic input x(#), is expressed in
the frequency domain by the product of two complex functions as

Y(Q) =H(Q)xX(Q). (3.22)

As before, X(€2) is the spectrum (or Fourier transform) of x(f). H(2) is a function characterizing the
LTI system and is referred to as its frequency response. The time-domain output (or system response) is
obtained by applying the inverse Fourier transform (3.21b) to Y(2) in (3.22):

[

y(0) = i / X (Q) H (Q) a0 (3.23)

It can be shown that (3.23) is equivalent to [9]

)

y(t)=/X(T)h(t—T) dr, (3.24a)

—00

where A(?) is the inverse Fourier transform of H(Q2). Expression (3.24a) defines the convolution operation
between two functions, x(¢) and A(f). This operation is also represented symbolically as

y(®) = x(t) * h(r). (3.24b)

The Convolution theorem states that the convolution of two time-domain functions is equivalent to
the product of their Fourier transforms, or spectra [8,9]. It can also be shown that the product of two TD
signals is equivalent to the convolution of their Fourier transforms.

The Convolution theorem is a convenient property of the Fourier transform. Nevertheless, there are
two major difficulties for its direct application to practical transient problems. The first comes from the
fact that Fourier transforms are guaranteed only for signals of energy, and this excludes several cases of
practical interest, such as periodic waves. The second difficulty is due to the Fourier transform being an
analytical method, and analytical functions that represent practical signals usually are very difficult to
obtain and handle. Nevertheless, the Fourier transform provides the basis for other more practical FD
methodologies, including the discrete Fourier transform (DFT), the numerical Laplace transform (NLT)
and the Z-transform.

3.3 Discrete-Time Frequency Analysis

In the analysis of systems by digital computer, continuous time signals must be sampled — usually at
regular intervals — and must be represented by means of ordered sequences of their samples. A convenient
way to analyse the sampling process is through impulse functions. Recall that an impulse (¢ — ¢,) is a
generalized function which is zero all over ¢, except at t = ¢, where it takes a very large and undetermined



Frequency Domain Aspects of Electromagnetic Transient Analysis of Power Systems 49
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Figure 3.9 (a) Impulse function; (b) rectangular pulse.

value — see Figure 3.9(a). Figure 3.9(b) provides the plot of a rectangular function r(t — ¢,) of width ¢,
height 1/e and centred at time ¢ = ¢,

( ) l/e, |t—1)| <e/2
t—1y) =
’ ’ 0, |t—1,|>¢/2

The impulse function 6(¢ — ¢,) in Figure 3.9(a) is seen as the limit of 7(¢ — #,) when € approaches zero.
Consider now a continuous-time function x(¢) as the one shown in Figure 3.10(a). The sifting (or
sampling) property of the impulse function states that [8,9]

[

/x(t)&(t—to)dt=x(to).

—00

Another important (generalized) function is the train of pulses denoted by 6 ,,(f) and consisting of an
infinite sequence of pulses occurring at time intervals of size At:

By ()= ) 8(t—kAD)

k=—c0
Figure 3.10b provides a plot for 8 ,,(¢).
Sa1)
1
I (1 —ty) | | l‘ I
lll fa f’ (IJ At 2Ar 3Ar kAt f’
(a) (b)
xs(1)
[IJ At 24 3Ar ... t
(©)

Figure 3.10 Sampling a signal by a train of pulses: (a) continuous-time signal; (b) train of pulses; (c)
sampled signal.
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3.3.1 Aliasing Effect

The sampling of x(¢) at regular intervals At can be represented mathematically by its product with 6,,(f):

xg (1) = x (1) X 8, (1) (3.25a)
or
+oo
xg (D) = Z x (kA?) 6 (t — kAY) (3.25b)
k=—c0

This is illustrated in Figure 3.10(c).
Figure 3.11(a) shows the spectrum of x(f) being denoted by X(2), and Figure 3.11(b) shows the
spectrum of 6 ,,(¢) that also is a train of pulses along the Q-axis [7]:

FT
O () —> Q60, (), (3.26a)
where
S, (@ = ) 6(Q—kQy) (3.26b)
k=—oc0
and
oz
Q=T (3.26¢)
|X(Q2)| .
Qsész_\-(Q)
| Q | |
0 o) 0. 0 O, 30, s
(a) (b)

Qg 0 Qg 20 O

Figure 3.11 Effect of sampling on the spectrum of a signal: (a) spectrum of a continuous—time signal;
(b) spectrum of a train of pulses; (c) spectrum of sampled signal.



Frequency Domain Aspects of Electromagnetic Transient Analysis of Power Systems 51

Note that € is the frequency interval between pulses. In agreement with the convolution theorem, the
spectrum of sampled signal x¢(7) is obtained by the convolution of X(Q) with Q6,,(€2) whose result is:

+o0
X Q=95 Y X (Q-kQ) (3.27)

k=—co

Figure 3.11(c) illustrates the plot of X(€2) according to (3.27). Note from this figure that time-domain
sampling causes the repetition of shifted (or frequency modulated) replicas of the original spectrum
X(Q). This is the effect of aliasing in the frequency domain. The overlapping of frequency components
from replicas provokes sampling or aliasing errors. In extreme cases, poor choice of a sampling rate
results in the original signal not being recoverable from its samples.

In signal analysis, time-to-frequency relations are usually symmetric. This has been already observed
with the convolution theorem, and it is also the case with the aliasing effect; that is, the sampling of a
signal spectrum creates superposition of time-shifted replicas of the signal, or TD aliasing.

3.3.2 Sampling Theorem

A signal x(7) is said to be band-limited if there is a maximum frequency €,, above which its spectrum
X(Q) is zero — see Figure 3.12(a):

X =0, [Q>Q,

For this type of signal, one can select a sampling interval that avoids the overlapping of frequency
replicas. This is illustrated in Figure 3.12(b) and it follows from (3.26b) that the required sampling
interval is

At <z /Q,. (3.282)
The inverse of At is the sampling frequency or rate. Its units are ‘samples per second’:
Fy=1/At (3.28b)

The equality option in (3.28a) (i.e. A7 = 7/€,) corresponds to the Nyquist sampling interval Aty
and its inverse Fy,, = 1/Aty,, is known as the Nyquist frequency [7-9].

|X(€)] /|-)<)
5 o, 1 o0t

—glu 0 glu Q

1 I 1

I LS I
Qg 2Qs Q
—Qu Qu

(a) (b)

Figure 3.12 (a) Spectrum of band-limited signal; (b) spectrum of sampled band-limited signal.
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Figure 3.13 (a) Frequency response G(Q) of low-pass ideal filter. (b) time-domain image of G(£2).

Consider now that a signal with band-limited spectrum X(€2) has been sampled with an interval
complying with (3.28a). The original signal is readily recovered by passing its samples through a
low-pass filter with a frequency response of

1/Q Q<Q./2
G(Q):{ /95 19 <Qq/ (3.29)
0 1Q>Q/2.

This filter response is plotted in Figure 3.13(a). From (3.27) and (3.29)
XQ) =X, QXxXGQ). (3.30)
The inverse Fourier transform of G(£2) is obtained as follows and its plot is shown in Figure 3.13(b):

sin (zt/ Af)

Y (331

g =

On applying the convolution theorem to (3.30) we have

[

x<t>=/xs(r>g(r—r>dr,

—00

then replacing x4(f) from (3.25b), and performing the above integration gives

+00
x(t)=) x(kAng(t —kAr). (3.32)

k=—00

Figure 3.14 provides a plot of x(f) in accordance with (3.32). This figure shows that the reconstruction
of x(¢) is done by superposing replicas of g(#), each one scaled by a sample value and shifted by an
amount of time that is a multiple of the sampling interval Az. Note that, for instance, g(t — kAf) is zero at
all sampling instants, except at the kth one. The implication of this is that the value of x(¢) at t = kAt is
determined only by the corresponding sample x(kAf), whereas a value of x(#) between sampling points
is given by a combination of all the samples, each weighted by its corresponding shifted function g(7).
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x(1)
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Figure 3.14 Reconstruction of a signal from its samples.

It follows from (3.32) and from Figure 3.14 that the role of g(¢) is that of an interpolating function.
This is known as the ideal interpolator [8,9]. Function g(¢) is essentially a theoretical tool. Its practical
realization as a filter is impossible since, as can be observed from Figure 3.13, it would have to start
acting at time ¢ = —co. Nevertheless, practical signal recuperation is usually achieved satisfactorily with
a well-designed non-ideal low-pass filter.

The results expressed by (3.28a) and (3.32) conform the sampling theorem that can be worded as
follows:

A band-limited signal x(t) with maximum frequency F,, = Q,,/(2x) can be fully recovered from its
samples, provided it has been sampled at a frequency F that is equal at least to double the maximum
frequency Fy; i.e. sampling frequency Fy must be at least equal to the Nyquist frequency Fy,,. The
original signal can be fully reconstructed from its samples through the ideal interpolator function g(t)
defined by (3.31).

3.3.3 Conservation of Information and the DFT
In addition to (3.27), the spectrum of sampled signal x(f) can be obtained from

Xg(Q) = ) x(kAr) e, (3.33)

k=—c0

This expression is obtained by applying the Fourier transform to (3.25a). It can be shown, either
through (3.27) or (3.33), that X((€2) is periodic with a repetition interval Q¢ = 2x/At. The discrete
representation of X(€2) can be accomplished by sampling only one period. First suppose that this is done
with N samples:

AQ = Qy/N =2x/ (NAf)

and the continuous variable Q in (3.33) is replaced by mAQ as

+oo
Xg(mAQ) = Y x(kAr) e 2N,

k=—c0

Then, the sum at the right-hand side is carried out in groups of N terms. This is done by expressing
the summation variable k as k = n + IN:

400 N-1
X, (mAQ) = x((n + IN) Ap) ¢727ml g=2mmn/N
s 22

I=—c0 n=0
1
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Next, the order of summations is interchanged:

n=0 |Il=—c

N-1 +o0
X (mAQ) = Y [Z x((n+IN) A,)] p-2mm/N

Afterwards, a new discrete-time signal x’(nAt) is defined as

+00

¥ (nAf) = Z x((n + IN) Ap),

I=—c0
hence

N-1
X (mAQ) = Z ¥ (nAf) e 2mmm/N

n=0

Note that x'(nAf) is a periodized version of x(nAf) with aliasing. Finally, by assuming that x(nAr) is a
finite sequence of N or less terms, x'(nAr) equals x(nAr) for samples betweenn=0ton=N — 1:

N-1
Xg(mAQ) = )’ x (nAr) e/ (3.34)

n=0

Recall that the derivation of (3.34) started with the assumption of a discrete spectrum consisting of
N samples, and it ended up establishing the correspondence with N TD samples at the most. This is in
agreement with the principle of information conservation.

Expression (3.34) is also readily identified as the discrete Fourier transform. Its inverse, the IDFT, is
as [8,9]

N-1
x (nAf) = zlv Y X (mAQ) eI, (3.35)
m=0

Expressions (3.34) and (3.35) establish a unique relation between one finite sequence of N samples, say
in the time domain, and another length-N sequence of ‘spectral’ samples. Note that sequences X (mA€Q)
and x(nAr) can be extended beyond their original lengths N through (3.34) and (3.35); nevertheless, these
extensions are mere periodic repetitions.

3.3.4  Fast Fourier Transform

Numerical approaches to spectral or frequency-domain analysis usually end up with DFT (3.34) and
IDFT (3.35) evaluations. It is customary for (3.34) and (3.35) to omit the term At in the argument of
x(nAt) and to denote this variable simply as x(n), or as x,. Similarly for X((mAQ), AQ and subscript ‘s’
are omitted, and this variable is written as X(m), or as X,,. It is also customary to denote the complex
exponentials as follows:

e—Z;rJnm/N — W]rvnn
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Expressions (3.34) for the DFT and (3.35) for the IDFT take the respective forms

x(m)=§x(n) Wyt m=0,1,2,...,N-1 (3.36)
n=0
and
x(n) = lNZZ:X’(m) wo™ m=0,1,2 N-—-1 (3.37)
N 2 . 1,2, ..., . .

Clearly from (3.36) and (3.37), the evaluation of the DFT and the IDFT is essentially through the same
procedure. It is clear also that direct evaluation of (3.36) or (3.37) takes N? complex multiplications and
N(N-1) complex sums. The fast Fourier transform (FFT) is an algorithm for evaluating the DFT and the
IDFT with very high computational efficiency. Its working principle is outlined as follows.

As N, the number of samples, is decomposed in its prime factors, the DFT or the IDFT can be evaluated
in partial groups of sizes determined by these factors. The evaluation by partial groups requires fewer
operations than direct calculations by (3.36) or (3.37). The highest numerical efficiency is obtained when
N is a power of 2, that is, N = 2,

Assuming that this is the case, (3.36) is organized in two groups of sums. One is for even-indexed
samples and other is for odd-indexed ones. An auxiliary integer variable k running from 0 to (N/2) — 1
is introduced, so n = 2k is for even-indexed samples and n = 2k + 1 is for odd-indexed ones. With these
changes (3.36) yields

(N/2)-1 (N/2)-1
Xmy= Y xQOWut + Wy D xQk+D)Wak, m=0,1,2,..., N/2)=1  (3.38)
k=0 k=0
N (N/2)-1 (N/2)-1
_ mk  _ yym mk — _
X (3 +m)= k; x (2h) Wik, — W k; X+ D W m=0, 1, 2,..., (N/2)~ 1. (3.38b)

The original DFT with N samples can thus be evaluated by two DFTs with (N/2) samples. The number
of multiplications involved in (3.38a) and (3.38b) is

2X(N/2 +N/2 = (N*/2) + N/2.

This number is approximately one half of the multiplications required by the direct evaluation of the
N-sample DFT. Each (N/2)-samples DFT in (3.38a) and (3.38b) can be further evaluated by two (N/4)-
sample DFTs, and the required number of multiplications for this is (N*/4) + N/2. Since N is a power of
2, the subdivisions can continue until one ends up with N/2 DFTs, each one with two samples and this
requires N/2 multiplications. The FFT algorithm evaluates DFTs and IDFTs by continued subdivisions
until it ends up with N/2 two-sample transforms. The number of multiplications is thus

(%) won

From this expression, it can be observed that the number of operations required by the FFT algorithm
increases almost in linear proportion to the number of samples N, whereas in the direct evaluation of the
DFT by (3.36), or of the IDFT by (3.37), the number of multiplications increases in quadratic proportion
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Table 3.1 Comparing number of multiplications required by the direct DFT and the FFT algorithms.

Number of samples N DFT N? FFT (N/2) X log,(N) Ratio DFT/FFT
4 16 4 4
8 64 12 5.33
16 256 32 8
32 1024 80 12.8
64 4096 192 21.3
128 16 384 448 36.57
256 65 536 1024 64
512 262 144 2304 113.77
1024 1048 576 5120 204.8

to N. Table 3.1 provides a comparison between the number of multiplications required by the FFT and
the one by direct evaluation [11].

3.4 Frequency-Domain Transient Analysis

The time-domain description of power systems for the analysis of transients is through relations involving
integrals, differentials and convolutions. In the frequency domain these relations take an algebraic
form. FD transient analysis is performed first by building a system model in the Fourier [12], Laplace
[13] or Z domain [14-16], and then FD transient responses are obtained solving the corresponding
algebraic relations. Finally, the TD-response waveforms are derived from their FD counterparts by
applying the corresponding inverse transform. An additional advantage of FD methods is that often
system elements are synthesized in the frequency domain; their incorporation into FD system models is
thus direct.

The FD technique described next is referred to as the numerical Laplace transform (NLT) [17, 18].
It is very robust and offers unprecedented numerical accuracy. First, the problems associated with
the numerical inversion of the Fourier transform are addressed. Then, the processes developed in the
solution of these problems lead in a natural way to the NLT technique. Finally, the usefulness of NLT is
demonstrated with two application examples.

3.4.1 Fourier Transforms and Transients

Consider that the spectrum of a transient signal is available as N samples of the form Y(mAQ), with m =
-N/2,...,-1,0, 1, N/2-1. To obtain the corresponding TD waveform y(¢), the inverse Fourier integral
(3.21b) is approximated numerically as follows:

AQ (N/2)-1
Y=y (=" D Y (mAQ) A, (3.39)
4 m=-N/2

This approximation involves two steps. The first is the truncation of the integration range of Q in
(3.21b), from the infinite range [-o00,00] to the finite one [—€2,,,€,,]:
Qy

y) =y, (z):zi / Y (Q) &¥dQ (3.40a)
T

-Qy
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with
Q= AQ X (N/2). (3.40b)

The second step is the discretization of the integrand, both in (3.21b) and in (3.40a). Continuous
variable Q is replaced by the discrete one, mAQ. In addition, Y(Q) and &¢/* are represented by their
samples at these discrete values. Then, the application of rectangular integration to (3.40a) yields (3.39).

A detailed analysis of the two steps, truncation and discretization, is provided below.

3.4.1.1 Frequency Range Truncation

Expression (3.40a) is equivalent to [19]

)

7= o / Y (@) Hy (@ 6%, (3.41)
T
with
1, 1Q<Q,
Hp(Q) = . (3.42)
0, 19>Q,

Hi(L) is a rectangular (truncation) window and is plotted in Figure 3.15(a). Its time domain image is
given by the following expression and is plotted in Figure 3.15(b):

Q,,\ sin (QMt)
hyO==—) ———— 3.43
r () < o ) (QMZ) ( )

Figures 3.15(a) and (b) should be compared with Figures 3.13(a) and (b). Note from Figure 3.15(b)
that the zeros of h(f) occur at regular intervals of size 7, = 7/(2€,,). If the truncation frequency Q,, is
made larger (i.e. wider bandwidth), the main lobe of /4(7) becomes taller and, at the same time, narrower.
In the limit, as Q,, — oo, h,(f) approaches the impulse function §(¢) in much the same manner as with
R(?) in Figure 3.9(b).

N He(Q)

2At
(a) (b)

Figure 3.15 Rectangular (truncating) window: (a) frequency response H(€2); (b) time-domain image
hg(1).
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The time-domain relation between y(f) and its approximation y, () is obtained by applying the convo-
lution theorem to (3.41) to give

Y, () =y () * he (0). (3.44)

The effect of truncating the frequency range is observed at its best on signals with discontinuities.
Suppose that the original signal y(¢) is the unit step function u(z) defined as

0, t<0
u(t) = . (3.45)
1, t>0

Figure 3.16(a) provides a plot of u(r), while Figures 3.16(b) and (c) illustrate its convolution with
hg(t) as given by (3.43). The latter figure depicts the approximation to u(f) obtained by truncating its
spectrum. Four important features of this approximation should be noted. The first is that, as a filter, the
rectangular window is non-causal. It is clear from the comparison of Figures 3.16(a) and (c) that the
window output y,(f) starts responding before ¢ = 0; that is, before the input y(¢) = u(f) starts acting. The
second feature is that the discontinuity at = 0 is approximated by a continuous segment with a non-zero
rise time amounting to 0.42Az. The third is the presence of oscillations that are most pronounced near
the instant of the discontinuity. These oscillations are referred to as the Gibbs phenomenon. The fourth
feature is the overshoot after the discontinuity, which reaches a peak value in the order of 9.0%.

The step function approximation of Figure 3.16(c) is of special interest for transient analysis. Every
signal with an isolated discontinuity is equivalent to a continuous one with a superimposed step function.
A major concern in FD transient analysis is the 9.0% level of overshoot that cannot be decreased by
making the truncation frequency Q,, larger [7]. In practice, it is decreased and a better approximation
to y(#) is obtained by applying a smoothing filter. By observing that the Gibbs errors have an oscillation
interval ¢, = ©/€,,, one can see that an effective smoother is a sliding window of duration 7/, — see
Figure 3.16(c). For an improved estimate of y(¢), first the sliding window is centred at each point 7, of
the time range, then a weighted average is performed with all the values of y,(#) inside the window, next
the result of this average is assigned to the new estimate of y(f) at ¢, finally, the process is applied to all
values of 7 in the range.

Au(t)
Auu(tyd(t)

> /\Vn‘ ivf\ o >

=0 t t=0 f
(a) (b)
Sliding window
width:
T,=2/Cy

t

Figure 3.16 Effects of frequency truncation: (a) unit step function u(t); (b) convolving signals u(#) and
hg(1); (c) convolution result and sliding window.
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The Lanczos window is a smoothing filter that applies pure averaging (or constant weight) along its
aperture. Its frequency response is [19]

M7 Q| < Q,,
o, (@) =1 (7Q/Qy) (3.46)
0, Q1> Q,,.

Figure 3.17(a) shows a plot of ¢,(Q) that should be compared with the rectangular window in
Figure 3.15(a). This comparison shows that the time-domain averaging is equivalent to a continuous
and gradual truncation of the signal spectrum. The truncation of the spectrum of unit step (3.43) by the
Lanczos window results in the waveform plotted in Figure 3.17(b). It can be seen that Lanczos window
reduces the overshoot to 1.2%. This reduction comes at the expense of introducing a slightly larger delay
in the estimated signal; that is, the rise time amounts now to 0.73At.

A highly recommended window for transient analysis is the one by Von Hann (or Hanning). Apparently,
its use for this purpose was first proposed in [20]. The frequency response of the Hanning window is

cos (7 /Q
1+M, 1l <9Q,
oy () =14 2 2

0, Q> Q,

(3.47)

and the corresponding plot is shown in Figure 3.17(c). In addition to applying a continuous and gradual
truncation, o,(€2) presents a continuous first derivative at the cut-off frequencies +Q,,.

The Hanning window further reduces the overshoot to 0.63%; the rise time, however, is increased to
0.87At.

o (92
) Au(eyoi(t)

1.0 ' /

Dy 0 O ) i
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i

—Qy 0 Qy 5
(©)

Figure 3.17 Lanczos Window: (a) frequency response; (b) time response when applied to a step
function; (c) Von Hann or Hanning window.
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Figure 3.18 Example 3.2: (a) approximating square wave signal of Figure 3.5(c) by a partial Fourier
series with coefficients weighted by the Hanning window; (b) response of system in Figure 3.5(b)
obtained by the modified Fourier series.

Example 3.2  Consider again the transmission system described in Figures 3.5(a) and (b), as well as
the input signal in Figure 3.5(c). Again v,,(¢) is approximated by the finite Fourier series (3.10) with
K = 17. This time, however, the series coefficients are multiplied by o,(2) as given by (3.47). Figure
3.18(a) shows a plot of the reconstruction of v,,(¢) through partial series (3.10) with its coefficients further
modified by the Hanning window. Compare this plot with the one in Figure 3.6(a). Figure 3.18(b) shows
a plot of the new system output. Note the practical absence of the Gibbs errors and compare this last plot
with the one in Figure 3.6(b).

The finite Fourier series will approximate periodic waveforms by minimizing the power of the error
signal (i.e. least mean square error of the difference). However, a series approximation with minimum
overshoot error is preferable in transient analysis. The reason is that the main objective here is usually to
determine overvoltage and overcurrent levels.

3.4.1.2 Discrete Frequency Range

Consider now that a transient signal y(#) is to be synthesized from samples of its spectrum Y(€2), and

that the frequency range is not truncated. By applying rectangular integration in (3.21b), the following
approximation is obtained:

~ _ AQ S i(mMAQ)
YO =y (== N ¥ (mAQ) ey

m=—co

This expression is also obtained by multiplying Y(€2) by AQS6 ,,(€2) and applying the inverse Fourier
transform to the product. Recall from (3.26b) that 6,,(€) is a train of unit pulses placed at regular
intervals of length AQ along the frequency axis:

0

¥, () = % / Y (Q) {AQ > 5@ —kAQ)] PR

k=—00
—c0
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From (3.26a) and from the convolution theorem

o

y3<r)=/ [Z 6(r—kT)]y<t—r)dr,

k=—0c0
where T = 272/AQ. By exchanging the order between the integral and the summation, and by further
performing the integral, the following relation between y;(¢) and y(#) is obtained:

v; () = [Z v - kT)] (3.48)
k=—o0

This shows that the discretization of Y(£2) produces time-domain aliasing. As transient signals are
generally not time-limited, the question here is: what are the conditions to obtain good approximations
to y(7) by y;(?) given in (3.48)? Clearly, since y(?) is periodic the useful range of the approximation has
to be confined to the interval [0,T].

To address the previous question consider first the case of y(f) being a unit step u(f). According to
(3.48), direct sampling of its spectrum of u(f) results in an excessive aliasing error; that is, the value for
approximation y;(#) turns out to be infinite. Let now the unit step be multiplied by a damping exponential
[21]:

y(t) = u(t) x e

and the spectrum of the resulting function y(¢) be sampled. From (3.48):

©

Y=Y u(t—k)e (3.49)

k=—c0

Figure 3.19 depicts y;(?) as in (3.49). Notice that if attention is restricted to interval [0,77], y;(¥) is
composed only of y(f) and all its past replicas:

0

(= 2 u () e=<0kD

k=—c0

Reordering and then factoring terms gives

[

O =ume Y ()"

k=0

Figure 3.19 Aliasing effect on an exponentially decaying step function.
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This expression is a geometric series and 0 < =T < 1; hence

ys () =u()e™ (3.50)

l—e<T’

It follows from (3.50) that the aliasing error is given by the factor 1/(1 — e~<7). In addition, if e=7 <«
1, then

s zu@e (1+e"),
and the relative aliasing error is

IRNORI0

Ep = el (3.51)
' NO)

Finally, the original signal u(#) is recuperated with some aliasing error after multiplying y;(f) by
undamping exponential et as

u (t) =y (l) e'=u (t) +u (t) e—l,‘T'

This example illustrates the technique for controlling aliasing errors by introducing exponential
damping. Despite its simplicity, the case of a step function is highly relevant for transient analysis. Power
systems are composed by passive elements, so their natural responses are bounded, and mostly decaying.
One can therefore assume that the step function is a good representative of the worst case of natural
responses and of excitation signals. A highly convenient form to introduce the damping coefficient ¢ in
FD transient studies is by working directly in the Laplace domain. The result in (3.51) is useful for fixing
this coefficient that is incorporated in the Laplace variable as s = ¢ + jQ.

3.4.2  Fourier and Laplace Transforms

While the Fourier transform is appropriate for steady-state analysis, the Laplace transform is far better
suited for transient studies. It is thus convenient to establish the relationship between these two transforms.
Many signals of practical interest are not of energy, and their Fourier transforms cannot be assured. Often,
however, when these signals are damped by a decaying exponential factor — as has been shown above —
the Fourier transform becomes applicable.

Consider a signal x(#), along with the modification

Xprop () = x() X u(r) X e, (3.52)

Assume that x,,,,(?) is an energy signal and obtain its Fourier transform as

Xuop (Q) = / x(Ou(t)e e ¥dt = / x (1) eV gy, (3.53)
oo 0

By introducing the Laplace variable s = ¢ + j€ we obtain

©

Xyop Gc =) = /x(t)e"”dt.

0
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Based on this last result, the one-sided Laplace transform is introduced as [8]

<)

X (s) = / XOedt = Xyyop (). (3.54)

0—

Note that the lower bound of the integral is taken as ‘O-". This choice is convenient for resolving
ambiguities that can arise from signals with a discontinuity at # = 0 [8]. Such discontinuities occur
commonly in transient analysis.

The corresponding Laplace inversion integral is now obtained. First, the inverse Fourier transform is
applied to (3.53) as

x(Ou(t)e™ = i / Xyrop (Q) €44Q. (3.55)

Then, both sides of (3.55) are multiplied by e“’. Next, the Laplace variable s = ¢ + jQ is introduced
and the assumption is made of x(¢) being zero as ¢ < 0. Finally, all these changes lead to the inverse
(one-sided) Laplace transform

c+joo

x() = %ﬂj /XZ(s)e”ds. (3.56)

c—joo

For ease of notation reasons, here as in most texts on the subject the symbol X() is hereafter used
indistinctly to denote the Laplace or the Fourier transform of x(7). To avoid the confusion that this may
bring, the strong recommendation is made to always keep in mind that X(s) is a shorthand notation for
X ()in (3.54) and in (3.56).

3.4.3 The Numerical Laplace Transform

One of the major advantages of analysing transients in the frequency domain is that signal relations
involving integrals, derivatives and convolutions become algebraic expressions. For practical analysis,
Fourier and Laplace transforms must be applied in discrete form, and it has been shown already that
FD discretization produces TD aliasing errors. These errors can be controlled by introducing a damping
coefficient, and this is most conveniently done with the Laplace transform.

Now let X(s) denote the (one-sided) Laplace transform of transient signal x(#). A first approximation
to the numerical solution of the inverse Laplace transform (3.56) is

W/2)-1
x(nAr) = AQ 2 X (¢ + jmAQ)eAgmARA =0 1, 2,..., N—1. (3.57)
27 m=—(N/2)

In agreement with the principle of conservation of information, the number of TD samples in (3.57) has
been made equal to N, which is the number of samples in FD. In addition, N determines the observation
time for x(¢) as

T = NAt. (3.58)
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Recall that a maximum value for the observation time has already been established by virtue of 7'
being the repetition (or aliasing) period in (3.48):

T =2n/AQ (3.59)
The combination of (3.58) and (3.59) yields the relation
AtAQ =27z /N. (3.60)

The introduction of (3.60) into (3.57) yields

e”"A’ 1 *2 . 2xjmn/N
x(nAf) = = Y X(c+jmAQ)e™ n=01,2,...,N—1. (3.61)
At [N, &

Note in (3.61) that the term inside the braces is an IDFT. It is thus convenient to modify the summation
index as

emA

At

; N-1 )
x(nAr) = [% ZX (¢ +jmAQ) ez”f’""/N] n=0,1,2,..., N—1, (3.62)
m=0

where, for m > N/2
X (c +jmAQ) = X" (¢ +j(N — m)AQ),

and X*() denotes the complex conjugate of X().
To minimize the Gibbs (frequency truncation) errors in (3.62), the discrete FD samples X(c + jmAQ)
are multiplied by a data window. The Hanning window is recommended here [20], and:

cnAt
x(nA) = i { [X (c + jmAQ) X 6y (mAQ)] ;(1]} : (3.63)
where ifft stands for inverse fast Fourier transform.

This expression is the inverse numerical Laplace transform. Note that the summation of (3.62) is
performed in (3.63) through the FFT algorithm. Aliasing error minimization is attained here by a proper
choice of damping coefficient c.

It follows from (3.51) that the relation between the overall relative aliasing error and the damping
coefficient is

c= —[loge (eml)]/T. (3.64)

Ideally, one would like to specify an arbitrary small value for €,,,, but there are practical limits to this.
For the frequency sampling used in (3.57), Wedepohl reports in [18] the following rule, which has been
found by experience,

€, = 1/N. (3.65)

In summary, numerical Laplace transform inversion is attained through (3.63). In practice, we have to
choose two or at most three parameters to apply this expression. By setting the maximum observation
time 7, the frequency resolution AQ is fixed automatically by (3.59). Choice of maximum or cut-off
frequency Q,, automatically determines At as the Nyquist sampling interval in (3.28a). In power system
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Figure 3.20 Example 3.3: (a) excitation signal; (b) response.

analysis the bandwidth for the different types of transient events is generally well established. As T and
At (or Q,; and AQ) are given, the number of samples N is determined. When N is not of the form 2/, it
is recommended here to choose the next largest value that is an integer power of 2. To select a suitable
value for damping coefficient ¢, recommendation is made here for the use of Wedepohl’s relation (3.65).
As an observation time 7 is being set for a specific analysis, we have to take into consideration that 3—5%
of the last samples obtained by (3.58) are useless due to amplification of runaway aliasing and Gibbs
errors.

3.4.4 Application Examples with the NLT

Example 3.3  Consider again the transmission line studied in Example 3.1. The line data is given in
Figure 3.5(a), and the longitudinal layout is provided by Figure 3.5(b). This time, however, the line is
terminated in a three-phase open circuit and the input signal is a step function starting at = 0. Unlike
Example 3.1, the system response now includes a transient component. Figure 3.20(a) depicts the input
step function, while Figure 3.20(b) shows the far-end response obtained with the NLT using N = 2048
samples. In Figure 3.20(b) observe the response delay due to the travel time of the line. Observe also the
transient oscillations caused by the reflection at the line open end. Note that the oscillation period is four
times the line travel time.

Example 3.4  Figure 3.21(a) shows the connection diagram for the line in Figure 3.21(b) [22,23]. The
transient recovery voltage of switch ¢, is to be obtained. The simulation starts at t = 0, with the simulta-
neous phase energizing and with a permanent fault at the line end. The fault condition is represented by
the three 0.1 Q shunt resistances. After 2 ms of energizing, the switches open simultaneously.

The transient recovery voltage at switch ¢, is shown in Figure 3.21(c) as calculated with the NLT
using a resolution of Az = 20 ps. Figure 3.21(c) shows also the results obtained with the EMTP using
the FD line model with two integration steps: At =20 pus and Az =2 ps. It can be observed in this figure
that when the resolution of Az = 20 us is used, the NLT and EMTP result differ substantially. As the
resolution is increased ten times in EMTP (At = 2 us), the result becomes closer to the one with the
NLT. It should be stressed here that essentially the same results are obtained by using the universal line
model (ULM) [24] with the EMTP.

Currently, the NLT cannot produce sequential real-time and off-line simulations. In these cases, we
have to rely on advanced TD-EMTP models. Nevertheless, this last example illustrates the form in which
frequency-domain methods assist in the development and fine-tuning of EMTP study cases.

3.4.5 Brief History of NLT Development

In addition to the NLT technique that is described here, various other methods have been developed for
applying Laplace transforms to transient system analysis. The one presented in [13] deserves special
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Figure 3.21 Example 3.4: (a) system Layout; (b) line data; (c) comparing NLT and EMTP results:
NLT (At = 20 ps), EMTPI (A7 =2 ps), EMTP2 (Ar = 20 ps).

attention, although it still is at a very early stage of development. The technique described here originated
in the early 1960s by the works of Mullineux et al. [21, 25, 26]. It then evolved in the late 1960s through
the work of Wedepohl et al. [27-30]. At that time, the technique was referred to as the modified Fourier
transform. In the early 1970s, Ametani introduced the use of the FFT algorithm [31]. In the late 1970s,
Wilcox produced a systematic view of the methodology relating it to Laplace transform theory, and he
provided important criteria for its practical application [17]. In the early 1980s, Wedepohl introduced
into the technique further refinements that have enabled very high accuracy [18]. More recent work on
the NLT can be found in [10, 11, 15, 20, 22,23, 32-34].

3.5 Multirate Transient Analysis

Consider a large network in which two regions can be distinguished: region 1 with an ongoing fast
disturbance and region 2 with operation close to the steady state. The network may be conveniently
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Figure 3.22 Subdivision of a large network into two regions operating with different dynamics.

subdivided for its analysis in these two regions as illustrated in Figure 3.22. The interface between the
regions is through the exchange variables x(7) and y(7). The first conveys the necessary information from
the fast to the slow dynamics region. The second carries this information from the slow to the fast region.
The network can be simulated digitally with two different sampling rates. A high rate Fyg = 1/At, is
assigned to the simulation of region 1 and it has to be in agreement with its fast dynamics. The other is a
slower rate Fyg = 1/At, used for region 2. In practical situations these two rates can be up to three orders
of magnitude apart, and the savings in computational time make it highly attractive to pursue two-rate
and even multirate simulation techniques.

Signal x(¢) is produced by the ongoing processes in region 1. Digital simulation of this region delivers
a discrete version of x(¢) as

xy(n) =x(nAt,) n=0,1,2,....
The spectrum of x,(n), denoted here as X,(€2), has to be periodic with repetition interval 2Q,,, =

27 Fy. This is illustrated in Figure 3.23(a). The maximum frequency €2y,, must be chosen sufficiently
high so that x,(n) provides an accurate representation of x().

XAQ)
O Qo Q
(a)
XALY)
ﬂ’ SZ_-_-., Q sz’.'._. ;’EW Q
(©) (d)

Figure 3.23 (a) Spectrum of signal x,(n); (b) spectrum of x,(n) after decimation by an L-factor; (c)
filtering of by an ideal filter; (d) spectrum of x,(n) after being filtered and before decimated.
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Consider now that the samples of x () are produced at the rate Fyg. Region 2 simulation cannot accept
all these samples, as it runs at the lower rate Fyg. Suppose that Fyg is L times faster than F,, or that
time-step Aty is L times larger than At,. Signal x,(n) must thus be decimated by an L-factor; that is, for
every L samples of x,(n) one is kept and the other L — 1 are discarded. A new signal x/,(n) = x,(nL) is
produced by this decimation process that is represented as

(I L) x4(n) = x)(n) = x4(nL).

The spectrum of x/,(n) is a further periodization of X,(Q), now with a repetition interval 2Q,, =
2Qy,,/L. Figure 3.23(b) illustrates this, and it can be seen that aliasing errors could be severe. To avoid
these errors, signal x,(n) should be filtered before the decimation [35]. Figure 3.23(c) illustrates the
filtering of x,(n) by an ideal low-pass filter (LPF). Now the maximum frequency of the filtered signal
is Qy,,. Figure 3.23(d) shows the spectrum of the new signal after being decimated by an L-factor —
note the absence of aliasing. Although ideal filters are non-realizable, good results can be obtained in
practice from a real filter with cut-off frequency Q,,, and with sufficient attenuation in its transition
band [35].

Concerning signal y(f), being produced by the ongoing processes in region 2, suppose that it is
reproduced in discrete form as y,(n) by digital simulation. The following time-step is used:

Aty =1 /Qyy
with Qy,, = Qy, /L. Hence
y4(n) =y(nAr) n=0,1,2,....

In the same form as with signal x,(n), the spectrum of y,(n) is periodic with repetition interval 2Q,,,.
This is depicted graphically in Figure 3.24(a). The samples of signal y,(n) are produced at a much
lower rate than that required by region 1 simulation. The rate of y,(n) has to be increased L times by
interpolating L — 1 samples in between every two consecutive values. The interpolation is performed
conveniently first by inserting L — 1 zeros between the consecutive samples, and then by low-pass filtering
the new signal with cut-off frequency Q,,, [35]. The process of interpolation is represented as

ys(m/L) n=0,+L +2L,...
(TL)yd<n>=y;<n)={ !

0 otherwise

The insertion of zeros in y,(n) increases the signal sampling rate by L times without modifying the
information content of the signal. This means that now the repetition interval is 2Q,,, and the effective
bandwidth has been increased to +€y,,. This new bandwidth is also marked in Figure 3.24(a). Note that

MN /Y‘\](Q)

0, |r sz,u Oy, Qs Q

2£2\” I I‘—I“gz.‘."l.’ _.|

(a) (b)

Figure 3.24 (a) Spectrum of signal y,(n); (b) spectrum of signal y,(n) after the interpolation and
filtering processes.
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Figure 3.25 Interconnection of a two-rate process with an interface to avoid aliasing errors.

the spectral components outside the range +€2y,, are unwanted aliasing replicas. Their removal by an
ideal LPF with Q,,, cut-off frequency is illustrated in Figure 3.24(b).

Finally, Figure 3.25 provides a modification to the diagram of Figure 3.22, where the required interfaces
have been included to avoid the aliasing errors that would otherwise be caused by interconnecting two
simulation processes running at different rates. This interfacing is based on the assumption that the faster
rate is an integer multiple of the slower one.

3.6 Conclusions

Transient analysis of power systems can be done by different methods, in either the time domain or the
frequency domain. It has been stated here that time-domain methods, such as the EMTP, are the most
used in practical applications. Two important reasons for this are (1) they are easier to understand and
apply to a very wide class of problems, and (2) their requirements in terms of computation resources are
moderate. However, it has been shown here that frequency-domain methods are valuable complements
to the time-domain ones. Most times, power system element models and power system equivalents
are synthesized in the frequency domain, and their frequency-domain analysis can attain unmatched
numerical accuracies. Frequency-domain methods can thus be used to verify and fine-tune the time
domain models and procedures.

The increasing size and complexity of modern power systems requires correspondingly more powerful
tools for analysis, and power system engineers must be well acquainted now with frequency-domain
analysis (FDA) and digital signal processing (DSP) disciplines. In this chapter, first FDA was introduced
as an extension of phasor analysis, as this is more familiar to power engineers. Then, the differences
between continuous time and discrete time FDA was examined. A central topic here is sampling theorem
and its implications in the simulation and analysis of power system transients. Next, the numerical
Laplace transform method for analysing power transients was explained and its application illustrated
by two examples. Finally, the possibility of conducting multirate transient analysis in the time domain
was examined through frequency-domain analysis.



70

Transient Analysis of Power Systems: Solution Techniques, Tools and Applications

Acknowledgement

The authors gratefully acknowledge the assistance of Octavio Ramos Leafios and Efrain Cruz Chan in
preparing the examples.

References

(1]
(2]
31
(4]
(51
(6]
(71
(8]
(9]
[10]
[11]
[12]
[13]
[14]
[15]
[16]
(171
(18]

[19]

[20]

(21]

[22]

Semlyen, A. and de Ledn, F. (1993) Computation of electromagnetic transients using dual or multiple time-steps.
IEEE Transactions on Power Systems, 8(3), 1274-1281.

Szczupak, J. (1999) Real time, oscillation free network digital simulation. Proceedings of International Confer-
ence on Power Systems Transients, Paper 032, Budapest, Hungary, June 1999.

Poller, M. and Schiemieg, M. (1999) Exploiting multiple timescale properties for fast simulation algorithms.
Proceedings of the 13th Power Systems Computation Conference, Trondheim, Norway, 1999.

Szczupak, J., Facerolli, S.T. and Guedes, K.B. (2003) Electrical network simulation by multirate parallel digital
filter structures. Proceedings of IEEE Power Tech Conference, Bologna, Italy, June 2003.

Zini, H. and Ratta, G. (2004) Multirate modeling scheme for electromagnetic transients calculation. IEEE
Transactions on Power Delivery, 19(1), 240-247.

Naredo, J.L., Guardado, J.L., Gutiérrez-Robles, J.A., et al. (2009) Trends in the frequency domain analysis
of electromagnetic transients. Proceedings of IEEE Power & Energy Society General Meeting, Calgary, AB,
Canada, July 2009, pp. 1-5.

Hsu, H.P. (1970) Fourier Analysis, Simon & Schuster, Inc.

Proakis, J.G. and Manolakis, D.G. (2007) Digital Signal Processing. Principles, Algorithms and Applications,
4th edn, Prentice-Hall.

Lathi, B.P. (1992) Linear Systems and Signals, Berkeley Cambridge Press.

Ramirez, A., Gémez, P., Moreno, P. and Gutiérrez, A. (2004) Frequency domain analysis of electromagnetic
transients through the numerical Laplace transforms. Proceedings of IEEE Power Eng. Society General Meeting,
June 2004, pp. 1136-1139.

Naredo, J.L., Gutiérrez, J.A., Uribe, EA., et al. (2007) Frequency domain methods for electromagnetic transient
analysis. Proceedings of IEEE Power Eng. Society General Meeting, Tampa, FL, June 2007, pp. 1-7.
Gustavsen, B. (2005) Validation of frequency-dependent line models. IEEE Transactions on Power Delivery,
20(2), 925-933.

Vlach, J. and Singhal, K. (2003) Computer Methods for Circuit Analysis and Design, 2nd edn, Kluwer Academic
Publishers.

Humpage, W.D. and Wong, K.P. (1982) Electromagnetic transient analysis in EHV power networks. Proceedings
of the IEEE, 70(4), 379-402.

Watson, N.R. and Irwin, G.D. (2000) Comparison of root-matching techniques for electromagnetic transient
simulation. IEEE Transactions on Power Delivery, 15(2), 629—-634.

Noda, T. and Ramirez, A. (2007) z-Transform-based methods for electromagnetic transient simulations. /[EEE
Transactions on Power Delivery, 22(3), 1799-1805.

Wilcox, D.J. (1978) Numerical Laplace transformation and inversion. International Journal of Electrical Engi-
neering Education, 15, 247-265.

Wedepohl, L.M. (1983) Power system transients: Errors incurred in the numerical inversion of the Laplace
Transform. Proceedings of the Twenty-Sixth Midwest Symposium on Circuits and Systems, pp. 174—178.
Day, S.J., Mullineux, N. and Reed, J.R. (1965) Developments in obtaining transient response using Fourier
transforms. Part I: Gibbs phenomena and Fourier integrals. International Journal of Electrical Engineering
Education, 3, 501-506.

Naredo, J.L., Moreno, P., Guardado, J.L.. and Gutiérrez, J.A. (1998) The numerical Laplace transform as a
tool for research and development in electrical engineering (in Spanish). Proceedings of the 2nd International
Conference on Electrical and Electronics Conference, Aguascalientes, Mexico, September 1998.

Day, S.J., Mullineux, N. and Reed, J.R. (1966) Developments in obtaining transient response using Fourier
transforms. Part II: Use of the Modified Fourier transform. International Journal of Electrical Engineering
Education, 4, 31-40.

Gomez, P., Moreno, P., Naredo, J.L.. and Guardado, J.L. (2003) Frequency domain transient analysis of transmis-
sion networks including nonlinear conditions. Proceedings of IEEE PowerTech Conference, Paper BPT03-115,
Bologna, Italy, June 2003.



Frequency Domain Aspects of Electromagnetic Transient Analysis of Power Systems 71

[23]

[24]

(25]

[26]
[27]
(28]
[29]
(30]
[31]

[32]

[33]

[34]

[35]

Moreno, P., Gémez, P., Naredo, J.L. and Guardado, J.L. (2005) Frequency domain transient analysis of transmis-
sion networks including nonlinear conditions. International Journal of Electrical Power and Energy Systems,
27(2), 139-146.

Morched, A., Gustavsen, B. and Tartibi, M. (1999) A universal model for accurate calculation of electromagnetic
transients in overhead lines and underground cables. I[EEE Transactions on Power Delivery, 14(3), 1032-1038.
Day, S.J., Battisson, M.J., Mullineux, N. and Reed, J.R. (1968) Developments in obtaining transient response
using Fourier transforms. Part III: global response. International Journal of Electrical Engineering Education,
6, 259-265.

Mullineux, N. and Reed, J.R. (1973) Developments in obtaining transient response using Fourier transforms:
Part IV: survey of the theory. International Journal of Electrical Engineering Education, 10, 259-265.
Wedepohl, L.M. and Mohamed, S.E.T. (1969) Multiconductor transmission lines. Theory of natural modes and
Fourier integral applied to transient analysis. Proceedings of the IEEE, 116(9), 1553—-1563.

Wedepohl, L.M. and Mohamed, S.E.T. (1970) Transient analysis of multiconductor transmission lines with
special reference to nonlinear problems. Proceedings of the IEEE, 117(5), 979-988.

Wedepohl, L.M. and Indulkar, C.S.I. (1975) Switching overvoltages in short crossbonded cable systems using
the Fourier transform. Proceedings of the IEEE, 122(11), 1217-1221.

Wedepohl, L.M. and Indulkar, C.S.I. (1979) Switching overvoltages in long crossbonded cable systems using
the Fourier transform. IEEE Transactions on Power Apparatus and Systems, 98(4), 1476-1480.

Ametani, A. (1973) The application of the fast Fourier transform to electrical transient phenomena. International
Journal of Electrical Power and Energy Systems, 10, 277-287.

Uribe, F.A., Naredo, J.L., Moreno, P. and Guardado, J.L. (2002) Electromagnetic transients in underground
transmission systems through the Numerical Laplace Transform. International Journal of Electrical Power and
Energy Systems, 24(3), 215-221.

Moreno, P. and Ramirez, A. (2008) Implementation of the Numerical Laplace Transform: A review. IEEE
Transactions on Power Delivery, 23(4), 2599-2609.

Goémez, P. and Uribe, FA. (2009) The Numerical Laplace Transform: An accurate technique for analyzing
electromagnetic transients on power system devices. International Journal of Electrical Power and Energy
Systems, 31(2-3), 116-123.

Strang, G. and Nguyen, T. (1997) Wavelets and Filter Banks, Wellesley-Cambridge Press.



4

Real-Time Simulation
Technologies in Engineering

Christian Dufour and Jean Bélanger

4.1 Introduction

Real-time simulators have always been used to design and test control and protection equipment perfor-
mance before their installation on actual power systems. Protection and control equipment was usually
interfaced with analogue benches emulating the real power systems in order to perform tests under
realistic steady-state and faulty operating conditions. Actual control systems as well as analogue benches
were, by definition, operating in real time, meaning that control and protection systems under test were
exchanging signals at the same speed as when the tested equipment was installed on the actual power
systems. The same technique was and is still applied in all industries including automotive, aircraft
and aerospace.

Over the past two decades, commercially available computers have become both increasingly powerful
and more affordable. This, in turn, has led to the emergence of highly sophisticated simulation software
tools enabling high-fidelity real-time simulation of dynamic systems, as well as of fast electromagnetic
transients (EMT) expected in electrical and power electronic systems. The consequence is that several
expensive analogue test benches and simulators have been replaced by more affordable, very flexible
and accurate, fully digital real-time simulators (RTS). The RTS can then be connected in closed-loop
with control and protection systems under design and test, as was the case with former analogue
simulators. This is called hardware-in-the-loop (HIL) simulation and test. Of course, the RT'S must have
the bandwidth and the very small latency required to simulate the high-frequency components of the
phenomena that can affect the performance of the control and protection systems under test. The RTS
must then have the ability to simulate all phenomena within a specified time-step, from s to milliseconds,
depending on the application, as discussed in following sections. But in all cases, the RT'S must maintain
its real-time performance, that is, all signals must be updated exactly at the specified time-step. Otherwise,
an overrun or a failure to update its outputs and inputs at the specified time-step will cause unacceptable
signal distortion affecting the performance of the equipment under test. Consequently, at the terminals
of systems under test, we should not be able to see any difference between the signals generated by the
simulator and the real plant systems within a specified bandwidth.
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Automatic code generation tools are used in conjunction with the current generation of a real-time
simulators for implementation in industrial controllers. These simulation software tools, including off-
line and real-time tools as well as automatic code generators, form the basis of the ‘model-based design’
paradigm; a control design methodology that is centred on the use of reference system models and
simulation at each design step. In the model-based design (MBD) approach, described in greater detail
in the next section, initial modelling and requirements, early controller prototypes, production code
generation, production controller testing and integration are all derived from reference models. The
approach aims to accelerate the design cycle and reduce total design cost through the early detection
of design flaws and other problems. In the automotive industry in particular the MBD method is a de
facto standard. MBD is also quickly gaining acceptance and being adopted by design engineers in many
different industries.

Real-time controller prototypes, whose development is based on automatic code generation, are being
used in many engineering fields and applications, such as aircraft flight control design and validation,
industrial motor drive design, complex robotic controller design and power grids. In several cases, the
same controller code used for the prototyping phase is also used for the final hardware implementation.

The controller developed for these applications can be tested with scaled-down analogue benches, as
was common 15-20 years ago. However, these applications can now benefit from the use of fully digital
real-time simulators in a number of ways:

® Real-time simulation produces a set of requirements and specifications that can be used by all
teams/subcontractors involved in a project.

® |t enables testing of prototypes and actual controllers at or beyond their normal operating limits
without the risks involved in testing real devices connected to the actual systems being controlled,
especially when high power levels are present. It is easier and less risky to test fault responses on a
simulated plant model.

® The simulation acceleration factor obtained by the use of compiled code (instead of the interpreted
code used by most simulation tools), as well as by specialized parallel electrical solvers and hardware,
enables the realization of rapid batch simulations. More tests can be done in less time.

Fast and real-time simulation can be used for statistical studies using the Monte Carlo simulation method
for power grid applications such as finding the statistical distribution of amplitude of overvoltages and
overcurrents caused by a series of random events. This analysis can be performed with prototypes or
actual fast controller and protection equipment connected to the simulator (HIL). Data fitting/curve
matching in the case of aircraft dynamic model parameter identification is another example of the use of
fast simulation.

4.2 Model-Based Design and Real-Time Simulation

Model-based design is an engineering process that addresses problems associated with the design of
complex systems, and it is based on the extensive use of models and simulation at each design phase.
MBD is a methodology based on a workflow known as the ‘V’ diagram, as illustrated in Figure 4.1.
It allows multiple engineers involved in a design and modelling project to use models to communicate
knowledge of the system under development in an efficient and organized manner.

The left side of the V-cycle leads to the development of a production-type controller. The right side
consists of steps to deploy this controller gradually until the final release.

MBD offers many advantages. By using models, a common design environment is available to every
engineer involved in creating a system from beginning to end. Indeed, the use of a common set of
tools facilitates communication and data exchange. Reusing older designs is also easier because the
design environment can remain homogeneous through different projects. In addition to MBD, graphical
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Figure 4.1 Model-based design workflow.

modelling tools, such as the SimPowerSystems toolbox for Simulink from The MathWorks, simplify the
design task by reducing the complexity of models through the use of a hierarchical approach.

Most commercial simulation tools provide an automatic code generator (ACG) that facilitates the
transition from controller model to controller implementation. The added value of real-time simulation
in MBD emerges from the use of an ACG, which translates graphical simulation models into C code.
By using an ACG with a real-time simulator, a hardware prototype of the controller — this is called
rapid control prototyping (RCP) — can be implemented from a model with minimal effort. The prototype
can then be used to accelerate integration and verification testing, something that cannot be done using
off-line simulation. The same holds true for HIL testing. By using an HIL test bench, test engineers
become part of the design workflow early in the process, sometimes before an actual plant becomes
available. For example, by using the HIL methodology, automotive test engineers can start testing of a
car or power system controller before a physical test bench is available. Combining RCP and HIL, while
using the MBD approach, has many advantages:

® Design issues can be discovered earlier in the process, enabling required trade-offs to be determined
and applied, thereby reducing development costs.

® The development cycle duration is reduced, due to parallelization in the workflow.

® Testing costs can be reduced in the mid to long term since HIL test setups often cost less than
physical setups, and the real-time simulator can typically be used for multiple applications and
projects.

® Test results are more repeatable because real-time simulator dynamics do not change through time the
way physical systems do.

® [t can replace risky or expensive tests that use physical test benches.

4.3 General Considerations about Real-Time Simulation
4.3.1 The Constraint of Real-Time

The most important aspect of real-time simulation technologies is that they need to make their compu-
tations fast enough to keep up with real-world time. Moreover, this constraint must be respected at all
times and, specifically in terms of solvers, at all time-steps. This means that the solver used to compute
the equations of the phenomenon under study must be optimized with this in mind.
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Typically, the differential-algebraic equations (DAE) of the simulated system will be discretized and
computed along a sequence of equal time-spaced points. Then, all these points must be computed and
completed within the specified time-step. If a time-step is not completed in time, we get what is called
an ‘overrun’, meaning that the simulated process is late compared to real time. Such overruns create
distortion of the waveforms injected into the controller under test, which is not acceptable.

4.3.2  Stiffness Issues

One other problem that occurs in simulating electric circuits is that their equations often exhibit stiffness.
Stiffness occurs when one simulates a DAE with a spread in the eigenvalues or natural frequencies — let’s
say high, medium and low — but with a special interest in the medium or ‘mid-range’ bandwidth phe-
nomena. Non-stiff solvers (e.g. explicit Runge—Kutta) will be unstable because of the higher-frequency
components of the DAE. In other words, to simulate these systems with a non-stiff solver, you will
be forced to adapt the time-step to the higher frequency component, and the simulation will become
extremely long for the frequency of interest. But a certain category of solvers called ‘stiff solvers’ are
able to ‘cut through’ the high-frequency components and be less influenced by frequency components
that are higher than the sampling frequency. Mathematically speaking, the solver stiffness property refers
to A-stability or L-stability.

For power systems switching transient studies, people are typically interested in components below
2 kHz. But the equations may have eigenvalues in the MHz range that cannot easily be eliminated. For
example, modelling switches with small and high resistance values to simulate the on and off states have
a tendency to create stift systems. This is why most power system simulator solvers are based on the
A-stable order-2 trapezoidal rule of integration, as in RTDS [1] or Hypersim [2]. However, in most cases
users must still use snubber resistors and capacitors across the switches to improve numerical stability.

The order-5 L-stable discretization rules of ARTEMiS [3] are, however, more stable for many situ-
ations. Because of its higher order, ARTEMiS order-5 is usually more accurate than an order-2 solver
for the same time-step value. Such features enable the use of larger time-step values, which facilitate
real-time simulation of difficult cases. Furthermore, while the trapezoidal integration rule can be applied
with the classic nodal technique used in most simulation tools, higher-order solvers like ARTEMIiS order-
5 can only be used with a state-space formulation as in the state-space-nodal (SSN) solver algorithm
of ARTEMIS.

4.3.3  Simulator Bandwidth Considerations

Another important aspect of a real-time simulator is its bandwidth; the definition of the simulation (the
selected time-step) must be compatible with the speed or bandwidth of the phenomena that we want to
simulate. For example, simulating electric circuits requires a much smaller time-step than mechanical
ones because the former is much faster by nature. This is one reason why electrical systems are difficult
to simulate: their bandwidth is high, imposing smaller time-steps and thus more powerful computers are
needed to simulate them.

Because the simulation is a sampled process, the appropriate bandwidth of a simulator refers to the
Shannon theorem, which requires a minimum of two samples within the period of the largest frequency
of interest. But in practice, the simulation sampling frequency (inverse of the time-step) will be selected
between 5 and 10 times the frequency of the phenomenon that the user wants to study.

4.3.4  Simulation Bandwidth vs. Applications

Figure 4.2 outlines typical time-step and computing power requirements for a variety of applications.
The left side of the chart illustrates mechanical systems with slow dynamics that generally require a
simulation time-step between 1 and 10 ms, using the rule of thumb that the simulation step should be
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Figure 4.2 Simulation bandwidth by application.

smaller than 5-10% of the smallest time constant of the system. A smaller time-step may be required to
maintain numerical stability in stiff systems. When friction phenomena are present, simulation time-steps
as low as 100-500 pus may be required.

It is a common practice with EMT simulators to use a simulation time-step of 30-50 us to provide
acceptable results for transients up to 2 kHz. Because greater precision can be achieved with smaller
time-steps, simulation of EMT phenomena with frequency content up to 10 kHz typically requires a
simulation time-step of approximately 10 us.

Accurate simulation of fast-switching power electronic devices requires the use of very small time-
steps to solve system equations. Off-line simulation is widely used, but is time-consuming if no precision
compromise is made on models (i.e. the use of average models). Power electronic converters with a
higher PWM carrier frequency in the range of 10 kHz, such as those used in low-power converters,
require time-steps of less than 250 nanoseconds without interpolation, or 10 ps with an interpolation
technique. AC circuits with higher resonance frequency and very short lines, as expected in low-voltage
distribution circuits and electric rail power feeding systems, may require time-steps below 20 ps. Tests
that use practical system configurations and parameters are necessary to determine minimum time-step
size and computing power required to achieve the desired time-step.

4.3.5 Achieving Very Low Latency for HIL Application

One of the main applications of real-time simulators is to develop and test protection and control
systems by interconnecting the equipment in closed-loop with the simulator. This is called Hardware-In-
the-Loop (HIL) or Controller-in-the-Loop (CIL). In such application, the total system must react like
the real system, implying that the simulator delays are small compared to the delays and time constant
of the actual controller, which is usually the case for typical thyristor-based power electronic controllers
when the simulator time-step values are 25 to 50 ps.
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However, the use of fast voltage source converters with PWM frequency larger than 10 kHz as well as
modular multilevel converters (MMC) with a very large number of levels may require time-step values
below 1 to 2 ps to achieve a total latency below 2—4 us. The latency is defined as the time elapsed
between the IGBT firing pulses sent by the controller under tests and the reception, by the controller, of
voltage and current signals sent back by the simulator. Reaching such a low latency requires the use of
field programmable gate array (FPGA) chips that are available in most modern simulators.

4.3.6 Effective Parallel Processing for Fast EMT Simulation

Conventional off-line simulation tools such as EMTP, EMTP-RV, ATP and PSCAD typically use only one
processor to compute the total system, which means that the time to compute one time-step can exceed
the wall-clock time when the size of the simulated system increases. However, real-time constraints also
require the use of highly optimized solvers, taking advantage of parallel processing to reach the specified
time-step, even if the complexity and size of the simulated system increases.

An important improvement in simulation speed was achieved in the 1990s by using the transmission
lines modelled with distributed parameters to make the admittance matrix block-diagonal, creating
subsystems that can be solved independently of each other. This property allows the network to be
divided into subsystems with smaller admittance matrices which can be solved in much shorter time.
The resulting simulation model structure is illustrated in Figure 4.3 where the line equations serve as
links between the decoupled set of equations.

However, the effective implementation of this technique implies that the processing time for data
exchange between processors is much smaller than the time used to simulate each subsystem. Fifteen
years ago, only high-end commercial or very expensive custom-made supercomputers were able to
implement such parallel simulation effectively with time-steps as low as 50 ps. The main impediment
was the difficulty in implementing a low-latency interprocessor communication capable of transferring
data with a delay below 50 us without overloading each processor. In the early 1990s, organizations
such IREQ (Hydro-Quebec’s R&D centre), EDF (ARENE simulator [4]) and Manitoba HVDC R&D
centres (and RTDS Technologies Inc.) developed their own custom-made supercomputers to implement
real-time digital parallel simulators. Such supercomputers were expensive to develop and maintain.

By contrast, ubiquitous PC and laptop computers are equipped with processors that have up to eight
cores. Standard PC servers can be equipped with up to 32 processor cores, tightly interconnected by a fast
shared memory. They are able to run several threads in parallel with fast interprocessor communication,
provided that the software uses these features.

Traditional EMT off-line simulation software packages, such as EMTP and PSCAD, are being modi-
fied by their respective development teams to take advantage of parallel processing. The EMT simulation
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Figure 4.3 Program execution structure for EMT parallel simulation.
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Figure 4.4 A multiprocessor desktop computer for fast simulation of complex systems.

software packages, Hypersim, eMEGAsim and RTDS, have been specifically developed, from the begin-
ning, to take advantage of parallel and distributed processing, with great improvements in simulation
speed. To perform this, Hypersim and RTDS partition the network at the connection points to transmission
lines, creating subsystems, as illustrated in Figure 4.3.

Hypersim and eMEGAsim generate C code for each subsystem and compile them individually. Linkage
is performed, depending on the commercial hardware used for the simulation, so that different executable
modules are generated to be assigned to different processor cores. In this way, the simulation speed is
increased according to the number of assigned processor cores.

Over the past 20 years, RTDS Inc. has developed ever-more-powerful custom computer boards
optimized for real-time simulation of power grids. At the same time, the same Hypersim EMT parallel
code has been ported from a custom supercomputer to the SGI supercomputer and now to standard
multicore PCs.

Figure 4.4 illustrates an example of a small but powerful four-core simulator that can simulate a power
grid with about 220 electrical nodes (single-phase) at 50 s, using a standard low-cost Intel i7 four-core
processor such as can be found in typical PCs. This small desktop simulator is also equipped with a
powerful Kintex-7 FPGA to simulate fast power-electronic converter systems and controllers with time-
step below 1 ps [5]. This setup can run a small system model in real time, for testing purposes, with HIL.

Although Hypersim is adequate for regular PCs, an interesting alternative for large, complex simu-
lations is to use server-grade multiprocessor computers, which are now available at costs comparable
to normal workstations. In this case, a 32-core Intel-based server can be used to simulate grids with
more than 2000 electrical nodes with hundreds of generators, transformers and loads and several HVDC
transmission systems with a time-step of 50 ps. This capability is very useful for integrating tests of
power grids equipped with several HVDC, FACTS and distributed generation.

For very large grids, Hypersim can also take advantage of large SGI supercomputers with hundreds
of processors cores. The ability to run the same simulation software on laptops or on commercial
servers, supercomputers and on the cloud is certainly an advantage for large utilities, R&D centres and
universities.

It must also be noted that using parallel processing for EMT simulation is essential not only for
real-time HIL simulation but also to accelerate simulation studies performed in off-line mode. A faster
simulation speed improves user interaction and enables the analysis of more contingencies in less time.
For such applications, Hypersim can take advantage of commercial or in-house cloud computing.

Of course, using hundreds of processor cores to simulate very large grids requires the use of efficient
and automatic processor allocation software to facilitate the use of such powerful parallel computers.
Hypersim provides this essential feature with the ability to calculate all initial conditions.
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4.3.7 FPGA-Based Multirate Simulators

The simulation of complex voltage source converters used in transmission and distribution systems such a
modular multilevel converter (MMC) — as well as fast converters found in distributed generation systems
such as PVs, wind farms and microgrids — often requires simulation time-steps below 1 ps. Such a small
time-step cannot be achieved by today’s standard computers. Specialized processor technologies such
as FPGA processors must be used for simulation time-steps down to 200 ns, and to interface simulation
results with external equipment using fast I/O converters. One such simulator architecture is that of
the OPAL-RT OP4500 simulator in Figure 4.4. In this case the slower subsystems are simulated with
a time-step of 10-50 us on standard Intel i7 processors, while the fast power-electronic systems are
simulated with a time-step below 1 us. A general nodal solver, called eHS (electrical Hardware Solver)
has been implemented directly on FPGA chips to facilitate the simulation of complex power electronic
systems [5,6]. Users can simply draw the circuit diagram, and the FPGA will automatically simulate it
without any need to learn complex FPGA programming.

A powerful multi-FPGA simulator has also been delivered for the real-time simulation of MMC
HVDC power grids using a total of 7500 MMC cell models and five converter terminals [7]. Such FPGA
simulators are interfaced with eMEGAsim and Hypersim multicore simulators to allow the simulation
of very large power grids, integrating fast power-electronic systems for transmission, distribution and
microgrid systems.

4.3.8 Advanced Parallel Solvers without Artificial Delays or Stublines:
Application to Active Distribution Networks

The parallel solver implementation described above is based on the availability of transmission lines
or cables to separate the system into small independent subsystems, which can be simulated within the
specified time-step, using only one processor. If the computational time for one of these subsystems
becomes too large because it has too many nodes, then the common practice is to add artificial delays to
enable parallel processing to reduce the computational time.

An artificial delay is usually implemented with a stub line, which is a line with its length adjusted to
obtain a propagation time of one time-step. Large capacitors and inductors can also be used to split a large
system into several smaller subsystems to take advantage of parallel processing. However, adding artificial
delays also adds parasitic series inductances and parasitic shunt capacitances. Users must then compare
results obtained without the addition of artificial delays using off-line simulation with results obtained
using the artificial delays to reach the specified time-step. These parasitic L and C can be tolerated in many
applications, depending on the values of these elements with respect to the other circuit impedances.
This technique is used successfully by users of RTDS, eMEGAsim and Hypersim for many cases.

However, in some cases, such as large distribution circuits simulated with several pi circuits, the
addition of artificial delays may be problematic because parasitic L and C will be large compared to
actual component values and therefore the standard decoupling methods cannot be used in distribution
systems. Simulating large converter systems interconnected with a large number of AC and DC switchable
filters may also be problematic to reach time-step values below 25 to 50 us even with the fastest
available processors. Steady-state and transient values may be affected by the addition of artificial
delays. Consequently, the use of circuit solvers that can simulate large circuits in parallel without adding
any parasitic L and C can be very useful to increase simulation speed and accuracy. This is the key
feature of the state-space-nodal algorithm described in detail in [3, 8].

SSN is a nodal admittance-based solver that allows us to minimize the number of nodes and thus
the size of the nodal admittance matrix. This, in turn, can help increase the speed of simulation because
the LU solution of the admittance equation requires a number of operations that is proportional to
N3, the cube of the size N of the nodal matrix. It does so by letting users choose the node locations and
the corresponding groups of elements.
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Figure 4.5 Comparison of node number for standard nodal admittance method and SSN.

As a simple example, we show the single-line circuit of Figure 4.5. In this circuit, the classic method
to build the nodal admittance matrix, using standard RLC branches, would result in 30 nodes. By
comparison, the SSN method can result in only three nodes. The reduction of the size of the nodal
admittance matrix comes with an increased complexity in the resulting SSN group equations (a group is
a multiterminal generalization of a branch).

When the SSN group equations are large enough, they can also be computed in parallel on different
processor cores, without delays, thus accelerating the simulation even more. The SSN algorithm is more
complex to compute than the simple nodal technique but actual results show a performance gain when
using up to four processors, which can be very useful for the simulation of difficult cases where too many
R, L and C components are tightly interconnected without lines or cables. This is depicted in Figure 4.7
(in the next section about the iterative MOV feature) where we can observe that the SSN group history
source calculation and update stages are threaded on different cores without delays. Note that a similar
delay-free parallelization could, in theory, be done with the standard EMTP approach. However, in
practice, if the branch size is too small and their number is too high, the parallelization gains would be
nullified by interprocessor communication overheads and other phenomena such as CPU cache trashing.

Using the SSN approach and the principles shown in Figure 4.5, it is possible to simulate in real
time a radial distribution system with more than 700 nodes (with 980 LC states from short pi-lines) at
a time-step under 65 us, without algorithmic delay or stub lines, using four cores of a standard Xeon
multicore server running RT-LAB. This performance is possible because the SSN reduces the network
to a system with only six nodes and six multiterminal branches (i.e. SSN groups), and uses a threaded
process to compute the SSN group equation in parallel, without any delay. A similar distribution system
(Figure 4.6) with an on-load tap changer (OLTC) at the feeder point and more than 650 equivalent EMTP
nodes can also be simulated in real time with the SSN solver. Using SSN and an 18 SSN nodes separation
of the network (the six large dots in the figure), this model can be simulated in real-time at a time-step
of 85 pus on a 3.3 GHz i7 Intel PC, without any delays or stub lines. In [9], this network was simulated
without the SSN solver, and some delays were added to parallelize the simulation.

4.3.9 The Need for Iterations in Real-Time

When simulating, in real time, highly nonlinear devices such as surge arresters and metal oxide varistors
(MOV), it is often necessary to use iterations in the standard nodal admittance solver. Hypersim [10] and
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ARTEMIiS [11] implement this type of iterative algorithm. The previous reference clearly shows realistic
cases in which iterations are required to obtain accurate results.

Making iterations in a real-time simulator can be done efficiently because MOV only modifies the
nodal equations of the solver, without history source computations, as shown in Figure 4.7.

Similar iterative principles are currently being applied to switches and also, for Hypersim only,
saturable transformers.

4.4 Phasor-Mode Real-Time Simulation

Real-time simulation for EMT studies in power systems is well established. As discussed in previous
sections, the fundamentals of most power-grid real-time simulations are based on the mathematics of
EMT-type analysis. This includes the hardware/power/model-in-the-loop simulations. However, power
system experts have long since realized that besides the real-time EMT domain simulation, they also
need tools for off-line real-time phasor-domain simulation. These types of tools can be used to test the
functionality of hardware such as global control and special protection devices in large-scale power
systems. Furthermore, it can be utilized for training purposes in academic laboratories, or as an operator
training tool in energy management centres. Some organizations are contemplating the use of faster-than-
real-time phasor-type simulators for on-line prediction of system instability and implementing corrective
actions to prevent system collapse or to minimize damage.

The ePHASORsim from OPAL-RT Technologies Inc. is a simulation environment for both trans-
mission and distribution power systems and for balanced and unbalanced systems. The mathematics of
ePHASORSsim is based on a set of differential-algebraic equations [12]:

(1) = f(x, V) 4.1
YV = I(x,V) 4.2)
x(ty) = X, 4.3)

where x is the vector of state variables, V and [ are the vector of bus voltages and currents, Y is the nodal
admittance matrix of the network, and x; is the initial values of state variables. The solver core is built
as a Matlab/Simulink S-function, and its library of models is coded in C++, which can also be used in
standalone mode. The built-in library includes major and most common components that are used for
this type of simulation in power systems, such as synchronous machines and their controllers, different
type of loads and transformers with on-load tap changers. An interface with Modelica FMI enables users
to implement their own models. User models can also be implemented in C++ or with Simulink.

As of 2014, ePHASORSsim can simulate systems with up to 10 000 nodes with a time-step of 10 ms
with only one Intel processor core [13]. The systems can include about 3000 synchronous machines (six
states), 5000 controllers and 20 000 other components. Faults, line switching and OLTC can also be
simulated.

Similar research is being done, for example by PNNL in the USA [14] and PEGASE in Europe [15],
to develop real-time and faster-than-real-time parallel transient stability simulators.

4.5 Modern Real-Time Simulator Requirements

Modern real-time simulators are typically built around multicore multiprocessor PCs with extensive I/O
capabilities based on FPGA technology. Some simulators use custom-made computer boards.

A central processing unit (CPU) is a highly serialized arithmetic processing unit with a very flexible
code flow architecture that enables it to implement very complex algorithms such as advanced ODE
solvers. In modern PCs, it is commonly made with several computing cores and interfaced with other
I/O components through a bus structure, such as PCle in PCs.
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A field-programmable gate array is a massively parallel structure of basic logic and memory elements
that can be assembled into computing units from a user specification. Typical FPGA chips are mounted
on electronic boards that, in addition to RAM memory and SSD hard disk, provide a direct and rapid
interface with I/O points. It can also implement models and solvers of moderate complexity, especially
for power electronics [5], as well as fast control systems and signal processing.

In Figure 4.8, we see the simulator hardware composed of CPUs and FPGA, along with the model path
for MMC circuits. It shows that the 1/O signals driving the IGBTSs of the MMC cells are first captured by
some timing on the FPGA card. This allows the precise timing of the IGBT gate pulse to be recorded.
This timing, a time stamp, is then sent to the complete MMC model on the CPUs, where the time stamp
is used to correctly compute the model voltages and currents.

In other cases, the MMC models can be simulated directly in the FPGA chips [7] using a very small
time-step value, below 1 ps, to increase overall accuracy and to decrease the total latency.

4.5.1 Simulator I/O Requirements

I/O requirements are increasing for real-time simulation. Today’s power electronics systems are getting
more complex as new topologies, such as the MMC, gain acceptance. In order to perform HIL simulation
of power electronic devices, real-time simulators must have various I/O types such as: (1) time-stamped
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digital input, capable of sampling switching device gate signals with a resolution better than 100
nanoseconds (these types of inputs are sometimes referred as PWM inputs); (2) analogue output (1 ps
sampling time), to emulate the device current, voltage and sensors as viewed by the controller under
test; (3) digital input and output to for routing various signals between the controller under test and the
real-time emulated power electronic devices.

The FPGA also provides the capacity to easily code and emulate various sensors, such as motor
resolvers, quadrature encoders, RVDT and fault sensors.

Modern power electronic devices and controllers can also communicate through high-level communi-
cation links, such as Ethernet-based IEC-61850, DNP3 protocols for power system relays and substations,
C37.118, the IEEE standard for using synchro-phasors in power systems, CAN protocol for automotive
or the TCN protocol for trains. The simulator must be able to physically interface with such protocols
with an appropriate driver. For this purpose, on PC-based real-time simulators, the simulator can be
equipped with a PCI/PCle interface board and/or a simple Ethernet board for IEC-61850. Alternately,
the user can also program the FPGA board to interface to the desired protocol.

The simulator must also provide proper signal conditioning for all I/Os such as filtering and isolation.
Additionally, the simulator should provide easy access to I/O interfaces between the simulator and the
device under test. Typical real-time simulators provide such probing points on the front panel of the
simulator, as does the OPAL-RT OP5600 simulator, Figure 4.9, or with a more complete patch panel.
Figure 4.9 shows the probing connection points on the front of the simulator. The controller under test
is interfaced with the simulator through the I/O interface on the back of the simulator.

The ability to provide a very large number of I/O points is also very important in certain applications.
The MMC is a good example of a device with a very large number of I/Os.

As an example, a dual three-phase 100 cells/arms MMC simulator was recently commissioned by
OPAL-RT with a total of 2788 1/O points with three digital signals per cells (1800), one analogue output
per capacitor (600) and various other voltage and current sensors and well as breaker signals. The time
to manage all these I/O channels and to compute the models was 25 s using parallel processors and
several FPGA chips.

A large MMC system, with up to five converters with 2400 cells each (120 000 cells in total) to simulate
a DC grid, was also delivered to the China Institute, using 10 FPGA systems — OP7020 Virtex-7 FPGA
racks that basically extend the number of I/Os for the OP5600 simulator — to simulate all the MMCs in
less than 500 ns and to interface thousands of signals to customer controllers using optical fibres.

Figure 4.9 OP5600 real-time simulator (right) with a controller under test (left).
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4.6 Rapid Control Prototyping and Hardware-in-the-Loop Testing

Various applications of real-time simulation are detailed in this section. These applications can be broken
into five important categories:

® rapid control prototyping (RCP)

® hardware-in-the-loop testing (HIL) or controller-in-the-loop (CIL)
® software-in-the-loop (SIL)

® power-hardware-in-the-loop (PHIL)

® rapid simulation (RS)

Consider a controlled process that is composed of a plant with a controller acting upon it. In RCP
applications, an engineer will use a real-time simulator to quickly implement a controller and connect it
to the real plant or to a simulated plant. HIL (or CIL) acts in an opposite manner: its main purpose is to
test actual controllers connected to a simulated plant.

Software-in-the-loop can be done when controller object code can be embedded in the simulator to
analyse the global system performance and to perform tests prior to use of the actual controller hardware
(HIL or CIL).

Power-hardware-in-the-loop (PHIL) consists of using real power components in the loop with the
simulator. An example is a high-power motor emulator used to test actual inverter systems. The motor
emulator uses a real-time simulator controlling a power amplifier to output the simulated motor current
with the same amplitude as the actual motors. PHIL is also used for battery emulator and microgrid
laboratories [16-19].

Rapid simulation take advantage of parallel processing to accelerate simulation in massive batch run
tests, such as aircraft parameter identification using aircraft flight data or in Monte Carlo simulation used
in power system analysis. RS is very useful for simulating large MMC HVDC grids using detailed con-
verter models to reduce simulation time by several orders of magnitude depending on system complexity
and size.

4.7 Power Grid Real-Time Simulation Applications
4.7.1 Statistical Protection System Study

Protection and insulation coordination techniques make use of statistical (Monte Carlo) studies to deal
with inherent random events, such as the electrical angle at which a breaker closes, or the point-on-wave
at which a fault is applied. For protection coordination studies, multiple fault scenarios are required to
determine appropriate protective relay settings and correct equipment sizing. By testing multiple fault
occurrences, the measured quantities are identified, recorded and stored in a database for later retrieval,
analysis and study.

Protection relay development and testing is one of the most traditional uses of real-time simulators.
Actual protection relay equipment is interfaced to the simulator using voltage and current amplifiers in
such a way that the relays receive the same signals as they would if connected to actual power systems.
Protection relay breaker tripping signals are connected to the simulated breaker through logical inputs.
Faults can then be applied to the simulated network to test relay performance (i.e. its operating speed
and accuracy) as well as to test the relay security (i.e. to determine the number of erroneous operations).

Figure 4.10 presents a typical setup for testing modern relays interfaced with the IEC 61850 Ethernet
protocol replacing hard-wired connections.

Data measured by the PT and CT is sent by the simulator using Ethernet protocol IEC 61850-9-2
sampled values to the MiCOM P444 relay. The relay backup overcurrent function detects the fault and
the relay sends an IEC 61850-8-1 GOOSE message back to the simulator in order to control the circuit
breakers at each end of the transmission line.
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Figure 4.10 Typical protection relay testing setup with IEC61850 and HYPERSIM.

Many automated tests must be executed to evaluate the relay performance as a function of the fault
impedance, duration and incidence angle.

Figure 4.11 presents such statistical results, executed with TestView, the Hypersim test automation
software, by modifying all these parameters so that a fault is provoked at 50 km from the west bus on
the 500 kV transmission line. In this test, the incidence angle varied between 0° and 359° and 332 tests
were run in order to characterize the reaction time of the relay. The average value was 21.25 ms and the
standard deviation was 1.08 ms. Several tests must also be performed to test the capability of the relay
to not operate for transient voltages and current values outside its specified operating range. Of course,
more complex tests can be performed using several relays installed on several lines and transformers, to
evaluate the risk of cascaded relay misoperations caused by the effect of previous relay operation. Such
tests are often performed to test new relay design or new network topologies. The integration of new
HVDC and FACTS technologies, as well as distributed generations and microgrids, may require more
sophisticated tests.

In several cases, transients overvoltage and overcurrent waveforms can be recorded and played back
later to test the relays in open loop mode. This testing method is very popular when it is not necessary
to evaluate the effect of relay operation on the performance of other relays. Waveform recording can
be performed by standard off-line simulation software, such as EMTP-RV and PSCAD. Real-time
simulators are also used in faster-than-real-time mode, when the grid is very large, to reduce the time to
record thousands of waveforms.
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threshold crossing time threshold crossing time
29 40
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Figure 4.11 Protection relay testing results showing the probabilistic reaction time.
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Figure 4.12 Schematic diagram of the network model — Courtesy of Entergy.

4.7.2  Monte Carlo Tests for Power Grid Switching Surge System Studies

The Monte Carlo technique has been used in the past for practical studies, such as the evaluation of the
probable overvoltage at a substation [20], using traditional off-line simulation software such as ATP,
PSCAD or EMTP-RYV, as well as real-time simulators.

The large power system model depicted in Figure 4.12 illustrates a network with a very large number
of busses and short lines. It was first built and tested in the EMTP-RV environment and then converted
to the SimPowerSystems/Simulink environment as a distributed model, ready to use with the RT-LAB
real-time simulator to perform statistical tests in less time but also to analyse the impact of SVC and
future HVDC systems using actual control equipment.

The 60 Hz, 138/230 kV HVAC power system model is an 86-bus electrical network. Its large number
of transmission lines supply power to a total of 23 loads, and nine ideal voltage sources with lumped
equivalent impedance represent the generators. Full machine dynamics can easily be added, as these
models are available in SimPowerSystems.

Figure 4.12 also describes the simulated power system along with CPU task separation for the eight-
core target used in this test. Just a decade ago, simulation of such a model would not have been possible.
A model of such complexity would have required a supercomputer composed of proprietary hardware.
Today, this model can be simulated in real time at a time-step under 50 us on commercial-off-the-shelf
(COTS) PC computer hardware equipped with the RT-LAB real-time simulation platform. This particular
86-bus model can now be run on four 3 GHz Pentium cores under the Linux real-time OS.

The Monte Carlo test is designed using the Python script language, and uses the RT-LAB API to
control simulation runs, data acquisition and post-treatment [21]. As can be observed in Figure 4.13(a),
at the point where two different fault durations are applied (one cycle versus three cycles), the overvoltage
measured during certain contingencies is dependent on fault timing. This comparison shows the necessity
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of using statistical methods to calculate the maximum overvoltage to achieve an efficient design of the
power system under study. It is also important to understand that a significant number of tests may be
needed, depending on the study. The total number of tests needs to be large enough to obtain acceptable
precision on the statistic distribution. The criteria used to determine the number of tests can be decided
upon by calculating the evolution of the mean value (V50%) and/or, for instance, the evolution of
the maximum overvoltage having a 2% probability of occurring (V2%). The evolution of these two
quantities, according to the number of tests performed, is illustrated in Figure 4.13(d).

The above study can be performed in off-line mode using conventional software or with parallel
software such as Hypersim or eMEGAsim to execute more tests in less time. However, in several cases,
actual protection or controller hardware must be interconnected with the simulator to analyse the effect of
fast control and protection actions on system overvoltage, overcurrent and arrester energy. Such real-time
statistical tests also enable testing of control and protection system performance under realistic transient
conditions and discovering unwanted random controller operations.

4.7.3  Modular Multilevel Converter in HVDC Applications

The inclusion of high voltage direct current (HVDC) and Flexible AC Transmission System (FACTS)
devices in electric power grids is expanding rapidly. Also relatively recently, the use of voltage source
converters (VSCs) based on insulated gate bipolar transistors (IGBTs) is becoming more attractive,
mainly due to their cost and higher performance. The recent modular multilevel converter (MMC)
topology, based on half-bridge modules connected in series [22], offers significant benefits compared to
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Figure 4.14 An MMC-based HVDC link.

previous VSC technologies, such as two-three level and neutral-point diode-clamped (NPC) topologies.
By using a significant number of levels per phase in the MMC, the filter requirements can be eliminated.
Moreover, switching frequency and transient peak voltages on IGBT devices are lower in the MMC,
which reduces converter losses. An HVDC systems made of MMC:s is shown in Figure 4.14. Scalability
to higher voltages is easily achieved and reliability is improved by increasing the number of submodules
(SMs) per phase.

The excessive number of power switches in the MMC, creates significant computational difficulties
in EMT-type simulation tools. The numerous and nonlinear devices in the converter require an iterative
process to solve the global matrix, which significantly increases the computational burden. Thus, in real-
time simulations, modelling a highly accurate switching device is out of reach with current computational
technology and some form of simplification is required to accomplish network integration and hardware-
in-the-loop studies.

Real-time simulation of these large MMC systems enables users to develop and test actual controller
equipment by interfacing them to the simulator in closed-loop. Such an HIL setup makes it possible
to test the control system performance under several operating conditions before its installation in the
real power grid. Real-time simulators with the ability to simulate MMC systems and HVDC grids are
therefore essential and are used by MMC manufacturers, R&D centres and utilities.

In [23], full real-time digital simulation of a static MMC HVDC link interconnecting two AC networks
is discussed. The converter has 60 cells per arm; each cell has two power switches with antiparallel diodes
and one capacitor. The simulated model can be used to study the natural rectifying mode, which is very
important in the energizing process of the converter, whether a ramping voltage or a charging resistance
is used. Current injection with delay is the method used in this approach. This facilitates the use of HIL
in realistic-sized MMC systems that can have more than a thousand cells.

In [24], the MMC is simulated using the SSN approach. The advantage of this approach is to avoid
injection delays that can destabilize the simulation. The difficulty in using this approach is to effectively
include the I/O signals with small latency when the cell number increases.

4.7.4  High-End Super-Large Power Grid Simulations

Because of the importance of grid reliability, utilities have very stringent testing requirements, and many
of them have developed their own real-time simulator for these purposes. Hypersim, the Hydro-Quebec



Transient Analysis of Power Systems: Solution Techniques, Tools and Applications

LS Loups manns g = ooy |
GuillaumgDialisie y . ?72‘ % 1
Lacd - R % wn
557 [FEau Claire \ \’
®ruujuarapik i 1 55¢
SRS Bienville Lake <Py ‘2
"'G'Npm% J o L“’ﬁ i i
Pier Pt = LR e o
B e
James : Robert. . y9 W WSS Newfoundland
Bay casadyt SRS~ SIcH S » T and Labrador
ay che " Reservoir. Fes. @ coniapiscal ; A e
fadiis - 1 ’ Bo Reservoir | L i ol
e A B Chueril Fall
o Wemingi Chsrchl Falls \
o
T Naazocany [
W J Lake ?“\ __________ l‘
yiaseaganish \ - E R T =~ "WERT A
{ % Ripert &b :-»4,\} e %) 1
| L pu n N ng ec ' Vi 5 A
§ aeadi o U [ e g /
! %: - Emodkn = e " Yk /
! k| | 5 \ L g 4
= i L | /
.y Voo 787 N
[ v ¢ i ] [ vawessenrere, @ . . o
PR : o e O A R Septles Jo6ques Carter strap 7
I ) Anticosti /'
I ] Vitngg, Island  /
I
At 1 pouyn-Moranda | 2 Hydro-Québec Main Facilities (2008)
Lake !
& 2 . — Vet ° Hydroelectric
& R { ) Planned/Under construction
1 Y [} o
" %, n 4 e AN - Thermal
g Cabonga 2 _.r!‘ = -
i Dools 1 vyl aservoir O Riviére-du-Loup v L] Nuclear
A Reservoir 2 | %g =< Interconnections
5\ b“a&a 7 EE High valtage substation (735 kV)
b (] i — 735 kVIine
"“"-—-..q‘% { ' LT — HVDC £450 kV pawer line
\‘\;&, ! Brunswick ———————— International border
2y ! | [ — Provincial border
&, H
45 H ~ P 4 o A '\._( Lambert conformal conic projection - datum NADSY
By h cales
Ontario el i i Bathymetry: 17 750 000 fprecison 1837 )
7 o k. : =00 Topograghy : 15 600 000 (precision : 1 400 m)
s —— \-#_ S pamT
=~ - T — Source : Hydro Québec. 2008 Annual Report |
/ ;5» UNITED STATES 700 o 85" o ;mi
-l

Figure 4.15 Quebec grid simulated in real-time by Hypersim.

Research Institute (IREQ) real-time simulator, is a good example of these high-end simulators, which
have been developed and used over the past 20 years.

As an example, the complete power network of the Province of Quebec, depicted in Figure 4.15, includ-
ing 25 DFIG-based wind power plants, was simulated in real time on the Hypersim real-time simulator
[2]. The network contained the following elements: 643 three-phase buses, 34 hydroelectric generators
(turbine, AVR, stabilizer), one steam turbine generator, 25 wind power plants with DFIG generators,
seven static VAr compensators, six synchronous condensers, 167 three-phase lines, on multiterminal
DC-link and 150 three-phase transformer with saturation modelling.

Hypersim used 72 processors in an SGI supercomputer to perform the real-time simulation of this
network at a time-step of 50 us. Larger systems are simulated by China State Grid using Hypersim [25].

One key aspect of this type of ‘super-large’ EMT simulations is that the Hypersim simulator comes
with automatic task allocation. The Hypersim GUI is also designed to cope with super-large grid diagrams
including single-line schematics as only one example. Continuously developed and improved internally
at IREQ since the mid 1990s, Hypersim has been marketed by OPAL-RT Technologies since 2012.

4.8 Motor Drive and FPGA-Based Real-Time Simulation Applications
4.8.1 Industrial Motor Drive Design and Testing Using CPU Models

Mitsubishi Electric Co. has used real-time simulation technologies to design motor drives for machine
tool applications. The challenge faced on this project was that the motor itself, a permanent magnet
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Figure 4.16 Real-Time Simulation of a PMSM drive.

synchronous motor and its related controllers were designed simultaneously. Therefore, a physical motor
was not available for controller tests. The solution was to use a virtual motor, simulated in real time,
during the controller testing phase [26].

The setup, depicted in Figure 4.16, consists of two main parts: the controller and the motor drive
circuit. The controller includes a control module and PWM generator board. The vector control runs
at 55 us, and the PWM carrier frequency can be varied up to 9 kHz. The motor drive circuit was
implemented in Simulink and simulated in real time on an RT-LAB electrical simulator. The motor drive
was simulated more than 10 years ago by two Pentium 4 target processors, each operating at 2.8 GHz:
one for the AC-DC part, and one for the DC-AC part, including the motor. A third Pentium processor
was used for master control of the simulator, and for data acquisition sent to a remote host by a 100 Mb
Ethernet link.

The simulator used a blockset called RTeDRIVE, designed by OPAL-RT, which uses interpolation
techniques to solve under-sampling problems of the PWM waveform by the real-time simulator. As can
be seen in Figure 4.17, HIL simulations closely match actual system results despite a 10 ps sample time
and a nominal 9 kHz PWM frequency. Furthermore, one can observe that the current ripple amplitude
decreases when PWM frequency is increased, just as in a real drive system.

Note that, today, such HIL simulation can be done with a time-step of less than 1 ps, using a complex
finite element motor model implemented on a single FPGA chip, as discussed in the following sections.

4.8.2 FPGA Modelling of SRM and PMSM Motor Drives

In [27], an FPGA implementation of a switched reluctance motor drive (SRM drive) and an H-bridge
Buck-Boost converter targeted for HIL testing of modern SRM controllers.
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Figure 4.17 Effect of PWM carrier frequency.

These FPGA models, shown in Figure 4.18, allow the HIL simulation of SRM drive and boost
converter with switching frequencies in the 50-100 kHz range because of the very high sampling rate of
the FPGA. The models are also integrated into the RT-LAB real-time environment and directly linked
with the simulator I/Os, providing ultra-low HIL gate-in-to-current-out latency, suitable for testing motor
controllers with ultra-low latency requirements.

Similar FPGA models have also been designed for PMSM drive [28]. This type of model is used to
test hybrid vehicle drivelines, similar to the Prius car, composed of two PMSMs, depicted in Figure 4.19.
These PMSM models include finite element analysis (FEA) data and are sufficiently accurate to replace
the real driveline, as tests made by the OEM show — see Figure 4.20.
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Figure 4.20 FEA model accuracy check with real driveline.

4.9 Educational System: RPC-Based Study of DFIM Wind Turbine

Working with fully virtual systems may not be advised at the undergraduate level. The fear of smoke
certainly still has some educational value. In this case, it is possible to combine a real-time simulator,
used as an RPC device, in conjunction with a medium-level power device. An example of such a product
is produced by OPAL-RT and Lab-Volt, in which a student can learn about wind turbine controls and
make various experiments with it. Two power levels are available: 200 W and 2 kW.

The system, shown in Figure 4.21, has been specially designed to be simple and robust for use in
educational laboratories, but is sufficiently open to allow professors or students to expand the system to
meet their unique requirements, and to develop new control strategies and test them on the platform.

Figure 4.21 DFIM training kit OPAL-RT/Lab-volt.
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4.10 Mechatronic Real-Time Simulation Applications
4.10.1 Aircraft Flight Training Simulator

Aircraft manufacturer Empresa Brasileira de Aerondutica (Embraer) is using the RT-LAB real-time
simulation software platform as the core component of a real-time simulator executing a high-fidelity
aircraft model of a fighter plane [29]. In this application, the RT-LAB system runs in closed loop with
the real onboard aircraft computer and the real aircraft cockpit. RT-LAB also provides control of force
feedback (e.g. flight control joystick), visual display and sound generator.

The RT-LAB simulator is composed of more than 200 digital I/O points, more than 64 analogue 1/Os
(force feedback and pot reading), two MIL1553s and two Arinc 429 boards (for communication with
onboard computer and aircraft components). TCP/IP communication handles sending data to the visual
display and sound generator. Custom-made I/O developed by OPAL-RT reads the aircraft rotary variable
differential transformer (RVDT) throttle position sensor (high speed analogue 1/0). This type of I/O
was designed using the Xilinx system generator blockset, supported by the RT-LAB system. The whole
simulation is controlled by training software designed by Embraer. This software uses the RT-LAB API
to control the entire simulation.

4.10.2 Aircraft Flight Parameter Identification

The development of the Embraer 170 Jet [30] has benefitted from an expanded modelling and simulation
capability at Embraer. Development of a highly accurate aerodynamic model became an important part
of the design development phase. This modelling was primarily conducted using Simulink. To obtain an
accurate model, parameter identification needed to be done using actual flight data. This was performed
using a software suite called RT-LAB/Dinamo 0. A real-time simulator is necessary for handling this
task since multiple batch runs are required to fit the model parameters to actual flight data using the
Nelder—Mead simplex and Levenberg—Marquardt optimization algorithms. The latter algorithm is used
to fit model coefficients using manoeuvre time history — a particularly computation-intensive task. These
fittings are made using captured flight data of actual aircraft manoeuvres such as take-off, jet Dutch roll
and jet stall.

The final aircraft model includes all aspects of the plane, including motion and aecrodynamic equations,
engine, hydraulic systems and sensors. The different teams involved in the development of the jet use
the resulting model. Control engineers use it to develop the control laws, the autopilot team uses it
to make sure that their design meets specifications, and the systems team uses it to verify all possible
contingencies and faults.

4.10.3 International Space Station Robotic Arm Testing

As a partner in the International Space Station (ISS), Canada is responsible for the verification of all
tasks involving the special purpose dextrous manipulator (SPDM), depicted in Figure 4.22.

Testing the SPDM before deployment on the ISS represented a unique challenge, since it could not
support its own weight when subjected to Earth’s gravity! Therefore, the best way to test the robot
controls was through HIL simulation [31].

One of the main technical challenges is to verify the feasibility of the insertion/extraction tasks by
the robot hand self adaptive robotic auxiliary hand (SARAH) [32]. The forces involved are the result of
complex frictional contact between the payload and the work site. Good contact models are being devel-
oped for non-real-time simulation but their real-time equivalents are still lacking precision. Moreover,
the evaluation of different parameters is still mostly a trial and error process. Therefore, while most of the
verification can rely on pure simulation, the contact part needs to be verified using a real robotic hand.

In the HIL test system, based on RT-LAB, a ground robot is driven by the output of the remote-
operated space robot simulation. The system is shown in Figure 4.23. It is a HIL simulator consisting of
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a rigid robot with its control, a simulation of SPDM dynamics and a visualization engine. An operator
controls the motion of the SPDM through the simulation engine that generates the endpoint motion
of the SPDM. It is then used as a set-point for the robot controller that ensures that the robot
endpoint follows the same trajectory as the SPDM model running in real-time. The contact forces are
measured using force/moment sensors and fed back into the simulator to allow the dynamic simulation
engine to react to external contact forces. This concept is very flexible since it can accommodate
vibration of the space robot base and other phenomena. It can also be used to represent different space
robots.

The control laws of the SARAH were also developed and tested using RT-LAB prior to integration on
the SPDM.

4.11 Conclusion

This chapter has briefly presented various industrial applications of real-time simulation in the fields
of power systems, motor drives, avionics and robotics. A brief description of the model-based design
methodology was also presented, together with a discussion of the main challenges encountered in the
design of real-time simulators. It was demonstrated that the most complex applications found during the
integration of very complex grids can now be simulated in real-time to test actual control equipment
using simulators based on standard computer systems.

As modern engineering projects become more complex, often with tight budgets and shortened
development times, simulation technologies are becoming increasingly crucial to their success. We
believe that modern engineering curricula would benefit from the inclusion of real-time simulation
technology courses because of the widespread use of simulation technology, both by industry and by
researchers.
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Calculation of Power System
Overvoltages

Juan A. Martinez-Velasco and Francisco Gonzalez-Molina

5.1 Introduction

An overvoltage is a voltage — between one phase and ground or between two phases — having a crest
value exceeding the corresponding crest of the maximum system voltage. Standards distinguish several
classes and shapes of overvoltages [1-4]:

1. Temporary overvoltages: These are undamped or weakly damped oscillatory phase-to-ground or
phase-to-phase overvoltages of relatively long duration (seconds, even minutes). Temporary over-
voltages are originated by faults, load rejection, resonance and ferroresonance conditions or by a
combination of these factors.

2. Slow-front overvoltages: These are unidirectional or oscillatory highly damped overvoltages, with a
slow front and a short duration. They are caused by switching operations, fault initiation or remote
lightning strokes.

3. Fast-front overvoltages: These are caused primarily by lightning strokes, although they can also be
caused by some switching operations or fault initiation.

4. Very-fast-front overvoltages: In general, these are the result of switching operations or faults. They are
usually associated with high-voltage disconnect switch operation in gas insulated substations (GISs),
and with cable-connected motors.

Standards also include continuous power-frequency voltages, which are originated when the system
is under normal operating conditions [1]. For systems whose maximum voltage exceeds that given in the
standards, the actual maximum system operating voltage should be used.

A short description of the main causes and methods for limitation of overvoltages is presented in the
Section 5.2 [1-11]. Sections 5.3-5.6 detail the analysis and calculation of typical overvoltages. Each
section provides the modelling guidelines to be used with any class of overvoltage, a description of
the phenomena that cause overvoltages and some illustrative cases. Due to space limitations only some
of the main causes are analysed. For more details, readers are referred to the specialized literature on
overvoltage calculation and insulation coordination studies in [5-11].

Transient Analysis of Power Systems: Solution Techniques, Tools and Applications, First Edition.
Edited by Juan A. Martinez-Velasco.
© 2015 John Wiley & Sons, Ltd. Published 2015 by John Wiley & Sons, Ltd.



Calculation of Power System Overvoltages 101

5.2 Power System Overvoltages
5.2.1 Temporary Overvoltages

The representative temporary overvoltage (TOV) is characterized by a standard short duration (1 min)
power-frequency waveshape. The causes that lead to temporary overvoltages are many; the most frequent
are summarized below.

Fault overvoltages: Phase-to-ground faults produce power frequency, phase-to-ground overvoltages
on the unfaulted phases. The overvoltage magnitude depends on the system grounding and on the fault
location. In effectively grounded systems, the temporary overvoltage is about 1.3 p.u. and the duration
of the overvoltage, including fault clearing, is generally less than 1 s. In resonant grounded systems, the
temporary overvoltage is about 1.73 p.u. or greater and, with fault clearing, the duration is generally
less than 10 s. Depending on the system configuration, separated portions of the system may become
ungrounded during fault clearing, and high overvoltages can be produced in the separated part.

Load rejection overvoltages: Overvoltages caused by load rejection are a function of the rejected load,
the system topology after disconnection and the characteristics of the sources (e.g. speed and voltage
regulators of generators). In a symmetrical three-phase power system the same relative overvoltages
occur phase-to-ground and phase-to-phase. The longitudinal temporary overvoltages depend on whether
phase opposition is possible; such phase opposition can occur when the voltages on each side of the
open switching device are not synchronized. A distinction should be made between various system
configurations when large loads are rejected. A system with relatively short lines and high short-circuit
power at terminal stations will have low overvoltages. A system with long lines and low short-circuit
power at generating sites will have high overvoltages.

Resonance and ferroresonance overvoltages: Temporary overvoltages may arise from the interaction
of capacitive elements (lines, cables, series capacitors) and inductive elements (transformers, shunt
reactors). The resonant overvoltage is initiated by a sudden change in the system configuration (e.g.
load rejection, single-phase switching of a transformer terminated line or the isolation of a bus potential
transformer through breaker capacitance). Resonant and ferroresonant overvoltages can have magnitudes
greater than 3.0 p.u. and last until the condition is cleared.

Transformer energization: Resonance overvoltages can occur when a line and an unloaded or lightly
loaded transformer are energized together. The transformer can cause inrush currents due to the nonlinear
behaviour of its core. The inrush currents, which can have a high magnitude with a significant harmonic
content, will interact with the power system, whose frequency response may exhibit a resonance at a
frequency included in the transformer inrush current. The consequence may be a long-duration resonant
TOV [12].

Longitudinal overvoltages may occur during synchronization due to phase opposition on both sides of
the switch. The representative longitudinal TOVs are derived from the expected overvoltage, which has
amplitude equal to twice the phase-to-ground operating voltage and a duration that can vary from several
seconds to some minutes. When synchronization is frequent, the probability of occurrence of a ground
fault and consequent overvoltage must be considered; in such cases the representative overvoltage
amplitudes are the sum of the assumed maximum ground-fault overvoltage on one terminal and the
continuous operating voltage in phase opposition on the other [1,2].

Other causes of temporary overvoltages are electromagnetic induction or open conductors.

Temporary overvoltages are used to select surge arresters; that is, arresters are selected to withstand
these overvoltages, which are not limited. Resonant and ferroresonant overvoltages are an exception,
and they should not be used for arrester selection, but should be limited by detuning the system from the
resonant frequency by changing the system configuration or by installing damping resistors.

The combination of TOVs of different origin may lead to higher arrester ratings and consequently to
higher protection and insulation levels. The combination ground fault with load rejection is an example
that can occur when, during a fault on the line, the load side breaker opens first and the disconnected load
causes a load rejection overvoltage in the faulted part of the system before the supply side circuit-breaker
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opens [2]. This combination can also exist when a large load is switched off and the subsequent TOV
causes a ground fault on the remaining system.

5.2.2  Slow-Front Overvoltages

Slow-front overvoltages are generally caused by switching operations (line and cable energization,
faults and fault clearing, load rejections, switching of capacitive or inductive currents). They may have
time to crest of about 20-5000 ps and time to half value of up to 20 ms. The representative slow-front
overvoltage is characterized by a standard switching impulse, and a peak voltage or a probability
distribution of overvoltage amplitudes. The most frequent causes of slow-front overvoltage are
discussed below.

Line/cable energization and reclosing overvoltages: A three-phase energization or reclosing of a
line/cable may produce switching overvoltages on all three phases. The overvoltage generation depends
on the circuit breaker, and its calculation has to consider trapped charges left on the phases in case of
high-speed reclosing. In the worst case, each switching operation produces three-phase-to-ground and
three-phase-to-phase overvoltages. Two methods are in use for characterizing the overvoltage probability
distribution function: the case-peak method (each switching operation contributes one value to the
overvoltage distribution) and the phase-peak method (each operation contributes three crest values to the
probability distribution). The longitudinal insulation between non-synchronous systems can be subject
to energization overvoltages of one polarity at one terminal and the crest of the operating voltage of the
other polarity at the other terminal; consequently, the longitudinal insulation is exposed to significantly
higher overvoltages than the phase-to-ground insulation. In synchronized systems, the highest switching
overvoltage and the operating voltage have the same polarity, and the longitudinal insulation is exposed
to a lower overvoltage than the phase-to-ground insulation.

Fault overvoltages: Slow-front overvoltages can be produced during phase-to-ground fault initiation
and clearing. These overvoltages are only between phase and ground. If the switching overvoltages for
energizing and reclosing are controlled to below 2.0 p.u., fault and fault clearing may produce higher
overvoltages. A conservative estimate may assume that the maximum overvoltage during fault clearing
is about 2.0 p.u., and the maximum value caused by a fault initiation is about (2k — 1) p.u., where k is
the ground fault factor in per unit of the peak line-to-ground system voltage.

Load rejection overvoltages: Load rejection may increase longitudinal voltage stresses across switch-
ing devices, the phase-to-ground insulator stress and the energy discharged through the arresters. If the
arresters are used to limit energization and reclosing overvoltages to below 2 p.u., the energy dissipation
in the arresters should be studied, especially when generators, transformers, long transmission lines or
series capacitors are present.

Inductive and capacitive current switching overvoltages: The switching of inductive or capacitive
currents may produce overvoltages. Capacitor bank energizing produces overvoltages at the capacitor
location, line terminations, transformers, remote capacitor banks and cables. The energizing transient at
the switched capacitor location should be less than 2.0 p.u. phase-to-ground and 3.0 p.u. phase-to-phase.
The phase-to-phase transients at line terminations can be 4.0 p.u. or higher, due to travelling wave
reflections. The higher phase-to-phase overvoltages are most commonly associated with energizing
ungrounded capacitor banks. Restrikes or reignitions during the interruption of capacitive currents
(switching off unloaded lines, cables or capacitor banks) can produce extremely high overvoltages. The
chopping of inductive current may also produce high overvoltages due to the transformation of magnetic
energy to capacitive energy.

5.2.3 Fast-Front Overvoltages

They are generally produced by lightning discharges, although switching of nearby equipment may also
produce fast-front waveshapes. Their time to peak value may vary between 0.1 and 20 ps.
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Fast-front lightning overvoltages can be caused by strokes to phase conductors (shielding failure),
strokes to line shield wires which flashover to phase conductors (backflash), or by nearby strokes to
ground. Induced voltages by nearby strokes are generally below 400 kV and are important only for lower
(distribution) voltage systems. Either cause will generate surge voltages that impinge on the substation
equipment, those surges caused by the backflash being more severe than those caused by shielding
failures. As these surges travel from the stroke terminating point to the station, corona decreases both
the front steepness and the crest magnitude.

Fast-front switching overvoltages: The connection or disconnection of nearby equipment can produce
oscillatory short-duration fast-rising surges with similar waveshapes to lightning. The insulation strength
for this waveshape is closer to that of the standard lightning impulse than to that of the standard
switching impulse. However, as their magnitudes are usually smaller than those caused by lightning,
their importance is restricted to special cases. Their maximum value is approximately 3.0 p.u. with
restrike and 2.0 p.u. without restrike.

5.2.4 Very-Fast-Front Overvoltages

Very-fast-front transients belong to the highest frequency range of transients in power systems (100 kHz to
50 MHz). Their shape is usually unidirectional, with time to peak below 0.1 ps, total duration below 3 ms
and with superimposed oscillations at frequencies of up to 50 MHz. Causes of these very fast transient
overvoltages (VFTOs) are disconnector operations and faults within gas insulated substations (GIS),
switching of motors and transformers with short connections to the switchgear and certain lightning
conditions.

5.3 Temporary Overvoltages
5.3.1 Introduction

The most frequent causes of temporary overvoltages are faults, load rejection, resonance and ferrores-
onance. Except for some types of resonance and ferroresonance, these causes also lead to slow-front
overvoltages. For instance, a phase-to-ground fault can cause a slow-front overvoltage during fault initi-
ation and clearing, and a temporary overvoltage when the during-fault steady-state condition is reached.
Therefore, modelling guidelines for these causes might also be those recommended for analysis and
simulation of slow-front (switching) overvoltages. The following subsection summarizes the modelling
guidelines that can be applied to calculating temporary overvoltages, except ferroresonance. The rest of
the section is dedicated to the analysis and simulation of the most frequent causes of TOVs in power
systems. An introduction to the origin and the mitigation of these overvoltages is given in [13].

5.3.2 Modelling Guidelines for Temporary Overvoltages

Temporary overvoltages arise with frequencies close to the power frequency — usually below 1 kHz — so
the models required for their analysis are power-frequency models, for which the frequency dependence
of parameters does not have to be considered.

A methodology for analysis of temporary overvoltages is presented in IEC TR 60071-4 [14], which
provides guidelines for representing components and for determining the study zone, and a discussion
about the required input data. The IEC report does not cover ferroresonance.

The guidelines proposed in [14] and other references such as [15,16] can be summarized as follows:

® The power supply model will depend on the case study. It can be represented as an ideal voltage source
in series with a three-phase impedance (specified by its positive- and zero-sequence impedances), as
a synchronous generator or as a network equivalent whose impedance has been fitted in a frequency
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range typically below 1 kHz. If a synchronous generator model is required, then it has to include
saturation, control units and the mechanical part.

® Lines and cables will be represented by a pi-equivalent with parameters calculated at power frequency,
although in some cases zero-sequence parameters must be fitted in a frequency range of up 1 kHz.
The number of pi-sections required for representing a line/cable will depend on the length and the
frequency range of the transients to be analysed. Line transpositions and cable crossbonding will also
affect the number of pi-sections.

® Corona effect is required only when the overvoltage can exceed the ionization threshold.

® Line towers and insulators are not required. Grounding impedances of a line may be required in some
fault calculations, in which case a low-frequency low-current model will suffice.

® Models for transformers, shunt reactors and capacitor banks will usually be required. Transformer
models should be implemented with caution, mainly in ferroresonant studies. It is important to properly
model the transformer core and its saturation characteristics. Note that a saturable reactance can be a
source of harmonics which may cause resonance problems.

® Models for loads and power electronic converters can also be required. As a rule of thumb, a no-load
condition will usually represent the most conservative scenario, since load adds damping. However, in
some cases a load model may be required to limit the conditions under which overvoltages can arise.
Different approaches for representing loads were presented in [17]; see also the next section of this
chapter.

® Models of power electronic converters are usually required, mainly when the converter can be the
source of harmonics that can cause resonance overvoltages. In such cases, including filter models is
mandatory.

® Substation busbar models are not required because it can be assumed that the voltage is the same
in the whole substation. However, some substation equipment and the substation ground grid may
be required. For instance, the model of a voltage transformer can be critical in some ferroresonance
studies.

® Temporary overvoltages are used to select arresters, and the arrester model is not usually required,
although there can be some exceptions for which including the arrester model can be important.

5.3.3  Faults to Grounds
5.3.3.1 Introduction

The magnitude of overvoltages due to ground faults depends on the method of system grounding (solidly
grounded, resistance grounded, high resistance grounded or ungrounded systems), the equivalent
sequence impedances seen from the fault location and the fault impedance. Their duration depends on
the fault clearance times, and therefore on the design of the protection system. An estimation of the
duration and magnitude of these overvoltages is crucial for selection of surge arresters in most power
systems.

The grounding system determines the overvoltages that can occur during a fault to ground. A single-
phase-to-ground fault shifts the ground potential at the fault location, depending on the severity of this
shift on the grounding configuration — see Figure 5.1. On a solidly grounded system with a good return
path to the grounding source, the shift is usually negligible. On an ungrounded system, a full offset may
occur and the phase-to-ground voltage on the unfaulted phases approaches the phase-to-phase voltage.
On a multigrounded distribution system with a solidly grounded station transformer, fault overvoltages
very rarely exceed 1.3 p.u. [18].

5.3.3.2 Calculation of Ground Fault Overvoltages

The single-phase-to-ground fault is one of the most important causes of TOVs in power systems, and in
most system configurations this type of fault produces the maximum fault voltages.
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Figure 5.1 Voltage shifts as a function of the grounding configuration.

Two factors may be used to measure the magnitude of this type of overvoltage [18-20]:

® coefficient of grounding (COG)

Vl
COG = - 5.1)
LL
® carth fault factor (EFF)
V/
EFF = ¥ 5.2)
Vin

where V) is the maximum phase-to-ground voltage on the unfaulted phases during a fault, and V,,
V,, are the nominal phase-to-neutral and phase-to-phase voltages, respectively.

Obviously:
EFF = /3 - COG (5.3)

Consider the diagrams shown in Figure 5.2. The equivalent circuit from the fault location is reduced to
a three-phase symmetrical voltage source in series with the sequence impedances seen from this location.
For a single-phase-to-ground fault on phase A, the voltages on the unfaulted phases are [8, 21]

3‘_’2Zf _J\/g (Zz - @0)

v = -E (5.4a)
BT Z+Z,+Z,+3Z,
3aZ, +j\3 - (2, - a’Z,)
Vi = = =2 ==0 -E, (5.4b)
Z,+Z, +ZO+3Zf
E E
Phase A YA Phase A Va
Equivalent Equivalent
F—{ impedances Vs impedances |EhaseB Ve
Lo 21 L VA AR L
u Vc VC
Fault Fault
= impedance Z; = == impedance Z; =

Figure 5.2 Equivalent circuit for calculation of ground fault overvoltages.
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where Z,, Z, and Z, are the positive-, negative- and zero-sequence impedances respectively, seen from
the fault location. Z; is the fault impedance and E is the phase-to-neutral voltage magnitude prior to
the fault.

From the above results it follows that for Z, = 0, the voltages of the unfaulted phases have the same
magnitude, and when Z, — oo, the magnitude of both voltages tends to the phase-to-phase voltage. Very
high voltages occur when the difference between the phase angles of Z; and Z,, is greater than 90°. In
practice, this is only possible in power systems with isolated neutral and a capacitive zero-sequence
impedance. In general, the positive and negative sequence impedances have an inductive character.

When Z, = Z,, the voltages at the unfaulted phases during a single-phase-to-ground fault are
[8, 18, 21]

Z -Z
Vi=|&@+ """ ) E (5.52)
—bB T2, +2,+3Z, ) —
Z -Z
Vi=la+ —-="— ) E 5.5b
—c <‘—l 2Z,+2,+32, ) = (5:50)
For a double-phase-to-ground fault on phases B and C, the voltage on the unfaulted phase is
3Z +6Z,
Vi = = = V.E (5.6)
- Z +2Z,+6Z | —

In some special cases, the double-phase-to-ground fault causes overvoltages that are slightly higher
than the single-phase-to-ground fault.
The COG for the unfaulted phases can be calculated by the following equations [8, 21]:

® single-phase-to-ground fault:

COG L o i1 5.7

=|-=| — = .
2\ 27k ™ 67

® Double-phase-to-ground fault:
COG \/5' 5.8
142k >8)
where k is given by

k=2 5.9
k=- (5.9)

When the fault impedance is just a resistance, k can be modified as follows to take into account the
fault resistance [21]:

Ry+ Ry +jXy)
k = ————— single-phase-to-ground fault (5.10a)
T R +R X

Ry + 2R, +jX,
k= double-phase-to-ground fault (5.10b)

R, +2R; + X,
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If resistances are neglected, then the above equations reduce to

1 +k+k?
COG = VoAEHE single-phase-to-ground fault
2+k
COG = \/gk double-phase-to-ground fault
=Tk ouble-phase-to-ground fault,
where
X
k=2
X,

(5.11a)

(5.11b)

(5.12)

Figure 5.3 shows the EFF as a function of sequence impedances, namely the ratios R,/X,, X,/X, and
Ry/X,, assuming that X, = X, [2, 18]. The numbers on the curves indicate the EFF for the area bounded
by the curve and the axes. All impedances must be on the same MVA base. In general, fault resistance
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Figure 5.3 Earth fault factor in per unit for phase-to-ground faults (the contours mark the threshold

of voltage).
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Table 5.1 Typical values for the coefficient of
grounding — faults to ground.

System grounding COG (p.u.)
Grounded systems

« High short-circuit capacity 0.69-0.80
» Low short-circuit capacity 0.69-0.87
» Low impedance 0.80-1.0
Resonant grounded systems

» Meshed network 1.0

« Radial lines 1.0-1.15
Isolated systems

« Distribution 1.0-1.04

will reduce EFF, except in low-resistance systems. In extended resonant-grounded networks, the earth
fault factor may be higher at other locations than the fault. The range of high values for X,/X, positive
and/or negative, apply to resonant grounded or isolated neutral systems; low values of positive X,/X;
apply to grounded neutral systems, whereas low values of negative X,/X, are not suitable for practical
application due to resonant conditions [2].

A system is effectively grounded if the coefficient of grounding is less than or equal to 80% (so the
earth fault factor is less than 138%) [18]. This situation is approximately met when X,/X; < 3 and
Ry/X, < 3.

Solidly grounded systems (i.e. systems where no intentional impedance is introduced between system
neutral and ground) generally meet the definition of effectively grounded, since the ratio X,/X is positive
and less than 3.0 and the ratio Ry/X, is positive and less than 1.0, where X,, X,, and R, are the positive-
sequence reactance, zero-sequence reactance and zero-sequence resistance, respectively. These systems
are generally characterized by a COG of about 0.8.

Itis difficult to assign X,/X, and R,/X, values for ungrounded systems (i.e. systems with no intentional
connection to ground except through potential transformers, metering devices of high impedance or
distributed phase capacitances), since the ratio X,/X, is negative and may vary from low to high values.
The COG may approach 1.2 p.u. For values of X,/X, between 0 and —40, the possibility of resonance
with consequent generation of high voltages exists.

Table 5.1 provides some typical values of the coefficient of grounding for different grounding systems
[6, 19, 20].

5.3.3.3 Case Study 1: Ground Fault Overvoltages in a Transmission System

Figure 5.4 shows the diagram of the test system, in which a 110 kV subtransmission line is fed from a step-
down transformer. The transformer is Y-Y connected the neutral at the 220 kV side being ungrounded,
while the neutral at the 110 kV side is connected to ground with a reactor of variable impedance.
The subsequent plots depict the initial transient overvoltage and the TOVs that result when provoking
both single-phase-to-ground and double-phase-to-ground faults at the sending end of the line with two
different combinations of positive- and zero-sequence impedances. All simulation results were derived
from the assumption of bolted fault; that is Z; = 0. From the formulas presented above the following
coefficients are obtained:

® ForZ =Z2,=1235279°Z,=20350290°, Zf =0Q: k =~ 866£11°, EFF for single-phase-to-ground
fault ~ 1.73, EFF for double-phase-to-ground fault ~ 1.50.



Calculation of Power System Overvoltages 109

220 kV 110 kV

Network I Overhead line — 40 km
equivalent I

(a)
300
— 200
S
g o v
W
> 200 |
=300 ' 1
0 20 40 60 80
Time (ms)
(b)
300
o 20
= 100
: " &T\ LN SN SN
o
S0 AN N XV D
> _200
-300
0 20 40 60 80
Time (ms)
(c)
300
— 200 |
S
= 100 ‘fr"\ /\ /\
@
o 0
% -100 | w \/ \/ \
> 200 |
-300 ! ! ! |
0 20 40 60 80
Time (ms)
(d)
300
< 200
= 100
3 ] AYA YAV
£ o0 NS N oA
> _200
=300
0 20 40 60 80
Time (ms)
(e)

Figure 5.4 Case Study 1: Fault overvoltage study. (a) diagram of the test system, simulation results: (b)
single-phase-to-ground fault — Z, = Z, =23.5£79°, Z ) = 20350290°, Z =0 Q. (c) double- phase -to-
ground fault-Z =Z, =23. 5479° Z, =20350£90°, Z =0Q.(d) smgle phase-to-ground fault—Z,
Z,=123. 5479°, Z,= 68 5280°, Z, = 0 Q. (e) double-phase-to-ground fault — Z, = Z, = 23.5479°,
Z =68.5£80°,Z, =0Q.
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® For Z, =Z,=1235279°, Z, = 68.5£80°, Z =0 Q: k=~ 2.91«1°, EFF for single-phase-to-ground
fault =~ 1. 24 EFF for double-phase-to- ground fault ~ 1.28.

Since the peak voltage in all phases prior to the fault is 99 kV, it is easy to check that the peak voltage
of the resulting steady-state voltage in the unfaulted phases is in all cases very close to the voltage that
results from using the above factors. Take into account that a value of 99 kV is 10% below the rated peak
voltage of a 110 kV system.

For ungrounded systems (i.e. an ineffectively grounded system), the peak voltage that results during
the initial transient reaches very high values, namely about 2.5 p.u. in the case of single-phase-to-ground
fault, and a little more than 2 p.u. in the case of a double-phase-to-ground fault.

5.3.4 Load Rejection
5.3.4.1 Introduction

Load rejection is a sudden three-pole switching system that causes three similar phase-to-ground voltage
rises; therefore, the same relative overvoltages occur phase-to-ground and phase-to-phase. The voltage
rises depend on the rejected load, and they may be especially important in the case of load rejection at
the remote end of a long line due to the Ferranti effect.

5.3.4.2 Calculation of Load Rejection Overvoltages

Power flow across an impedance causes a voltage difference between the sending and receiving ends
when the load has an inductive component. If the load is suddenly disconnected, a power-frequency
voltage increase may result at the point of load.

Consider the system depicted in Figure 5.5. Itis a very general configuration for load rejection analysis
that consists of a generator, a step-up transformer and a transmission line (although it may also be a
cable). Note that the generator is represented by its internal emf behind its subtransient reactance, the
transformer model includes its short-circuit impedance referred to its secondary side, and the line is
represented by its pi-equivalent model with constant parameters calculated at power frequency. Assume
that the transformation ratio of the transformer can be variable. The model is single-phase since the
transient process is assumed symmetrical.

Under steady-state conditions, the excitation of the generator and the regulation of the step-up trans-
former are controlled in such a way that the operating voltages do not exceed the highest permissible
voltage of the system. Due to the loading, the internal voltage of the generator will be higher or much
higher than 1 p.u. After a sudden load shedding, an overexcited generator will remain supplying the
transformer and the open-circuited transmission line. The phenomena that occur after load rejection in
the three main components are as follows:

Step-up

transformer Transmission overhead line

Generator

Figure 5.5 Diagram and equivalent circuit of the test system for load rejection analysis.
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® Generator: If the current change is assumed to be sudden, the subtransient voltage that appears at
the terminal voltage depends on both the initial steady state voltage and the subtransient reactance.
Without a voltage regulator, the terminal voltage of the generator rises, the process being governed by
the no-load time constants. Since such a voltage stress may not be acceptable, a fast voltage regulation
is needed. In the moment of load rejection the exciting voltage may even reverse, and after a few
hundred milliseconds it is set to the no-load exciting voltage.

® Transformer: The load current under normal operating conditions produces a voltage drop over the
short-circuit impedance of a transformer. This voltage drop can be compensated by the voltage regu-
lator of the transformer. In any case, the secondary voltage will not exceed the maximum permissible
voltage. However, after load rejection the secondary voltage goes up and may exceed the maximum
voltage; that is, the magnitude of the secondary voltage rises to the no-load voltage condition, which,
due to the transformation ratio of the transformer prior to the switching event, can exceed the rated
voltage.

® Transmission line/cable: After aload rejection at the receiving end of long transmission lines or cables
the voltage at that end will raise because of the capacitive charge current, which leads to a negative
voltage drop over the series impedances of the pi-equivalent circuit of the line or cable. Due to the
Ferranti effect, the voltage at the open end of the line/cable will usually exceed the voltage at the
sending end after load rejection.

Table 5.2 shows the steady-state equations and the approximated voltage rise that occurs in each
component after load rejection. These equations were derived by assuming that the load is disconnected
at the terminals of the respective component. This is not the case of the system shown in Figure 5.5
because after load rejection at the receiving end of the transmission line, the no-load condition is strictly
correct for the transmission line, but not for the transformer and the generator. After load rejection, the
line remains under voltage and generating capacitive power, so the currents at the secondary side of the
transformer and the generator terminals are not zero; in fact, the currents for these two components can
be large and capacitive, which will produce the Ferranti effect and voltage rises that are larger than those
obtained from the expressions given in the table. In this condition, the voltage rise at the generator and
transformer terminals can be more accurately obtained by increasing the reactive power of the load with
the capacitive power generated by the transmission line under no-load condition. That is:

_X(Qs+ Q)
~ VG

~ R.rcPS + XVC(QS + Qf)
~ VS

AV for the generator (5.13a)

AV for the transformer, (5.13b)

where the reactive power generated by the line at its sending end when it is unloaded can be approximated
by

tany?
Q,~V; —— (5.14)

s

The value of the voltage at the sending end of the transmission line may significantly increase after load
rejection since there can be a voltage rise at the secondary side of the transformer.

5.3.4.3 Case Study 2: Load Rejection Overvoltages in a Transmission System

Figure 5.6 shows a 110 kV, 40 km line fed from a step-up transformer. The transformer is delta-wye
connected with grounded neutral at the line side. The load at the end of the transmission line is 120 MVA,
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Table 5.2 Voltage rise at the power system components after load rejection.

Component Steady-state equations Voltage rise
Xl/ Q
Generator E ~ | .+jX"1! AV = |ZG(0)| - ‘XG| ~ ‘;/ <
E' is the internal emf : G
V; is the terminal voltage XG((,) = |£|
X' is the d-axis subtransient reactance V0 18 the voltage at the terminal
after load rejection (i.e. with / = 0)
Q,; is the reactive power supplied by
the generator before load rejection
RSCP S + XSCQS
Transformer  V, =t (ZS +Z.1) AV = )Xsw) - |Ks‘ ~ T
L, =1L/t ] 1%
Vp, Vg are the voltages at the primary and ‘V = |=£
secondary side, respectively —S(o). 4
Ip, I are the currents at the primary and V(o) is the voltage at the secondary
secondary side, respectively side after load rejection (i.e. with
t is the transformation ratio, which is Iy=0) o ]
controlled by the transformer regulator R, X, are the short-c1rc.u1t resistance
Z,. is the short-circuit impedance referred to and reactance, respectively
the secondary side Py, Qg are the active and reactive
power at the secondary side before
load rejection
coshy?  Z sinhy?
Transmission Y = . r - o Y AV =|V ‘ - ‘V ‘
. 1 Y sinhy?Z  coshy? 1 —R(0) —R
line =S = = = R Vs
Y \/(R + joL) (G + joC) ‘_R({,) coshr?

7z = JREjeD 1 o
- (G + jwC) zZz -

Vs, Vi are the voltages at the sending and
receiving end, respectively

I, I, are the currents at the sending and
receiving end, respectively

y is the propagation constant

Z, is the surge impedance

R, L, G, C are the parameters per unit length

f1is the power frequency

¢ is the line length

Vi) 1 the voltage at the receiving
end after load rejection (i.e. with
I, =0)

10.5 kV 110 kV

I Overhead line — 40 km

IXo—I- Load

Step-up
transformer

Figure 5.6 Case Study 2: Diagram of the test system.
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with a power factor of 0.87 (lagging). The entire load is suddenly disconnected by opening a switch at
the receiving end of the line.

Since the line is not too long and the voltage not too high, the Ferranti effect will not take place, so
it should be assumed that there will not be a voltage rise at the receiving end of the line with respect to
its sending end. Plots of Figure 5.7 show the simulation results obtained when the generator exciter is
included in the model.

These results may be justified as follows. Since the generator exciter is included, the generator voltage
comes back to its nominal value, and since the Ferranti effect is negligible, voltages at the transformer
secondary and the receiving end of the line are basically the same once the load has been disconnected. In
this case, the voltage rise at the remote end of the line is the result of several effects: the internal voltage
drop in the transformer, which is almost negligible after load rejection; the voltage increase caused by the
transformer ratio, which is working with a tap that produces a secondary voltage above the rated voltage
(i.e. 110 kV) to compensate for the internal voltage drop; and the voltage drop along the line, which
can be also assumed to be negligible. Note, however, that although the steady-state voltage rise at the
remote end of the line above the rated voltage is not too high (about 7%), the initial transient overvoltage
reaches a value of 1.5 p.u. It is also interesting to observe that the voltage rise, as a percentage of the
initial voltage, is more than 20%, since this initial voltage is less than 90% of the rated voltage as a
consequence of the voltage drops in the transformer and the line.

Without the exciter model, there would be voltage rises at the generator terminals, at the secondary
side of the transformer and at the remote end line terminals; consequently, the rise would be even higher
and rather unrealistic.

5.3.4.4 Mitigation of Load Rejection Overvoltages

Overvoltages caused by load rejection can be controlled by shunt reactors, series capacitors or static
compensators.

Shunt reactors are placed at the ends of the line sections and their effect is to increase the effective
shunt reactance of the line, and consequently to reduce the TOV. They reduce transient overvoltages in
the same way as TOVs. They can also provide the draining of trapped charges on isolated line sections,
which avoids excessive transient voltages when reclosing the line.

Shunt compensation may also be seen as a reduction of the surge impedance, which can be a desirable
condition in the initial phase of the system; that is, when it operates with a light load. When the system
is later operated at higher loads, the increased reactive demand of a line will cause an elevated excitation
in the generators; this can have, on the one hand, the favourable effect that the system becomes stiffer
and exhibits a better performance with respect to stability, but, on the other hand, an unfavourable effect
on both temporary and transient overvoltages, which will be higher.

The application of shunt compensation may take advantage of shunt reactors with a variable magnetiz-
ing characteristic (i.e. when the saturation point is exceeded, the reactor consumes a larger fundamental
component current which effectively means augmented shunt compensation) [13]. Reactors of this type
produce harmonics which may act in an unfavourable way and even cause TOVs. These reactors can
be successfully applied to line lengths beyond 300 km. Below 300 km the third harmonic voltage is
superimposed in an unfavourable way, producing TOVs with a frequency of oscillation higher than the
power frequency. Load rejection overvoltages can be reduced from a level of 1.5 p.u. for linear reactors
to a level of about 1.3 p.u. for gapped-core reactors.

When employing permanently connected reactors, reactive current has to be supplied during normal
operation causing increased losses and an elevated excitation in the generators. This can be avoided by
switching the reactors, connecting them when energizing the line and when shedding load. This can
only be made to a limited extent because the switching operation during load shedding cannot be carried
out fast enough. This may justify the use of reactors with an extreme magnetizing characteristic — a
negligible magnetizing current in the normal operating region and a rather flat characteristic above the
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Figure5.7 Case Study 2: Simulation results with control of generator excitation: (a) voltage at generator
terminal, (b) rms voltage at generator terminal (in p.u.), (c) voltage at the receiving end of the transmission
line, (d) rms voltage at the receiving end of the transmission line, (e) generator exciter voltage.
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rated flux [13]. These reactors require special design to compensate the harmonics, which makes the
equipment relatively expensive.

A more flexible compensation can be achieved by means of a static VAr compensator (SVC), in which
thyristors are used to control the reactive current through the inductance. The control range goes from
zero to a maximum power of V2/X, where V is the line voltage and X is the reactance, the response of this
compensation scheme being rather fast. To take full advantage of the potential of reactive-power control,
the compensator is usually complemented by capacitor banks to allow the supply of reactive power at
a leading power factor to the system. For reduction of TOVs, the decisive parameter is the inductance
of the compensator. This compensation scheme can reduce reactive power during normal operation and
quickly restore compensation in the case of load rejection.

5.3.5 Harmonic Resonance
5.3.5.1 Introduction

Resonance is a condition that occurs when the input frequency of a circuit coincides with one of the
natural frequencies of the circuit. As a first approach, power system models may be seen as composed of
different combinations of series and parallel circuits consisting of RLC elements. After a change of the
system configuration that may result from some switching operations or short-circuits, a match between
a natural oscillation of the power system and the frequency of an external sinusoidal source can occur.
This resonance phenomenon leads to increased voltages and/or currents.

Different types of the resonance phenomenon can be distinguished: (1) natural resonance, when a
natural oscillation frequency is equal to the source frequency; (2) ultra-harmonic resonance, when a
natural oscillation frequency is equal to a harmonic frequency of the source; (3) subharmonic resonance,
when a natural oscillation frequency is equal to a subharmonic frequency of the source.

Typical harmonic voltage sources are synchronous generators and asynchronous machines (slope-
ripple harmonics), and transformers (current harmonics that cannot spread in the magnetization current
in transformers with isolated neutral and without a delta winding). Typical harmonic current sources are
corona, static converters or rectifiers, and transformers (e.g. non-sinusoidal no-load current due to the
nonlinear magnetization curve).

The resonance phenomenon in nonlinear circuits, known as ferroresonance, basically caused by the
nonlinear saturation characteristics of inductances with an iron core, is analysed in Section 5.3.7. The
rest of this section is dedicated to introducing resonance in linear circuits and resonance overvoltages
caused by harmonic currents in the presence of capacitor banks.

For a thorough analysis of both phenomena, resonance and ferroresonance, including several actual
case studies, see the CIGRE Brochure 569 [22].

5.3.5.2 Resonance in Linear Circuits

Figure 5.8 shows the two simplified linear circuits used to explain the generation of resonance overvolt-
ages. For the sake of simplicity the circuits are lossless. Note that the supplying source is a voltage source

(a)

Figure 5.8 Linear LC circuits: (a) series LC circuit, (b) parallel LC circuit.
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Table 5.3 Equations of linear LC circuits.

Series LC circuit Parallel LC circuit
V=V +V jwll ! I=1 +1 4 4

= + =jwLl + — =] +] =— 4+ —
r=Y, T =0k jwC - L0 el 1/jeC

\%4 1
I= = =j oC__y V= = =j oL
- 1 1 —w?’lLC— - 1 . 1 -w’lC~
JjoL + — — +joC
JjoC JjoL
@*’LC \4 1
V, =joLl = ————V ===
LTI e —1- =00 = T-arrct
1 1 2

V =—=—————V . _ w-LC
" joC  @LC-1— Le=joll=—1—"0¢t

for the series LC circuit, and a current source for the parallel LC circuit. Table 5.3 shows the equations
of the two circuits. The main conclusions can be summarized as follows:

® By modulating the frequency of the voltage source that supplies the series circuit, a high current will
flow through the circuit when the quantity @”>LC — 1 is small, since for this condition the circuit
impedance is very small; consequently, high voltages may occur across both the inductance and the
capacitance. This may be seen as a magnification of the voltage.

® By modulating the frequency of the current source that supplies the parallel circuit, a high voltage will
occur across both circuit components when the quantity @?*LC — 1 is small, since for this condition
the circuit impedance is very large; consequently, high currents may flow through both the inductance
and the capacitance. This may be seen as a magnification of the current.

Note that in both cases the resonant frequency is given by the same expression:

1 B
*=\ie = ' n\1ic .15)

TOVs due to resonance can occur in special network configurations. A possible network configuration
where resonance overvoltages may occur is a system feeding a transformer and an unloaded transmission
line. The magnetizing inductance of the transformer changes periodically with double frequency due
to the modulation of the saturation characteristic by the voltage source. If the natural frequency of the
resulting circuit is equal to the frequency of magnetizing inductance, even ultra-harmonic resonance is
possible. This phenomenon is called parametric resonance. Similar overvoltages can be originated when
an unloaded transformer is switched on — see the following subsection.

TOVs due to resonance can be reduced or avoided by detuning the resonance frequency of the
system, by changing the system configuration or by introducing or increasing the damping of the
system. In general, system configurations prone to resonance overvoltages have to be detected from field
measurements or by means of detailed studies.

5.3.5.3 Parallel Harmonic Resonance

Harmonic resonance can occur when shunt capacitors banks are installed for reactive power compensation
in distribution systems that have nonlinear loads (e.g. power electronic converters) — see Figure 5.9.
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Figure 5.9 Power system configuration for harmonic resonance.

Ignoring resistance, the impedance seen from the point of application of the capacitor bank may be
approximated by an LC parallel combination:

. 1
joL - ——
C
le (5.16)
il + ——
J JjoC

where L is the equivalent inductance of the system prior to the installation of the capacitor and C is the
capacitance of the capacitor bank.

If L and C remain invariant with frequency, resonance will occur when the inductive and capacitive
inductance of the denominator in (5.16) are equal, and the denominator is zero; that is, when the
impedance of the combination is infinite for a lossless system. At the resonant frequency f,, the condition
given by equation (5.15) is satisfied.

Without the presence of the capacitor bank, the natural resonant frequency of the power system is
usually high. When frequency increases, the capacitive reactance decreases and the inductive reactance
increases, and it may happen that, after installing the capacitor bank, the condition @?>LC = 1 is satisfied
at the frequency of a load-generated harmonic. The capacitor bank and the rest of the system act like the
parallel branches of a tuned circuit. Such a circuit, when excited at the resonant frequency, will result in
the magnification of the harmonic current, which may even exceed the fundamental frequency current.
This will overload the capacitor and all the system components with damaging results.

The condition (5.15) can be rewritten as

(5.17)

where £ is the order of the harmonic, f, is the resonant frequency, f is the supply system frequency,
KVA,,, is the short-circuit kVA at the point of application of the capacitor, and kvar,,, is the shunt
capacitor rating. This type of resonance is a major concern in power systems, and must be avoided in
any application of power capacitors.

This simple analysis can be used to size capacitor banks for a given distribution system to avoid
resonance. A capacitor bank size has to be selected so that the resonant frequency does not coincide
with any load-generated harmonic. However, the short-circuit level in a power system is not a constant
parameter, and it will vary with the switching conditions: for example, a generator or a tie-line circuit

may be out of service or part of the motor loads may have been shut down, which will lower the

s
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short-circuit level. Therefore, the resonant frequency will vary, depending on the switching conditions,
and a reorganization of the system may bring about a resonant condition where none existed before.

A method of predicting the resonant frequency of the system in the presence of capacitors is to run
a frequency scan. A current source of variable frequency is applied at the point of common coupling
(PCC) for the range of harmonics to be studied. For a unit current injection, the calculated voltages give
the driving point and transfer impedances, both in modulus and phase angle. That is, plots of modulus
and phase angle impedance are obtained at varying frequency, which provides the loci of resonant
frequencies. The procedure is valid regardless of the number of harmonic-producing loads, as long as
the principle of superimposition is valid; that is, when the system contains only linear elements for the
range of frequencies. System component (e.g. transformers, generators, reactors and motors) must be
adequately represented as a function of the frequency [14, 15, 23].

Resonance phenomena caused by the installation of capacitor banks can be propagated and can impact
remotely. A study aimed at detecting the possibility of resonance is therefore important to prevent this
situation and to apply a solution technique. A harmonic source can be considered as a harmonic generator.
Apart from the overloading of capacitors, the harmonic currents can seriously de-rate transformers,
produce additional losses in conductors, result in negative sequence overloading of generators, give rise
to transient torques and torsional oscillations in rotating machinery or negatively affect protective relays.

5.3.5.4 Case Study 3: Harmonic Resonance

A very common means for preventing resonance is either to use passive or active harmonic filters, or to
apply modern power electronics technologies that limit the harmonics at the source. Figure 5.10 shows
the diagram of the test case: a linear load, paralleled by a diode rectifier, is being fed from the lowest
voltage side of a step-down transformer. To improve the load power factor, a 9 Mvar capacitor bank
will be installed at the PCC. After installing the capacitor bank, a resonance problem may occur due
to the presence of harmonic currents injected by the diode rectifier. This problem can be predicted by
performing a frequency scan of the system once the capacitor bank has been placed. Figure 5.11 shows
the waveshape of the AC-side rectifier current and its harmonic spectrum.

A frequency scan of the system from the PCC after installing the capacitor bank is performed to detect
resonance problems. The plot in Figure 5.12 confirm that a resonance will occur at a frequency close to
the fifth harmonic. The harmonic currents going to the rectifier can be seen as harmonic currents injected
into the PCC; they will flow to the HV system through the transformer and divide into other components
connected to the PCC, depending upon their harmonic impedances.

Figure 5.13 shows some simulation results corresponding to the system that results after installing the
capacitor bank. It is evident, as predicted from the frequency scan, that a resonance phenomenon occurs,
and the capacitor bank can be damaged as a consequence of the large current. This is a characteristic of
a parallel-tuned circuit: while the exciting current (i.e. the harmonic currents from the rectifier) can be
small, the capacitor forms a resonant tank circuit with the source impedance, resulting in magnification
of the injected current.

This problem can be solved by installing a filter tuned to the fifth harmonic; that is, the capacitor bank
is replaced by a shunt filter, whose tuned frequency is five times the fundamental. The new frequency

110 kV 25 kV

2500 MVA —{>|— 2 MW

Network
equivalent
110/25 kV Linear | 15 MVA

20 MVA load pf=0.8
8% ,Y-D

Figure 5.10 Case Study 3: Diagram of the test system.
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Figure 5.14 Case Study 3: Frequency scan with capacitor bank and with filter.

scan is shown in Figure 5.14, and compared to the frequency response obtained with the capacitor bank.
The application of a band-pass filter has not eliminated resonances, but now they occur at frequencies
below the tuned frequency and correspond to points that are away from the load-generated harmonics.
For a practical filter design, it is important to account for some variations in the tuned and resonant
frequency with various system switching conditions. Figure 5.15 shows some results with the applied
filter; they can be compared with Figure 5.13.

5.3.6  Energization of Unloaded Transformers
5.3.6.1 Introduction

Switching off a loaded transformer is not usually a problem, and no overvoltage is usually created in the
system or within the transformer. However, re-energizing the transformer can cause high inrush currents
due to the nonlinear behaviour of its core. Transformer inrush currents can have a high magnitude with a
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Figure 5.15 Case Study 3: Installation of a passive filter: (a) capacitor bank current, (b) voltage at point
of common coupling.



Calculation of Power System Overvoltages 121

significant harmonic content (note that the inrush current contains both odd and even harmonics), so when
a line and a transformer are energized together, resonance overvoltages can occur. The inrush currents
interact with the power system, whose resonant frequencies are a function of the series inductance
(associated with the short-circuit strength of the system) and the shunt capacitances of lines and cables.
This may result in long-duration resonant TOVs.

A transmission system will generally be weak during the first steps of a system restoration following a
blackout. The equivalent system inductances are then relatively high because relatively few generators are
on line and the grid tends to be sparse. Therefore, the first system resonant frequency can be much lower
than during normal system operation. Large capacitances also contribute to the low resonant frequencies.
One of the major concerns during the early stages of a power system restoration is the occurrence of res-
onance overvoltages as a result of switching procedures [24]. During a restoration phase, the capacitive
voltage rise due to charging currents can be sufficient to overexcite transformers and generate significant
harmonics. If the combination of the system impedance and the line capacitance is adverse, then a har-
monic resonance will result. Harmonic distortions produced by transformer saturation will excite these
resonances, which can cause damaging overvoltages that result from several factors that are characteristic
of networks during restoration [24]: (1) the natural frequency of the series circuit formed by the source
inductance and line charging capacitance may, under normal operating conditions, be a low multiple of the
power frequency; (2) the magnetizing inrush caused by energizing a transformer produces many harmon-
ics; (3) during early stages of restoration, the lines are lightly loaded while transients are lightly damped,
which means that the resulting resonance voltages may be very high. If transformers become overex-
cited due to power frequency overvoltage, harmonic resonance voltage will be sustained or even grow.
Energizing equipment during black-start conditions can result in overvoltages higher than during normal
operation, and they can cause arrester failures and system faults, and prolong system restoration [24].

The trapped charge that remains in the line/cable after a switching operation caused by a fault condition
that initially opened the circuit may also generate substantial overvoltages when energizing an unloaded
transformer through a line or cable. When closing the transformer, a path for the discharge of the current
trapped along the line/cable is established through the magnetizing impedance of the transformer and as
long as the core of the transformer is not saturated it represents a high impedance. However, as the trans-
former comes into saturation its impedance drops rather quickly, resulting in an increase in current and in
arapid discharge of the cable. As the core comes out of saturation the process reverses and the interchange
of stored energies will continue to repeat it. The voltage will oscillate with a square wave and, with each
oscillation, a certain amount of the original energy will be dissipated until the oscillation dies out.

Temporary resonant harmonic overvoltages may also develop when transformers are switched in high
voltage cable systems and HVDC stations [25]. The AC filter circuits connected at the HVDC stations
produce several parallel resonance points in the impedance—frequency characteristic of the system, so
high saturation overvoltages may occur if the system also has a low degree of damping.

The energizing of an unloaded transformer through a line/cable can also bring up a situation where
extremely high voltages can be generated within the transformer and lead to a transformer failure. These
internal overvoltages develop whenever the resonant frequencies of the feeder and of the transformer
match themselves. Since the length of the line/cable determines the travel time and the resonant frequency
of the line/cable and the transformer, a simple alternative to decrease or mitigate the effects of these
switching transients is to change the length of the feeder. Another option is connecting capacitors at the
secondary terminals of the transformer.

For more details on transformer energization studies, including some actual case studies, see the
CIGRE Brochure 568 [26].

5.3.6.2 Transformer Inrush Current

The magnetizing current necessary to maintain the magnetic flux in the core of an unloaded transformer
is in general only a small percentage of the rated current. However, the magnetizing current of an
unloaded transformer during energization may become extremely high when the transformer core
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Figure 5.16 Simplified transformer magnetization characteristic for inrush current analysis.

comes into saturation, see Figure 5.16. Since saturation is a highly nonlinear phenomenon, the inrush
current contains a DC component and harmonics besides its fundamental. When a power transformer
has been switched off from the system, the transformer core is left with residual flux. When the power
transformer is connected to the network again at an instant when the polarity of the system voltage
is the same as the polarity of the residual flux, then at maximum voltage the total flux density in the
core would have increased. The core is forced into saturation and the transformer draws a large current
from the supplying network. When the voltage reverses its polarity in the next half cycle, then the
maximum flux in the core is less than the maximum flux density in the no-load situation. The transformer
inrush current is therefore asymmetrical and also contains a DC component, and may need seconds to
disappear.

5.3.6.3 Overvoltages During Transformer Energization

A harmonic analysis can be carried out by representing an inrush current as a harmonic current source
I(h) connected to the transformer bus. The relation between nodal voltages, network impedance matrix
and current injections can be then analysed by means of impedance equations [27]:

V(i) = Z(I(h), (5.18)

where & represents the harmonic frequencies (multiples of the fundamental frequency), and Z(h) is a
symmetrical matrix with as many rows and columns as the harmonic currents. V(%) and I(h) are the
vectors of harmonic voltages and currents, respectively.

The harmonic current components of the same frequency that the system resonance frequencies are
amplified in the case of parallel resonance, thereby creating high voltages at the transformer terminals,
as seen in the previous section. This leads to a higher level of saturation resulting in higher harmonic
components of the inrush current, which again results in increased voltages. This can happen particularly
in lightly damped systems, common at the beginning of a restoration procedure when a path from a
black-start source to a large power plant is being established and only a few loads have been restored
[24, 28].
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Figure 5.17 Diagram of the test system.

Figure 5.17 illustrates a condition that can lead to harmonic resonance overvoltages. It is a very
simplified representation of a power system at the early stages of a restoration procedure in which the
analysis is concentrated on the energization of a transformer that is assumed to be unloaded. Figure 5.18
shows some simulation results. One conclusion from a frequency scan from the point of connection of
the transformer is that the impedance seen from this bus shows a parallel resonance peak at the second
harmonic. When the transformer is energized, this resonance condition results in the overvoltage depicted
in Figure 5.18(e).

5.3.6.4 Methods for Preventing Harmonic Overvoltages During
Transformer Energization

Equipment is usually designed to withstand a power frequency overvoltage of about 1.6 p.u. for 1 minute
[29]. The equipment can withstand higher overvoltages if the duration of the overvoltage is shorter, but
the magnitude of resonance overvoltages may exceed 1.6 p.u. for a longer time if the phenomenon is
poorly damped. In general, surge arresters will normally be activated before the resonance overvoltage
reaches the equipment’s overvoltage withstand limits. However, the withstand capability of equipment
may deteriorate due to aging or other internal defects; therefore, sustained resonance overvoltages may
damage the system equipment, even if they are below the specified overvoltage withstand capability.
This situation is not desirable, and the risk of resonance overvoltage should be minimized.

The key factors for analysis of harmonic overvoltages include: the resonance frequency of the network;
the system damping (including the network losses and the load connected to the network); the voltage
level at the transformer terminals; the saturation characteristic and the remanent flux in the core of the
transformer; and the closing time of the circuit breaker pole. Factors that contribute to a higher level of
resonance overvoltage are [29]: (1) higher rating of the transformer to be energized; (2) lower value of
source fault level; (3) longer circuit length; (4) smaller amount of load in the system; (5) higher system
voltage profile; (6) higher working flux density of the transformer; and (7) transformer energized at the
point near the maximum voltage.

Harmonic TOVs during transformer energization are sensitive to several parameters: circuit breaker
closing times, switching angles, transformer saturation curve, residual flux in transformers, source
impedances and system capacitances. The methods that have been proposed to prevent harmonic reso-
nance overvoltages are:

® adding as much load as possible before energizing a transformer: This leads to a decrease in the
magnitude of the impedance and, consequently, to a reduced amplification of the injected harmonic
currents. To ensure that resonance is damped, sufficient load should be connected to the underlying
system. Analysis for a 500 kV line has shown that a load of about 3 MW per mile is adequate [24].

® sclecting a low impedance path for energization of a transformer: A high source impedance can
be reduced by bringing additional generators on-line since a higher number of generators results in
a lower overall inductance and, consequently, in a higher resonance frequency. This means that if
generators are added, the resonance peak is shifted to higher frequencies and if generators are omitted,
it is shifted to lower frequencies.
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Figure 5.18 Energization of an unloaded transformer: (a) transformer inrush current, (b) harmonic con-
tent of the inrush current, (c) impedance at transformer bus, (d) transformer current during energization,
(e) transformer terminal voltage.
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® reducing the system voltage before energizing a transformer: The reactive power of a lightly loaded
system can be reduced by minimizing the number of unloaded lines to be energized and setting
the sending-end transformers at the lowest tap position. Sustained harmonic overvoltages caused
by over-excitation of transformers can be controlled by selecting a transformer tap which equals or
exceeds the power-frequency voltage applied (or lowering system voltage to at or below the tap)
before energizing. Decreasing the generators’ scheduled voltage leads to a proportional decrease
of the preswitching steady-state voltages. This effect results in a change of the transformer inrush
current.

® controlling the switching time: Controlled switching is a reliable method of reducing overvoltages
during energization of transformers. This method is based on the measurement of the residual flux,
which can significantly affect inrush currents. This technique is the most effective method for the
limitation of the switching transients, since the magnitudes of the created transients are strongly
dependent on the closing instants of the switch. The determination of the optimal switching time
aimed at reducing harmonic overvoltages caused by transformer energization during power system
restoration has been analysed in [30]. Up to three different strategies (rapid, delayed and simultaneous
closing) were proposed in [31,32] for controlled energization of multiphase transformers.

5.3.7 Ferroresonance
5.3.7.1 Introduction

Ferroresonance in power systems can involve large substation transformers, distribution transformers or
instrument transformers. The general requirements for ferroresonance are an (applied or induced) source
voltage, a saturable magnetizing inductance of a transformer, a capacitance and low damping [22, 33,
34]. The capacitance can be in the form of the capacitance of underground cables or transmission lines,
capacitor banks, coupling capacitances between double circuit lines or in a temporarily ungrounded
system, and voltage grading capacitors in HV circuit breakers. Other possibilities are generator surge
capacitors and SVCs in long transmission lines. In fact, ferroresonance may also arise solely due to
transformer winding capacitance.

System events that may initiate ferroresonance include single-phase switching or fusing, or loss of
system grounding.

5.3.7.2 Ferroresonance in a Single-Phase Transformer

Figure 5.19 shows an illustrative example. A very small excitation current flows when the rated voltage
is applied to an unloaded single-phase transformer. This current consists of two components: the mag-
netizing current and the core loss current. The magnetizing current, which flows through the nonlinear
magnetizing inductance L, is required to induce a voltage in the secondary winding of the transformer.
The core loss current, flowing through R, is made up of the eddy current losses and the hysteresis
losses in the transformer’s steel core. Although usually assumed linear, R, is dependent on voltage and
frequency. The excitation current contains high-order odd harmonics, due to transformer core saturation,
see Figure 5.19(a).

R, /R, and L /L, , are the winding resistances and winding leakage inductances, respectively. They
are assumed to be linear, with magnitudes relatively small compared to R, and L,,, so they are usually
ignored in no-load situations [33].

If a capacitor is placed between the voltage source and the unloaded transformer, ferroresonance may
occur, see Figure 5.19(b). An extremely large exciting current is drawn, while the voltage induced on the
secondary may be larger than the rated one. The high current here is due to resonance between the series
capacitor and L,,. Due to nonlinearity, two other ferroresonant operating modes are possible, depending
on the magnitudes of source voltage and series capacitance. In general, gradual changes in source voltage
or capacitance will cause state transitions.
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Figure 5.19 Ferroresonance in an unloaded single-phase transformer with rated voltage applied: (a)
unloaded single-phase transformer, (b) unloaded single-phase transformer with series capacitor.

Damping added to the circuit will attenuate the ferroresonant voltage and current. Although some
damping is always present in the form of resistive source impedance, transformer losses and even
corona losses in high-voltage systems, most damping is due to the load applied to the secondary of the
transformer. A lightly loaded or unloaded transformer fed through capacitive source impedance is the
most frequent scenario for ferroresonance.

5.3.7.3 Ferroresonance in Three-Phase Systems

Ferroresonance is rarely seen, provided all three source phases are energized, but it may occur when one
or two of the source phases are lost while the transformer is unloaded or lightly loaded. The loss of one
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or two phases can happen due to clearing of single-phase fusing, operation of single-phase reclosers or
sectionalizers, or when energizing or de-energizing using single-phase switching procedures. If one or two
poles of the switch are open and if either the capacitor bank or the transformer have grounded neutrals,
then a series path through capacitance(s) and magnetizing reactance(s) exists, and ferroresonance is
possible. If both neutrals are simultaneously grounded or ungrounded, then no series path exists and
there is no clear possibility of ferroresonance [16, 33]. In all of these cases, the voltage source is the
applied system voltage.

Ferroresonance is possible for any transformer core configuration. Three-phase core types provide
direct magnetic coupling between phases, where voltages can be induced in the open phase(s) of the
transformer.

Whether ferroresonance occurs depends on the type of switching and interrupting devices, the type
of transformer, the load on the secondary of the transformer and the length and type of line/cable.
However, due to nonlinearities, increased capacitance does not necessarily mean an increased likelihood
of ferroresonance.

Figure 5.20 shows three examples of ferroresonance occurring in a network where single-phase
switching is used. A wye-connected capacitance is paralleled with an unloaded wye-connected trans-
former. The capacitance could be a capacitor bank or the shunt capacitance of the lines or cables

Figure 5.20 Examples of ferroresonance in three-phase systems [16, 33].
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connecting the transformer to the source. Each phase of the transformer is represented only by the
magnetizing reactance jX,, [16, 33].

If one of the three switches of Figure 5.20 were open, only two phases of the transformer would
be energized. If the transformer is of the triplex design or is a bank of single-phase transformers, the
open phase is simply de-energized, and the energized phases draw normal exciting current. However, if
the transformer is of the multilegged core type, a voltage is induced in the ‘open’ phase. This induced
voltage will ‘backfeed’ the distribution line back to the open switch. If the shunt capacitance is significant,
ferroresonance may occur. The ferroresonance that occurs involves the nonlinear magnetizing reactance
of the transformer’s open phase and the shunt capacitance of the distribution line and/or transformer
winding capacitance. Single-phase loads connected along this backfeed phase will continue to be supplied
with poor power quality.

The use of single-phase interruption and switching practices in systems containing multilegged core
transformers is a common condition for initiating ferroresonance. Replacement of all single-phase
switching and interrupting devices with three-phase devices would eliminate this problem. An alternative
solution would be to replace multilegged core transformers with single-phase banks or triplex designs
wherever there is a small load factor.

5.3.7.4 Nonlinear Dynamics Applied to Ferroresonance

Even though ferroresonance involves a capacitance and an inductance, there is no definite resonant
frequency, and more than one response is possible for the same set of parameters, and gradual drifts or
transients may cause the response to jump from one steady-state response to another.

Ferroresonant circuits can be analysed as damped nonlinear systems driven by sinusoidal forcing
function(s) [35]. The nonlinear behaviour of ferroresonance falls into two main categories. In the first, the
response is a distorted periodic waveform, containing the fundamental and higher-order odd harmonics
of the fundamental frequency. The second type is characterized by a non-periodic response. In both
cases the response contains fundamental and odd-harmonic frequency components. In the non-periodic
response, however, there are also distributed frequency harmonics and subharmonics.

‘Lower energy modes’ occur more typically for very large capacitance values and produce periodic
voltages. Some of the periodic modes of ferroresonance may contain subharmonics, but still have strong
power frequency components, and take longer than one fundamental cycle to repeat [36]. The ‘higher
energy modes’ of ferroresonance involve relatively large capacitances and can produce non-periodic
voltages [36]. Transitions between periodic and non-periodic modes occur due to gradual changes in
circuit parameters or to transients. Initial conditions determine the mode in which the operation settles
down after the transients die down.

Techniques developed for analysis of nonlinear dynamical systems and chaos (phase plane projections
and Poincaré sections) can be applied to analysing ferroresonance [35, 37].

5.3.7.5 Modelling for Ferroresonance

Simulation can be used to avoid ferroresonance when designing a system. However, simulation results
have a great sensitivity to the model used and errors in nonlinear model parameters. Although much effort
has been made on refining equivalent circuit models for transformers, and performing simulations using
transient circuit analysis programs such as EMTP, determining nonlinear parameters is still a difficult
task. A different model is required and also a different means of determining the model parameters for
each type of core.

The transformer model is probably the most critical part of any ferroresonance study. Another critical
part is the system zone that must be represented in the model. Both aspects are discussed in the following
paragraphs.
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The study zone: Parts of the system that must be simulated are the source impedance, the transmis-
sion or distribution line(s)/cable(s), the transformer and any capacitance not already included. Source
representation is not generally critical; unless the source contains nonlinearities, it is sufficient to use
the steady-state Thevenin impedance and open-circuit voltage. Lines and cables may be represented
as RLC coupled pi-equivalents, cascaded for longer lines/cables. Shunt or series capacitors may be
represented as a standard capacitance, paralleled with the appropriate resistance. Stray capacitance may
also be incorporated, either at the corners of open-circuited delta transformer winding or midway along
each winding. Other capacitance sources are transformer bushings, interwinding capacitances and busbar
capacitances.

Single-phase transformers: They are typically modelled as shown in Figure 5.19. This model is
topologically correct only for the case where the primary and secondary windings are not concentrically
wound. L, , is essentially zero for concentric coils. Errors in leakage representation are not significant
unless the core saturates. Obtaining the linear parameters for this two-winding transformer may not be
easy. Short-circuit tests give total impedance; that is, (R,,; + R,,) +j(X,,; + X,,,). A judgement must be
made as to how it is divided between the primary and secondary windings.

Model performance depends mainly on the representation of the nonlinear elements R, and L,,. R,
is modelled as a linear resistance. Such a core-loss model represents the average losses at the level of
excitation being simulated, and may yield reasonable results. Since eddy current losses and hysteresis
losses are nonlinear, the calculation of the loss resistance R, gives a different value for each level
of excitation. Using the value of R. closest to the rated voltage may be a good enough estimate. Past
research has shown low sensitivities to fairly large changes in R, for single-phase transformers, but a high
sensitivity for three-phase cores [38]. L,, is typically represented as a piecewise linear A—i characteristic
or as a hysteretic inductance [39—41]. The linear value of L,, (below the knee of the curve) does not much
affect the simulation results [42], although great sensitivities are seen for the shape of the knee and the
final slope in saturation.

Factory test data provided by the transformer manufacturer may be insufficient to obtain the core
parameters. It is important that open circuit tests be performed for voltages as high as the conditions
being simulated, otherwise the final A—i slope of L, must be guessed. Open circuit tests should therefore
be made for 0.2 to 1.3 (or higher) p.u.

The SATURATION supporting routine, available in some EMTP-like tools [43], is often used to convert
the rms V- open circuit characteristic to the instantaneous A—i characteristic of L,,. To successfully use
this method, the first (lowest) level of excitation must result in sinusoidal current, or errors will result
in the form of an S-shaped A-i curve. Also, the V-I characteristic must extend as high as the highest
voltage that will be encountered in the simulation. An extension to this method has been proposed to
obtain a nonlinear representation of R, [44], but the resulting flux-linked versus excitation current (/)
loop does not seem to correctly represent the core losses.

Modern low-loss transformers have comparatively large interwinding capacitances, which can affect
the shape of the excitation curve [45]. This can cause significant errors when the above method is being
used to obtain core parameters. In these cases, factory tests must be performed to get the VI curve before
the coils are placed on the core. A means of removing the capacitive component of the exciting current
has also been developed [38].

For three-winding transformers, a star-connected short-circuit equivalent may be obtained from binary
short-circuit tests (shorting two windings at a time while leaving all others open). Although the terminal-
to-terminal transfer impedances are always positive, one of the reactances in this mathematical represen-
tation may be negative. Such short-circuit models do not correctly account for mutual coupling between
all windings and may cause problems in time-domain transient simulation [46,47]. Another weakness
of this short-circuit representation is that the core equivalent cannot be correctly incorporated. Although
a solution to these problems has been presented in [48], some difficulties still remain since no standard
nonlinear model is available in any simulation package.

Three-phase transformer models: A simplified model is possible for triplex core configuration by
connecting together three of the above single-phase models. However, including the zero-sequence
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effects for three-phase single-core transformers is not obvious, and some of the proposed approaches are
questionable.

A complete transformer representation can be obtained by using a coupled inductance matrix (to
model the winding characteristics) [49], to which the core equivalent is attached. The inductance matrix
is obtained from standard short-circuit tests involving all windings. Problems can arise for rms short-
circuit data involving windings on different phases, since the current may be non-sinusoidal. The hybrid
model presented in [50,51] is based on this approach.

A method of obtaining topologically correct models is based on the duality between magnetic and
electrical circuits [52,53]. The method uses duality transformations, and so equivalent circuit derivations
reduce to exercises in topology. This approach results in models that include saturation in each individual
leg of the core, interphase magnetic coupling and leakage effects.

Several topology transformer models based on the principle of duality have been presented in the
literature [40,41, 54-57]. However, since no standard model is available in any simulation package, tests
suggested in the literature cannot always be performed, and no standard test have been developed for
determining the parameters specified in some models [40], the use of some models is presently limited.

Factory excitation test reports will not provide the information needed to get the magnetizing induc-
tances for this model. Standards assume that the exciting current is the ‘average’ value of the rms exciting
currents of the three phases, which is not correct except for triplex cores, since the currents are not sinu-
soidal and they are not the same for every phase. Therefore, the waveforms of the applied voltage and
exciting currents in all three phases should be given by the manufacturer for all levels of applied voltage.

5.3.7.6 Case Study 4: Distribution Transformer Ferroresonance

Figure 5.21 shows the diagram of the test system. The objective of the study is to estimate the cable length
that can initiate ferroresonance when one or two poles of a circuit breaker are open and the load at the LV
side of the distribution transformer is very low. As discussed above, the system configuration exhibits
the prerequisites for ferroresonance: capacitance provided by the insulated cable, saturable inductance
provided the distribution transformer, and low damping (i.e. unloaded or lightly loaded transformer).

The main parameters of the components that are of concern for a ferroresonance study are detailed
below:

1. HV network: 110 kV, 1500 MVA, X/R = 10, X/X, = 1.1.

2. Substation transformer: Triplex core, 110/25 kV, 35 MVA, 12%, Yd11, grounded through a zigzag
reactance with 75 Q per phase.
® No-load test (positive sequence, MV side): V, = 100%; I, = 0.296%; W, = 18.112 kW.
® Short-circuit test (positive sequence, HV side): V, = 12%; I, = 83.34%; W, = 348.263 kW.

3. Cable: AIRHV, 3 x (1 x 240 mm?), 18/30 kV (see Figure 5.22).

Distribution
Distribution system transformer

—"—Q

Substation|

Tranemisslon <I—@ i Distribution cables
system :

—Q >

Figure 5.21 Case Study 4: Diagram of the test system.
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Figure 5.22 Case Study 4: Configuration of the distribution cable system.
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4. Distribution transformer: Three-legged stacked core, 25/0.4 kV, 1 MVA, 6%, Dyn11.
® Short-circuit test (positive sequence, MV side): V,;, = 6%; I, = 100%; W, = 12 kW.
® No-load test (homopolar sequence, LV side): V,, = 100%; I, = 0.5%; W, = 1.8 kW.
® Saturation curves are shown in Figure 5.23.

Observe that the configuration of the system zone to be analysed is very similar to the system shown
in Figure 5.20. Therefore the scenarios to be analysed can be those depicted in that figure.

The models selected for each component (HV network, cable, transformers) have the following
features:

® The HV transmission network is represented as an ideal balanced and constant three-phase voltage
source in series with a three-phase impedance specified by its symmetrical impedances Z; and Z,,.

® The cable is represented by its pi-equivalent, whose parameters are obtained at power frequency.

® A different approach has been used for representing the substation and the distribution transformers.
In fact, neither the model nor the parameters of the substation transformer are critical, and it can
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Figure 5.23 Case Study 4: Saturation curves of the distribution transformer: (a) legs, (b) yokes.
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be represented by using any of the standard models implemented in most transients programs (e.g.
XFORMER or BCTRAN), or even a simpler model without including nonlinearities. The model
implemented for the distribution transformer is that described in reference [40].

® The switch needed to open the phases that can originate ferroresonance has an ideal behaviour.

The scenarios analysed always consider a lightly loaded transformer. In all cases the load power was
assumed to be purely active, represented by means of constant resistors.

An important conclusion from the study is that ferroresonance does not originate when the cable
length is shorter than 50 m, but it can appear with any length above 10 km.

As for the effect of the number of poles that are open, plots of Figures 5.24 and 5.25 show that less
damping is required when two poles are open, to avoid ferroresonance. We can also see that the pattern
of the oscillations is different for any of the cases presented in these figures.
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Figure 5.24 Case Study 4: MV side, one pole open (cable length = 1 km): (a) unloaded distribution
transformer, (b) transformer load: 5 kW, (c¢) transformer load: 10 kW.
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Figure 5.25 Case Study 4: MV side., two poles open (cable length = 1 km): (a) unloaded distribution
transformer, (b) transformer load: 5 kW, (c) transformer load: 10 kW.

The effect of transformer capacitances was not considered in any of the simulations. Although these
parameters can have some influence on the conditions that can originate ferroresonance, we should not
expect to see large differences from the results presented here since the cable capacitances are much
larger than the transformer capacitances.

The simulation results presented in Figures 5.24 and 5.25 correspond to a cable length of 1 km.
According to these results the overvoltages at the MV side of the distribution transformer can reach values
higher than 3 p.u. when one or two poles are open. As expected, a light load favours ferroresonance,
which can be avoided by increasing the damping, in this case the transformer load.

5.3.8 Conclusions

Temporary overvoltages (TOVs) are difficult to prevent during the normal operation of a power system.
Their voltage levels and probability of occurrence depend mostly on the design of the power system.
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System planning and operational procedures may have an important effect on the appearance of these
overvoltages.

TOVs in linear systems can be analysed in a rather easy manner, and the countermeasures are essen-
tially confined to reactive compensation. Nonlinear components can cause a variety of TOVs, and not all
of them can be mitigated in the same way. Only the category of subharmonic and even-harmonic modes
allows the possibility of damping; in other cases reactive compensation is still the main countermeasure
to limit the amplitudes of TOVs. Although there is a significant experience in ferroresonance studies
[22, 58-61], and some validation work has been presented [62], more effort is still required. Present
research is focused in improving transformer models and studying ferroresonance at the system level.
Theories and experimental techniques of nonlinear dynamics and chaotic systems can be applied to
better understand ferroresonance and the limitations inherent in modelling a nonlinear system. Because
of nonlinearities, solution of the ferroresonant circuit must be obtained using time-domain methods;
that is, computer-based numerical integration methods using time-domain simulation programs such
as EMTP.

Typical values as a function of the overvoltage origin are given below [1, 18]:

® Overvoltages caused by faults to ground will have typical magnitudes of 1.2/1.3 p.u., the worst case
being in the order of 1.5 p.u. Their duration will vary between 0.1 and 2 seconds, although they can
last for 10 seconds or more.

® Ferroresonance overvoltage will exhibit magnitudes of 1.5-2 p.u., the worst case being in the order
of 3 p.u. They can last from several seconds to several minutes.

® Overvoltages caused by load rejection can reach amplitudes of up to 1.2 p.u. in moderately extended
systems and 1.5 p.u. or even more (due to Ferranti or resonance effects) in extended systems. Their
duration depends on the operation of voltage-control equipment and may vary from some seconds,
in extended systems, to several minutes, in moderately extended systems. If only static loads are
on the rejected side, the longitudinal TOV is normally equal to the phase-to-ground overvoltage.
In systems with motors or generators on the rejected side, a network separation can give rise to a
longitudinal TOV composed of two phase-to-ground overvoltage components in phase opposition,
whose maximum amplitude is normally below 2.5 p.u. (greater values can be observed for exceptional
cases such as very extended high-voltage systems).

Mitigation methods depend mostly on the cause of the overvoltage:

® Ground-fault overvoltages: Ground-fault overvoltages depend on the system parameters and can only
be controlled by selecting these parameters during the system design. The overvoltage amplitudes are
normally less severe in grounded neutral systems. An exception exists in grounded neutral systems,
a part of which in unusual situations can become separated with ungrounded transformer neutrals. In
such situations, the duration of the high overvoltages due to ground faults in the separated part can
be controlled by fast grounding at these neutrals, by switches or by specially selected neutral surge
arresters, which will short-circuit the neutral after failing [2].

® [oad rejection overvoltages: TOVs in systems with a linear behaviour can be affected by a change in
system parameters or a change in source voltage only. Reactive compensation, either in the form of
straight shunt compensation or controllable compensation, supplemented by appropriately structuring
the system and by fast-acting voltage regulators, is the means to reduce TOVs caused by load rejection.

® Resonance and ferroresonance: These overvoltages should be limited by detuning the system from
the resonance frequency, by changing the system configuration, or by using damping resistors.

® QOvervoltages caused by transformer energization: Methods proposed to prevent harmonic resonance
overvoltages caused during transformer energization include adding as much load as possible by
the source before energizing a transformer, selecting a low impedance path for energization of a
transformer, reducing the system voltage before transformer energization, or controlling the closing
time.
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5.4 Switching Overvoltages
5.4.1 Introduction

Switching transients in power systems are caused by the operation of breakers and switches. The
switching operations can be classified into two categories: energization and de-energization. The former
category includes energization of lines, cables, transformers, reactors and capacitor banks. The latter
category includes current interruption under faulted or unfaulted conditions.

The results from the study of switching transients are useful to: (1) determine voltage stresses on
equipment; (2) select arrester characteristics; (3) calculate the transient recovery voltage across circuit
breakers; and (4) analyse the effectiveness of mitigating devices (e.g. pre-insertion resistors or inductors).

The level of detail required in the model varies with the study. For example, a line may be represented
by a pi-section equivalent in some line energization studies; in other situations, a distributed-parameter
model with frequency dependence may be necessary. In addition, the results are highly sensitive to the
value of certain parameters; for example, the maximum overvoltage for a line energization depends on
the exact point on the wave at which the switch contacts close. Thus a number of runs for the same
system have to be made with the time of energization being different in each run either in a predictable
manner (for determining the peak overvoltage) or statistically (for obtaining an overvoltage probability
distribution).

5.4.2 Modelling Guidelines

A discussion of the extent of the system to be modelled and details about equipment models typically
used for switching transient simulation are presented in the following subsections [17].

5.4.2.1 Lines and Cables

The most accurate line/cable representations are based on distributed-parameter models. Lumped-
parameter models (pi-circuits) are less accurate and computationally more expensive, because a number
of cascaded short-sections are needed to approximate the distributed nature of the physical line/cable.

The frequency dependence of the line parameters may be an important consideration, particularly
when the (zero sequence) ground return mode is involved (e.g. during a line-to-ground fault). In these
cases, a frequency-dependent distributed-parameter line model gives a very accurate representation for
a wide range of frequencies in transient phenomena. The parameters for the selected model (with either
frequency-dependent or constant parameters) are obtained from geometrical and physical information
(line/cable geometry, conductor and soil characteristics) by using line/cable constants supporting routines,
embedded in most EMTP-like tools.

The use of nominal pi-circuits is usually restricted to the case of very short lines when the travelling
time 7 is smaller than the integration step At of the simulation [43, 63]. However, cascaded pi-sections
can be used without excessive loss of accuracy for some studies, such as line energization [15, 64]. The
number of pi-circuits will usually depend on the desired accuracy.

The parameters for the pi-section of an overhead line can be obtained from positive- and zero-sequence
fundamental frequency impedance values that are used in load flow studies. Typical positive and zero-
sequence parameters of overhead lines are presented in Table 5.4 [17].

The self and mutual impedances to be used in the pi-representation can be deduced using the following
expressions:

X, = %(Xo +2X) X, = %(x0 -X)
X X (5.19)
C = 3(Co+2C) Cp=3(C=C)
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Table 5.4 Typical transmission line parameters at 60 Hz (p = 100 Q.m) [17].

Voltage level

230 kV 345 kV 500 kV 765 kV
Number of circuits 2 1 1 1
Conductors/phase 1 2 3 4
Ground wires 1 2 2 2
X, (Q/km) 0.5000 0.3800 0.3800 0.3400
R, (©/km) 0.0520 0.0320 0.0180 0.0170
X, (Q/km) 2.5000 1.3000 1.2000 1.0090
R, (Q/km) 0.4900 0.3410 0.3300 0.3300
C, (uF/km) 0.0088 0.0120 0.0130 0.0130
C, (uF/km) 0.0041 0.0083 0.0075 0.0093

In many cable studies in which the frequencies span a large bandwidth and the cable parameters sig-
nificantly vary within this range, the constant-parameter assumption can be too limiting, so a frequency-
dependent parameter model must be used. However, for solid dielectric cables, the constant parameter
model is often adequate. The estimation of the maximum allowable pi-section length and the associated
errors are discussed in [17].

5.4.2.2 Transformers

For switching transient studies, a lumped-parameter coupled-winding model with a sufficient number of

RLC elements that fit the impedance characteristics at the terminal within the frequency range of interest

will suffice. The nonlinear characteristic of the core should usually be included, although the frequency

characteristic of the core is often ignored. This may be an oversimplification because the eddy current

effect prevents the flux from entering the core steel at high frequencies, thereby making the transformer

appear to be air-cored. This effect begins to be significant even at frequencies of the order of 3-5 kHz.
For switching surge studies, the following approaches may be used:

® a model developed from the transformer nameplate — most standard EMTP models fall into this
category [43, 49, 65]

® a model synthesized from the measured impedance vs. frequency response of the transformer, as
described in [66-69]

® avery detailed model obtained from the transformer geometry and material characteristics. The model
is then reduced to one that is usable in the time-domain solution [70,71].

When possible, validation of the model should be made. A frequency response obtained by simulation
can be compared within the desired bandwidth with the actual characteristic if available. Determining
the fundamental frequency response in the form of open and short-circuit impedances is a standard
check, and should be done for all possible open and short-circuit conditions on the windings. Induced
winding voltages at fundamental frequency are of interest. Comparison with factory tests if available
also validates the model. If terminal capacitance measurements are available, a comparison between
measured and computed responses is useful.

5.4.2.3 Switchgear

In switching transient studies, the switch is often modelled as an ideal conductor (zero impedance) when
closed, and an open circuit (infinite impedance) when open. Transients packages allow various options to
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vary the closing time, ranging from one-shot deterministic closings to multishot statistical or systematic
closings [43].

Opening: Transient studies are based on an ideal switch model that opens at a current zero. The
dynamic characteristic of the arc is usually not important and is not modelled in most cases, although it
can be useful in some cases [72-75].

In certain instances where small inductive currents are being interrupted, the current in the switch can
extinguish prior to its natural zero crossing. Severe voltage oscillations can result due to this current-
chopping that can stress the circuit breaker. For a detailed description of this phenomenon see [76].

Statistical switching: Transient voltage and current magnitudes depend upon the instant on the voltage
waveform at which the circuit breaker contacts close electrically. A statistical switching case typically
consists of several hundred separate simulations, each using a different set of circuit breaker closing
times. Statistical methods can be used to post-process the peak overvoltages from each simulation. Circuit
breakers can close at any time (angle) on the power frequency wave. For a single-phase circuit, the set
of circuit breaker closing times can be represented as a uniform distribution from 0 to 360 degrees, with
reference to the power frequency.

A three-phase (pole) circuit breaker can be modelled as three single-phase circuit breakers, each with
an independent uniform distribution covering 360 degrees. However, an alternative (dependent) model
can be used if the three poles are mechanically linked and adjusted so that each pole attempts to close at
the same instant. In reality, there will be a finite time, or pole span, between the closing instants of the
three poles. The pole span can be modelled with an additional statistical parameter, typically a normal
(Gaussian) distribution. For a mechanically linked three-pole circuit breaker, the closing times use both
uniform distribution parameters and Gaussian distribution parameters. All three dependent poles use the
same parameter from the uniform distribution, which varies from O to 360 degrees. Each pole uses a
unique parameter from the Gaussian distribution. The standard deviation of the maximum pole span is
typically 17-25% of the maximum pole span.

Statistical cases with pre-insertion resistors or reactors require a second set of three-phase switches.
The first set is modelled as described above. The closing times of the second set (which shorts the
resistors or reactors) depend upon the first set plus a fixed time delay, which is typically one-half to one
cycle for pre-insertion resistors used with circuit breakers, and 7 to 12 cycles (depending on application
voltage class) for pre-insertion reactors used with circuit-switchers closing in air through high-speed
disconnect blades.

Prestriking: The withstand strength of the contacts decreases as the contacts come closer. When the
field stress across the contacts exceeds this withstand strength, prestrike occurs. If this is taken into
account, the distribution of closing angles is confined to the rising and peak portions of the voltage
waveshapes [77]. Some modern devices can control the closing angle of the poles to close at or near the
voltage zero between the contacts [78-80]. Such devices can reduce overvoltages and inrush currents.
For such devices, the maximum angle in the tolerance of the voltage zero closing control should be
used. Alternatively, a statistical switching method can be applied to the breaker poles over the time span
around the voltage zero, within the tolerance of the closing time [77].

Faults: Faults are usually modelled as ideal switches in series with other elements if necessary. The
switch can be closed during the steady state solution or closed at a specific time or voltage. Several runs
with variations in the closing instant should be carried out as the point on wave of switching can affect
the transient. Faults may also be modelled with flashover controlled switches to represent a gap; the
switch is operated when the gap voltage exceeds a fixed value.

More sophisticated models include a volt—time characteristic. Faults generally involve arcs, which
can be modelled by various approximations: (1) ideal switch (V = 0, R = 0); (2) constant voltage V or
linear resistance R; (3) constant V and series R; (4) series V and R that vary according to some assumed
function; (5) V and/or R that vary according to some differential equation [81]. The most commonly used
option is the first one since the arc voltage is usually small compared with voltage drops elsewhere (i.e.
along the transmission line). Arc modelling can be important when studying secondary arc phenomena,
such as single-phase reclosing. For a discussion on the modelling of this phenomenon see [82].
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5.4.2.4 Capacitors and Reactors

Capacitor banks are usually modelled as a single-lumped element. However, some switching transient
simulations require the modelling of secondary parameters such as series inductance and loss resistance.
The inductance of the buswork is sometimes important when studying the back-to-back switching of
capacitor banks, or in the study of faults on the capacitance bus. The damping resistance of this inductance
should be estimated for the natural frequency of oscillations.

Reactors are usually modelled by a simple lumped inductor with a series resistance. A parallel
resistance may be added for realistic high-frequency damping. The core saturation characteristic may
also have to be modelled. A parallel capacitance across the reactor should be included for reactor
opening studies (chopping of small currents). The total capacitance includes the bushing capacitance
and the equivalent winding-to-ground capacitance. For series reactors, there is a capacitance from the
terminal to ground and from terminal to terminal. More sophisticated models may be developed for
determining internal stresses [83].

5.4.2.5 Surge Arresters

Gapless metal oxide surge arresters can be modelled as a nonlinear resistance. The preferred represen-
tation is a true nonlinear element which iterates at each time-step to a convergent solution and is thus
numerically robust [84—86]. The V-I characteristic should be modelled with 5-10 (preferably exponential
as opposed to linear) segments. Waveshape-dependent characteristics are usually not required for most
slow-front switching transient simulations. The surge arrester lead lengths and separation effects can
also be ignored for such studies [14].

5.4.2.6 Loads

In general, the power system load is represented using an equivalent circuit with parallel-connected
resistive and inductive elements. The power factor of the load determines the relative impedance of
the resistive and inductive elements. Shunt capacitance is represented with the resistive and inductive
elements of the load if power factor correction capacitors are used. Whenever loads are lumped at a
load bus, the effects of lines, cables and any transformers downstream from the load bus need to be
considered [14].

This is particularly important for the simulation of high-frequency transient phenomena. In such
cases, an impedance Z in series with the parallel RLC load equivalent circuit is appropriate, as shown
in Figure 5.26. The series impedance, combined with the equivalent source impedance at the load bus,
is typically in the range of 10-20% of the load impedance.

Load bus

Figure5.26 Equivalent circuit representation of power system loads for simulating switching transients.
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Figure 5.27 Conventional network equivalents [17].

Certain types of load may require specific representation of some components (e.g. induction motors,
adjustable-speed drives or fluorescent lighting loads). The need for such detailed representation is
determined by the phenomenon being investigated.

A load model will be included in the study only when it can add crucial information; otherwise, the
load is not considered and the most conservative results are derived.

5.4.2.7 Power Supply

As for other components, the power supply model depends on the phenomenon being investigated. In
some transient studies, a generator can be modelled as a voltage behind the subtransient impedance. If
the zone under study is fed from a power system, the supply system can be modelled as an ideal sinewave
source in series with its equivalent impedance.

Often a network equivalent is used in order to simplify the representation of the portion of the power
network not under study. Figure 5.27 shows some simple network equivalents [17]. The first type (a)
represents the short-circuit impedance (Thevenin equivalent) of the connected system, being the X/R ratio
selected to adequately represent the damping (the damping angle is usually in the range 75-85°). The
second type (b) represents the surge impedance of connected lines; this equivalent may be used to reduce
connected lines to a simple equivalent surge impedance and where the lines are long enough so that reflec-
tions are not of concern in the system under study. If the connected system consists of a known Thevenin
equivalent and additional transmission lines, the two impedances may be combined in parallel as in Fig-
ure 5.27(c). However, it should be noted that this approach may yield an incorrect steady-state solution
if the equivalent impedance of the parallel connected lines is of comparable magnitude to the source
impedance. If so, it may not be possible to lump the source and the lines into a single equivalent impedance.

More complex equivalents which properly represent the frequency response characteristic (as opposed
to the ones above, which are most accurate near to the fundamental frequency) may be required [87, 88].
An update of the work performed on network equivalents has been presented in [89].

5.4.3 Switching Overvoltages

Typical case studies are analysed for a practical demonstration of the modelling guidelines [5, 17, 75].
Several different examples are considered: energization of lines and cables, transient recovery voltage
determination for line and transformer faults and switching of shunt and series capacitor banks.

5.4.3.1 Energization of Lines and Cables

The energization of lines and cables by closing the circuit breaker may cause significant transient
overvoltages. It is important to distinguish between energization and reclosing. In the former case, there
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is no trapped charge. In case of reclosing, the line/cable may have been left with a trapped charge after
the initial breaker opening. Under such circumstances, the transient overvoltages can reach values of up
to 4.0 p.u. The aim of these studies is to determine the overvoltage stresses and choose the insulation
strength in order to achieve an outage rate criterion [6, 90] — see the case studies in Section 5.4.4.

The source, transformer, overhead lines, insulated cables, circuit breaker and the trapped charges (if
any) are to be modelled in order to study energization transients. A variety of line and cable models
can be used in these studies, including pi-circuit and distributed-parameter models. As shown in [17],
either a constant distributed-parameter model or a pi-circuit model can be used to represent a cable in
statistical energizations, being results very similar. However, for pipe-type cables a frequency-dependent
distributed-parameter model is recommended, since eddy current losses in the iron pipe can have a
considerable effect on switching transients, especially if the frequency content is above 1 kHz.

5.4.3.2 Transient Recovery Voltage

A transient voltage is developed across the contacts of a switch when they start to open. This voltage,
known as transient recovery voltage (TRV), is present immediately after the current zero, and in actual
systems its duration is in the order of milliseconds. The recovery voltage will consist of two components: a
transient component, which occurs immediately after a current zero, and a steady-state component, which
is the voltage that remains after the transient dies out. The actual waveform of the voltage oscillation is
determined by the parameters of the power system. Its rate of rise and amplitude are of vital importance
for a successful operation of the interrupting device. If the rate of recovery of the contact gap at the instant
of current zero is faster than the rate of rise of the recovery voltage (RRRV), the interruption is successful
in the thermal region. It may be followed by a successful recovery voltage withstand in the dielectric
region and then by a full dielectric withstand of the recovery voltage. If, however, the RRRYV is faster
than the recovery of the gap, then failure will occur either in the thermal region or in the dielectric region.
A good understanding of the transient phenomena associated with circuit breaker operations in power
systems has led to improved testing practice and resulted in more reliable switchgear. Recommended
characteristic values for simulation of the TRV are fixed in standards [91-93]. Some important cases of
current interruption are analysed in this section [17, 75].

Single-line fed bus fault: Consider the circuit in Figure 5.28, which shows a fault fed from a single
line, which in turn is fed by a bus with substantial capacity and several connected long transmission
lines. When a fault at the remote end of a transmission line is cleared, the receiving end voltage at the
remote end oscillates with a half period equal to the travel time of the line. The peak magnitude in the
lossless case can be up to twice the sending end voltage at the instant of fault clearing. This voltage now
appears as the TRV across the open breaker. In the actual case, the slope and magnitude of the TRV is
dependent on the damping present in the system.

Figure 5.28(b) shows the equivalent circuit that could be used to analyse this case. The network
equivalent may be of the types (a) and (c) shown in Figure 5.27. The inductance value is obtained from
the short-circuit current at the bus. If a type (c) network equivalent is chosen, the parallel resistance
results from a parallel combination of the surge impedance of the unfaulted lines. This representation is
appropriate when the lines are long and no reflections affect the protective device during the transient
period under consideration. If the fundamental frequency impedance of the source is much smaller
than the equivalent parallel impedance of the transmission lines, the warning sentence of the previous
subsection does not apply. If the lines are not so long, then each one is represented by its travelling
time and surge impedance, as in Figure 5.27(b). When considering unbalanced faults, a full model may
be necessary. The faulted line may be also represented as a low-frequency lossless line with lumped
resistance at the midpoint and at the end of the line. Lumped capacitances represent the bus capacitances
of the supply station and the station at the end of the line. The transient recovery voltage across the
circuit breaker will exhibit a waveform that will depend on the distance of the fault location to the bus,
the surge impedance of the lines and the number of lines — see Figure 5.28(c).
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Figure 5.28 Single-line fed bus fault: (a) diagram of the test system, (b) equivalent circuit, (c) typical
waveform.

Transformer Secondary-Fault: The aim is to find the TRV on the circuit breaker on the primary side
of a transformer after it clears a secondary-side fault, see Figure 5.29. When a fault occurs on the
secondary side of a transformer, the relatively large leakage inductance of the transformer will limit the
magnitude of the fault current through the primary-side protective device. In addition, the source-side
bus voltage drops to a level determined by the leakage inductance of the transformer and the effective
source impedance. At the same time, the transformer secondary-side voltage collapses to zero, dropping
the bus voltage (reduced from its pre-fault value due to the fault) across the leakage inductance of the
transformer. When the fault is cleared, the source-side bus voltage recovers in an oscillatory fashion with
a frequency determined by the source inductance and its equivalent capacitance. If the transformer is
located at the end of a line, the source-side bus voltage will attempt to recover to the pre-fault voltage level
through a ramp, and overshoot. This sets up a damped ‘oscillation” on the source side of the protective
device with a period determined by the positive- and zero-sequence travel times of the line. For short
lines, the source inductance dominates, reducing the magnitude of oscillations that occur at a higher
frequency. The voltage on the transformer side of the switch collapses to zero in an oscillatory fashion
with a frequency determined by the leakage reactance of the transformer and its equivalent terminal
capacitance. The resulting switch transient recovery voltage rate of rise is very steep, with a substantial
peak value — see Figure 5.29(c).
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Figure 5.29 Transformer secondary fault: (a) diagram of the test system, (b) equivalent circuit of the
transformer, (c) typical waveform.

The transformer can be represented as shown in Figure 5.29(b). Transformer terminal capacitances
are included when a fault on one side of the transformer is cleared from the other side. The capacitive
coupling ratio, Cy;/(Cy; + C,), is generally lower than 0.4. The capacitance is calculated from the
known winding frequencies. Representative frequencies for power transformers are reported in [94]. The
effective terminal capacitances can be determined based on the frequency of oscillation of each winding
by using

1

C= ErTT (5.20)

where fis the frequency of oscillation of each of the windings in Hz, L, (henries) is the transformer
leakage inductance (referred to the winding of interest) and C (farads) is the effective capacitance, where

C = Cy + C,;, for the high-voltage winding, (5.21a)
C=C,+Cy, forthe low-voltage winding. (5.21b)

Due to high-frequency winding resistance and eddy current losses, the oscillations are damped. This
damping is represented by the resistance to ground in the equivalent circuit. For most transformers the
damping is usually such that the damping factor (i.e. the ratio of successive peaks of opposite polarity in
the oscillation) is of the order of 0.6 to 0.8.

Short-line fault: A fault on a transmission line close to the terminals of a high-voltage circuit breaker
is known as a short-line fault — see Figure 5.30(a). The clearing of a short-line fault puts a high thermal
stress on the arc channel in the first few microseconds after current interruption due to the electromagnetic
waves reflecting from the short-circuit back to the terminals of the circuit breaker which can result in a
TRV with a rate of rise of 5-10 kV/us [95,96]. Figure 5.30(c) shows the typical saw-tooth shape of the
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Figure 5.30  Short-line fault: (a) diagram of the test system, (b) equivalent circuit, (c) typical waveform.

recovery voltage during a short-line fault clearing. For some kinds of circuit breakers, the initial TRV
is the most critical period, and the stress caused by a short-line fault may be the most severe. The value
of the rate of rise at the line side depends on the interrupted short-circuit current and the characteristic
impedance of the overhead transmission line. The parameter of concern is not the maximum TRV but
its initial rate of rise. For the system represented in Figure 5.30(b), this value may be approached by
[75, 95]

Svh
RRRV ~ \/EVa)STJ (@ = 2xf), (5.22)

where S, is the short-circuit capacity at the circuit breaker location and SIL is the surge impedance load
of the transmission line.

Interruption of small inductive currents: The interruption of small inductive currents can lead to
situations that are known as current chopping and virtual chopping [76, 96]. If the current is interrupted
at current zero, the interruption is normal and the transient recovery voltages are usually within the
specified values. However, if premature interruption occurs, due to current chopping, the interruption
will be abnormal and it can cause high-frequency reignitions and overvoltages. When the breaker chops
the peak current, the voltage increases almost instantaneously, if this overvoltage exceeds the specified
dielectric strength of the circuit breaker, reignition takes place. When this process is repeated several
times, due to high-frequency reignitions, the voltage increase continues with rapid escalation. The high-
frequency oscillations are governed by the electrical parameters of the concerned circuit, the circuit
configuration and the interrupter design, and result in a zero crossing before the actual power-frequency
current zero.

Figure 5.31 compares the transient recovery voltages that are generated when arc interruption takes
place at current zero, and before current zero (current chopping), respectively. It is obvious from this
example that the second case is more severe.
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Figure 5.31 Interruption of small inductive currents: (a) equivalent circuit, (b) interruption at current
zero, (c¢) interruption before current zero.

Since the frequency of the oscillations, 1/ (2n'\/L_C), will usually be much higher than the power
frequency, the above value should be added to the peak voltage of the source to obtain the TRV across
the circuit breaker.

In the case of current chopping, the instability of the arc around current zero causes a high-frequency
transient current to flow in the neighbouring network elements. This high-frequency current superimposes
on the power-frequency current whose amplitude is small and which is actually chopped to zero. In the
case of virtual chopping, the arc is made unstable through a superimposed high-frequency current caused
by oscillations with the neighbouring phases in which current chopping took place. Virtual chopping
has been observed for gaseous arcs in air, SF¢ and oil. Vacuum arcs are also very sensitive to current
chopping.

The circuit shown in Figure 5.31(a) was used to illustrate the problems related to current chopping;
more accurate models are usually required, mainly when reignitions/restrikes need to be analysed, see
for instance [75, 97, 96].
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5.4.3.3 Capacitor Switching

Capacitor switching can cause significant transients at both the switched capacitor and remote loca-
tions. The most common problems when switching capacitors are [17]: (1) overvoltages at the switched
capacitor during energization, (2) voltage magnification at lower voltage capacitors during capacitor
energization, (3) transformer phase-to-phase overvoltages at a line termination during capacitor ener-
gization, (4) breaker current due to inrush from capacitors at the same bus while a capacitor is being
energized, (5) breaker current due to outrush from a capacitor into a nearby fault, and (6) capacitor
breaker restrike. Although all of these phenomena can be initiated by capacitor switching or fault initi-
ation near a capacitor, they each produce different types of transients that can adversely affect different
power system apparatus. These phenomena and their modelling requirements are briefly discussed below.
Several practical cases have been presented in the literature, for example [98—101].

Capacitor energization: Energizing a shunt capacitor from a predominantly inductive source results
in an oscillatory transient voltage at the capacitor bus with a magnitude that can approach twice the peak
bus voltage prior to energization. The characteristic frequency of the energization transient is

f= . (5.23)

where L is the source inductance and C is the capacitor bank capacitance.

This energization transient can excite system resonances or cause high frequency overvoltages at
transformer terminations. The magnitude and duration of the energizing voltage transient is dependent
upon a number of factors including system strength, local transmission lines, system capacitances and
switching device characteristics. Voltage transient magnitudes increase as system strength is reduced,
relative to capacitor size. In addition to reducing system surge impedance and increasing system strength,
transmission lines provide damping. These three characteristics of transmission lines help reduce capac-
itor energizing transients. Other capacitors in the vicinity of a switched bank help reduce capacitor
energizing transients because they reduce system surge impedance.

Switching devices can be designed to reduce transients by using closing control, pre-insertion resistors,
or pre-insertion inductors. The closer to zero voltage a capacitor is energized, the lower the resulting
transients. The optimum closing resistor size is approximately equal to the surge impedance calculated
as

R

optimum —

Ls (5.24)
c’ '

where Ly is the source inductance and C is the capacitor bank capacitance.

Voltage magnification: Normal capacitor bank energizing transients, which are limited to twice the
preswitch capacitor bus voltage, are not a concern at the switched capacitor location. Significant transient
voltages can occur at remote capacitors or cables when magnification of the capacitor energizing transient
occurs. The simple circuit in Figure 5.32 illustrates the voltage magnification phenomena.
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Figure 5.32 Voltage magnification.
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The highest transient voltages, on a per unit basis, occur at the lower voltage capacitance (C,) during
capacitor C; energization when (1) the capacitive Mvar rating of C, is significantly greater than that of
C, and (2) the natural frequencies f, and £, (as defined below) are nearly equal:

1 1

h= 22y/L,C, 2= 22\/L,G,

The magnitude of the voltage magnification transient at C, is dependent on switched capacitor size,
source impedance, the impedance between the two capacitances, system loading and the existence of other
nearby low-voltage capacitors. Moderate increases in distribution system loading can significantly reduce
voltage magnification transients. Because transformer losses increase significantly at higher frequencies,
modelling the frequency dependence of transformer losses, or simply modelling the transformer X/R ratio
at the capacitor’s natural frequency, can improve model accuracy and reduce the severity of the voltage
magnification simulated. Controlled breaker closing, pre-insertion resistors or pre-insertion inductors can
be used to reduce voltage magnification related transients. Voltage magnification can also cause excessive
energy duty at arresters protecting distribution capacitors. High-energy arresters may be necessary if other
methods of reducing voltage magnification are not implemented.

Transformer termination phase-to-phase overvoltages: Capacitor energization can initiate travelling
waves that will increase in magnitude when reflected at transformer terminations. These reflected surges
will be limited to approximately 2 p.u. by the transformer line-to-ground arresters. Phase-to-phase
voltage transients of 4 p.u. can be caused by 2 p.u. surges of opposite polarity appearing simultaneously
on different phases. This 4 p.u. switching transient may exceed a transformer’s switching surge withstand
capability.

System short-circuit capacity and the number of lines at the switched capacitor location do not
significantly affect this phenomenon. Switched capacitor size affects the frequency of oscillation that
occurs when a capacitor is energized. Higher phase-to-phase transients often occur on longer lines
because the travelling wave oscillation peak begins to match up with the natural frequency of the
capacitor energization transient. Oscillations that occur on very short lines may also be important, as
they have the potential for exciting transformer internal resonances.

As with other capacitor switching related transients, these transients can be reduced by the use of
synchronous closing control, pre-insertion resistors or pre-insertion inductors.

Back-to-back capacitor switching: The inrush currents associated with back-to-back capacitor switch-
ing must be evaluated with respect to the capacitor switch capabilities. Standards specify inrush current
magnitude and frequency limits for general and definite-purpose breakers [102]. A circuit illustrating
back-to-back switching is shown in Figure 5.33.

The equations for calculating current magnitude and frequency are

(5.25)

_ Vo _ 1 Vg
[=-S = xf= , (5.26)
Z Zﬂ\/Lequq 27[Leq
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Figure 5.33 Back-to-back switching.
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where

Zeilfr 1 i er, ¢, = S0
- Ceq eq — 1 2 3 eq_CI+C2’

(5.27)

V¢, is the voltage across C; as switch closes, L, L, are the self-inductances of the capacitor banks
and L, is the inductance between capacitor banks.

A simple model that includes all impedances between the energized and switched capacitors will
suffice to simulate back-to-back switching inrush currents. If the calculated inrush currents are excessive,
current-limiting reactors can be used to bring them within acceptable limits. The size of the current-
limiting reactor necessary to limit the inrush current to an acceptable level can be estimated by rearranging
the equation for / X f above, as shown below, and using peak preswitch current and voltage values:

L = Ver
i = (5.28)
2r(I X f)

Current outrush into a nearby fault: Current outrush from a capacitor can be a concern when a breaker
closes into a fault. For general-purpose breakers, ANSI standards indicate that the product of the outrush
current peak magnitude and the frequency is limited to less than 2 X 107 [102]. The limitation for definite
purpose breakers is less severe, generally 6.8 x 107.

Figure 5.34 illustrates the capacitor current outrush phenomenon. The equations necessary to calculate
current magnitude and frequency are

1= la f=; IXf= Ver , (5.29)
z 277.'\ /quceq 27[Leq
where
Leq
Z= L,=L+Ly C,=C, (5.30)

eq

V¢, is the voltage across C, as the switch closes, L, is the self-inductance of the capacitor bank and
L, is the inductance between the capacitor banks and the fault.

If outrush currents are a concern, they can be limited by the use of reactors. The reactor size can be
quite accurately determined by the following equation when peak preswitch voltage and current values
are used [17]:
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Figure 5.34 Outrush switching.
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Arrester energy duty during capacitor breaker restrike: If the circuit breaker restrikes during the
interruption of a capacitive current, there will be an inrush current flow which will force the voltage
in the capacitor to oscillate with respect to the instantaneous system voltage to a peak value that is
approximately equal to the initial value at which it started but with a reversed polarity. If the restrike
happens at the peak of the system voltage, then the capacitor voltage will reach a value of 3.0 p.u.
Under these conditions, if the high-frequency inrush current is interrupted at the zero crossing, then the
capacitor will be left with a charge corresponding to a voltage of 3.0 p.u. and half a cycle later there
will be a voltage of 4.0 p.u. applied across the circuit breaker contacts. If the sequence is repeated, the
capacitor voltage will reach 5.0 p.u. [5, 75]. If damping is ignored, there could be a theoretical unlimited
voltage escalation across the capacitor.

Arresters applied at large shunt capacitors should be evaluated for their energy duty during breaker
restrike, even when the capacitor breakers are designed to be ‘restrike free’.

There are several methods of determining arrester energy requirements during the first capacitor
breaker restrike. The energy during subsequent restrikes can be much higher, but is usually not considered
when sizing arresters.

An accurate method of determining arrester energy requirements during capacitor breaker restrike is
to simulate the restrike event using a detailed transient model. The model should represent the system in
detail for at least two busses in each direction from the capacitor.

The arrester energy requirement during restrike of a grounded capacitor can be calculated by [103]

CxV
E=——2" . Jav2—(v, -V, 5.32
AT [4V: = (v, = V)] (5.32)

where C is the capacitor capacitance, V), is the arrester protective level and V; is the peak line-to-ground
voltage.

Because the effects of system losses, loads or transmission lines are not included, the resulting arrester
energy requirements will be conservatively but not excessively high. Derating of the arrester energy may
be required because of the high magnitude currents associated with capacitor restrike transients.

Series capacitor switching: Series capacitors are usually installed on transmission lines to increase
power transfer capability. Transient studies may be required to determine the impact of the series
compensation on the existing system to ensure safe and reliable operation. The aspects to be evaluated
may include the following [17]:

® surge arrester sizing: Establish surge arrester duty and related protection settings for the capacitor
bank.

® line breaker TRV: Determine the transient recovery voltage for the transmission line breakers.

® line energization: Investigate system behaviour when the compensated line is energized.

® bank insertion and bypass: Investigate system behaviour when the series capacitor is bypassed or
inserted.

® single-phase reclosing: Determine line end arrester duty for single-phase reclosing operation.

® line protection: Investigate relay requirements.

Simulated events may consider varying size and location of the series capacitor, although these are
generally determined by steady-state, transient stability and subsynchronous resonance studies, and by
relaying requirements.

The system model typically includes lines and transformers at least one bus back from the switching
locations of interest. Transmission lines are represented as distributed-parameter models. Transformers
are modelled using a saturable transformer component model. Equivalent sources can be modelled as
mutually coupled elements considering their positive and zero sequence characteristics. Series capacitors
and other system components are modelled as lumped-parameter elements, including quality factor. The
model should also include the bypass breaker with its series reactor, and the surge arrester connected
across the series capacitor.
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The worst-case fault conditions that keep the capacitor bank inserted determine the maximum surge
arrester energy requirements. The case list includes three-phase, double-phase and single-phase faults.
Single-phase reclosing events under fault conditions must be also considered: the line end breakers open
on the faulted phase only to clear the fault, and then one end recloses.

The maximum TRV of line breakers may be evaluated by applying three-phase and single-phase faults
at various locations along the line and at the series capacitor. In some cases, arresters or pre-insertion
devices may be required to reduce the TRV to acceptable levels. The effect of energizing the series-
compensated line with and without the capacitor bypassed can be evaluated. The impact of capacitor
bank insertion and bypass should be simulated under varying power flow and other operating conditions.
The bypass switch TRV is evaluated from the simulation of capacitor bank insertion. The simulation
of capacitor bypass determines the inrush currents. Results should then be compared to the withstand
ratings at the breaker and its series reactor.

An illustrative example of series capacitor switching was presented in [17].

5.4.4 Case Studies
5.4.4.1 Case Study 5: Transmission Line Energization

Figure 5.35 shows the tower design of the test line, a 50 Hz, 400 kV transmission line. Characteristics of
phase conductors and shield wires are provided in Table 5.5. The objective is to determine the probability
distribution of switching overvoltages, assuming the line length is 200 km. To perform the calculations,
the source side will be represented by a network equivalent with a short-circuit capacity of 10 000 MVA
and considering the following ratios: Z, = Z,, X,/R, = 12.0, X,/X, = 1.3, X,/R, = 8.0.

26.1m
(14.1 m)
225m

(10.5 m)
17.20m

Figure 5.35 Case Study 5: Transmission line energization — test line configuration.
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Table 5.5 Case Study 5: Characteristics of wires and conductors.

Conductor Diameter DC resistance
type (mm) (Q/km)
Phase conductors Curlew 31.63 0.05501
Shield wires 94S 12.60 0.64200

The transmission line is represented by means of a non-transposed, constant and distributed-parameter
model, with parameters calculated at power frequency. Although a more rigorous approach should be
based on a frequency-dependent distributed-parameter line model [14, 17], the model used in this study
will provide conservative values, since parameter dependence with respect to the frequency increases
the conductor resistance and damping.

As a consequence of multimodal wave propagation, the overvoltages that can occur at the open end of
an overhead transmission line during energization may be greater than 2 p.u. However, the most onerous
scenario corresponds to a reclosing operation (i.e. a line energization with trapped charge), since in this
situation the magnitude of the resulting voltages at the open end may be above 3 p.u.

Figure 5.36 shows some simulation results obtained when energizing and reclosing the test line. Note
that the peak voltages can exceed 2 p.u. with a simple energization and 3 p.u. when reclosing (in the case
of Figure 5.36(b) there was a 1 p.u. trapped charge in all line phases).

Reclosing overvoltages can be reduced by pre-inserting resistors. First, the auxiliary contacts of the
pre-insertion resistors close; after a time interval of about half a cycle of the power frequency the main
contacts close and pre-insertion resistors are short-circuited.

The three scenarios (energizing, reclosing, pre-insertion of resistors) are analysed. The simulations in
these scenarios were made with the following common features:

® It is assumed that only phase-to-ground overvoltages are of concern, and only the highest peak value
of the three overvoltages is collected from each run.

® The energizations are performed over the entire range of a cycle, and assuming that the three poles
are independent. The closing time of each pole is randomly varied according to a normal (Gaussian)
probability distribution, with a standard deviation of 2.5 ms.

Table 5.6 shows the characteristic parameters that result for the scenarios analysed in this chapter. The
aiming time was chosen following the method presented in [75]. Reclosing is analysed by assuming that
a 1 p.u. voltage is trapped on each phase, and a pre-insertion resistance of 400 Q is used. Figure 5.37
depicts the peak voltage distributions.

5.4.4.2 Case Study 6: Shunt Capacitor Switching

Figure 5.38 shows a diagram of the 60 Hz power system that will be used to illustrate some of the
overvoltages that can be caused by capacitor switching. The system zone included in the system model
has up to three voltage levels. The goal is to estimate some of the overvoltages that can be originated
at nodes L1 and L2 when switching the capacitor bank installed at the MV side of the substation
transformer.

The main parameters of the system components are indicated in the figure. The 115 kV network
equivalent is represented by its symmetrical impedances (Z, = Z, = 0.715 + j4.370 Q, Z, = 0.557 +
J5.041 Q). The feeders that supply the two load nodes of interest, L1 and L2, have the same characteristics
and are also represented by their symmetrical impedances (Z, = Z, = 1.822 +j2.195 Q, Z, = 3.688 +
j6.404 Q). The transformers are modelled without including the saturation characteristics and assuming
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Figure 5.36 Case Study 5: Transmission line energization — simulation results: (a) open terminal
voltages — line energization, (b) open terminal voltages — line reclosing.

triplex core, which may be unrealistic. The other components (surge arresters, capacitor banks and loads)
are represented by means of the models presented in Section 5.4.2.

The transients analysed in this example are the voltage magnification that can occur at the lowest
voltage load nodes when connecting the capacitor bank and the overvoltages that can arise at the same
nodes as a consequence of a capacitor breaker restrike. The energy duty of the arresters installed in
parallel with the capacitor bank is also of concern in this second case.

Table 5.6 Case Study 5: Statistical distribution of phase-to-ground voltages.

Mean value Standard deviation
Case (p.u.) (p-u.)
Energizing 2.301 0.268
Reclosing 3.190 0.666

Pre-insertion resistors — 400 Q 1.541 0.032
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Figure 5.37 Case Study 5: Transmission line energization — peak voltage distribution.

Figure 5.39 compares the switching overvoltages caused at nodes L1 and L2 after switching a 4 Mvar
shunt capacitor bank. The oscillograms show that the peak overvoltage is much higher at the LV node
L1, where a compensating capacitor has been installed, although the load is higher (i.e. the equivalent
parallel RL model has lower parameter values) than at the other load node, L2, where the peak voltage
is less than twice the rated peak value. This confirms the prerequisite of a lower voltage capacitance for
voltage magnification. On the other hand, a more moderate peak overvoltage value should be expected
with a more accurate transformer model.

Figure 5.40 compares again the overvoltages caused at the same load nodes when a restrike occurs
during the interruption of the capacitor current. The restrike occurs a few milliseconds before the peak
of the transient recovery voltage for the first open pole is reached. The simulation results show that the
peak overvoltage is again higher at the LV node, where a remote capacitor bank was installed, and that
the value is even higher than for the previous case.

The simulations were performed with a Y-connected ungrounded capacitor bank, so the TRV across
the breaker poles are very different from those that would be derived with a grounded capacitor bank. In
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Figure 5.38 Case Study 6: Capacitor bank switching — diagram of the test system.
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Figure 5.39 Case Study 6: Voltage magnification — low voltage side.

fact, the TRV across the other poles can reach much higher values than for the first pole after this one
restrikes; consequently a second restrike should be expected.

Figure 5.41 shows that the maximum energy discharged by the MV surge arrester in parallel with the
capacitor bank is well below a dangerous value. This seems to be due to the highly damped oscillation
originated at the capacitor bank.
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Figure 5.40 Case Study 6: Capacitor restrike — low voltage side.
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Figure 5.41 Case Study 6: Capacitor restrike — Arrester energy.

5.4.5 Validation

The validation of transients caused by switching operations is perhaps the most affordable one, due to
the range of frequencies associated to most switching transients and to the fact that the initiation of the
transient is previously scheduled; that is, there is no randomness involved in the origin of the transient.
Several field measurements have been presented to date for validation of computer models. Reference
[104] presents some cases, including ferroresonance, with a good agreement between simulation results
obtained with an EMTP-like tool and either field measurements or TNA results.

5.5 Lightning Overvoltages
5.5.1 Introduction

Lightning strokes are one of the primary causes of fast-front transients in power systems. Lightning
studies are performed to design lines and substations, and for the protection of power system equipment
[6, 105]. Some of the objectives of these studies are to characterize the magnitude of the lightning
overvoltages for insulation requirements, and to find the critical lightning stroke current that causes
insulation flashover.

Specific study objectives for transmission lines are to determine lightning flashover rate (LFOR) and
to select line arresters. For substations the objectives may be to calculate mean time between failures
(MTBF), to determine surge arrester ratings, to find optimum location for surge arresters for lightning
surge protection, or to estimate minimum phase-to-ground and phase-to-phase clearances.

Fast-front overvoltages are caused by the impact of a lightning stroke to a transmission line, to a phase
conductor (shielding failure), or to a tower or a shield wire (backflashover). Direct strokes to substations
are generally ignored, since it is commonly assumed that the substation is perfectly shielded, via shield
wires or lightning masts; that is, only strokes with a peak current magnitude below the critical value will
hit substation equipment.

Direct strokes to phase conductors: Direct strokes to the phase conductors of a shielded transmission
line occur typically when lightning strokes of low magnitude (a few kA) bypass the overhead shield
wires (shielding failure). Traditionally, the electrogeometric model based upon strike distance has been
used to determine the maximum prospective peak lightning current that can bypass the shielding and
hit phase conductors. A detailed description of this model can be found in the literature [6]. The usual
approach has been to design the transmission line insulation to withstand the maximum shielding failure
current predicted by the electrogeometric model without an outage to the line.

Backflashovers: The event of greater concern is backflashover, which occurs when the lightning
discharge strikes the tower or the shield wire, and the resultant tower top voltage is large enough to cause
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flashover of the line insulation from the tower to the phase conductor. When backflashover occurs, a part
of the surge current will be transferred to the phase conductors through the arc across insulator strings.
By default, it is assumed that the backflashover causes a line-to-ground fault that will be cleared by a
circuit breaker, causing a line outage until the circuit breaker is reclosed.

The voltage surge as a result of the backflashover is very steep, and generally dictates the modelling
requirements of the study, since direct strokes to the phase conductors will create relatively less steep
voltage waveforms. The steepness and the magnitude of the voltage decrease as the surge propagates
along the line, depending upon the line parameters. Corona is another important factor that reduces the
steepness of the incoming voltage surge.

The lightning performance of the transmission lines is characterized by the outage rate, which may
dictate the insulation requirements of the line. In the design studies, the minimum lightning stroke current
(i.e. critical current) that causes insulator backflashover is determined. The probability of occurrence of
a lightning current is described by a log-normal distribution [106, 107]. The number of strokes to the line
per year depends on the keraunic level of the region and the exposed area of the shield wires. The LFOR
for the line can be calculated by multiplying the probability of the flashover and the number of strokes
to the shield wire.

For substation design studies, lightning is assumed to hit a nearby tower or shield wire of the incoming
line causing a backflashover. The resultant lightning surge enters the substation and propagates inside.
A discontinuity exists at junction points where a change in height or cross-section of the busbar takes
place, and at equipment terminals. The discontinuity points inside the substation, the status of circuit
breakers/switches (open/closed) and the location of the lightning arresters are especially important for
the overvoltage characterization at the substation. These overvoltages will provide the data required for
detailed arrester specifications. Then, the insulation levels (i.e. basic lightning impulse insulation level,
(BIL)) of the substation equipment can be coordinated with the protective level of the arresters.

5.5.2 Modelling Guidelines

This section describes the models of power system components to be used in lightning studies. For
each component, model parameters are justified, and typical values are provided. General trends and
rules of thumb that should be followed in the model development are also discussed. A critical question
is the extent to which the power system has to be represented. Since lightning-related surge voltages
and currents cannot be easily measured or verified, the models presented should be treated as the
recommended approach in representing the behaviour of the power system components within the
specified frequency range [108, 109].

5.5.2.1 Overhead Transmission Lines

The model of an overhead line in lightning studies must include the representation of phase conductors
and wires, towers and footing/grounding impedances. Phase conductors and shield wires are explicitly
modelled between towers, and only a few spans are normally considered. Tower models include the effects
of tower geometry and tower grounding impedance, with special emphasis on its lightning-dependent
characteristics due to soil ionization. Insulators are also modelled with their flashover characteristics.
Figure 5.42 shows the model for lightning studies.

Phase conductors and shield wires: The overhead line is represented by multiphase untransposed
distributed-parameter line sections for each span. Bundled phase conductors can be represented by one
equivalent conductor. The line parameters are usually calculated by means of a Line Constants routine
[43], using the tower structure geometry and conductor data as input. The parameters are generally
calculated at 400/500 kHz, including skin effect. Comparative EMTP studies for single-circuit transmis-
sion lines have shown that computer simulation results with frequency-dependent line models are very
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Figure 5.42 Overhead transmission line representation.

similar to those obtained with constant-parameter line models. Typical values for surge impedances are
250-500 Q for line modes, while the ground mode surge impedance is higher, generally around 700 Q.
The velocity of propagation for aerial modes is close to the speed of light, being much slower for the
ground mode.

Line length and termination: In transmission line design studies, the peak voltage at the struck tower
may be influenced by reflections from the adjacent towers. A sufficient number of adjacent towers at
both sides of the struck tower should be modelled to determine the overvoltages accurately. This can
be achieved by selecting the number of line spans modelled, such that the travel time between the
struck tower and the farthest tower is more than one-half of the lightning surge front time. The number
of line spans modelled must be increased when the effects due to the tail of the lightning surge are
considered, especially when evaluating the insulator flashovers with the leader propagation method or
the energy discharged by arresters. In substation design studies, a similar approach can be followed,
provided that all the line spans and towers between the struck tower and the substation are modelled
in detail. Furthermore, it may be desirable to determine the first reflections of overvoltages accurately
at any point inside the substation. This criterion may require detailed modelling of additional towers
further away from the substation, depending upon the distance from the struck tower and the substation
layout. In both transmission line and substation design studies, the line extended beyond the last tower
can be represented with a matrix of self and mutual resistances equal to the corresponding line surge
impedances. This matrix can be determined by a Line Constants routine [43]. Another simpler option is
to add a line section long enough to avoid reflections from the open point reaching the last tower included
in the model.

Towers: The representation of a tower is usually made in circuit terms. The simplest model represents
a tower as a single-phase distributed-parameter lossless line, whose surge impedance depends on the
structure details [105]. Typical values are 100-300 €2, and the velocity of propagation can be assumed
to be equal to the speed of light. Since the surge impedance of the tower varies as the wave travels from
top to ground, more complex models have been developed that represent a tower by means of several
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line sections and circuit elements that are assembled, taking into account its structure. These models
are based on non-uniform transmission lines, or on a combination of lumped- and distributed-parameter
circuit elements [110,111]. This approach is also motivated by the fact that, in many cases, it is important
to obtain the lightning overvoltages across insulators located at different heights above ground; this is
particularly important when two or more transmission lines with different voltage levels are sharing the
same tower.

Grounding impedance: The peak overvoltage on the tower depends on the grounding impedance,
whose influence on the tower top voltage is determined by its response time and current dependence.
The response time is usually only important in cases where counterpoises with distances greater than
30 m from the tower base are installed. In that case, a frequency-dependent distributed-parameter model
should be considered [6, 111, 112]. Within 30 m of the tower base, the time response can generally be
neglected, and the tower grounding impedance is determined by using the current dependence of the
grounding resistance using [106, 113]

R
=—9° (5.33)

VIHITT,

where R; is the tower grounding resistance, R, is the tower grounding resistance at low current and
low frequency, /, is the limiting current to initiate sufficient soil ionization and / is the lightning current
through the grounding impedance.

The limiting current is a function of soil ionization and is given by

1 E,p
e =3 R_g (5.34)
where p is the soil resistivity (Q-m), and E, is the soil ionization gradient (about 300-400 kV/m [114]).

In most studies, it is recommended to consider the waveshape dependence of tower foundation and
counterpoise grounding. Lumped grounding resistance may not be adequate as compared to more detailed
models of counterpoise grounding. The counterpoise can be represented as a nonlinear resistance with
values calculated by (5.33), or as distributed-parameter lines at ground level with dispersed conductive
connections to earth [111]. The typical tower grounding resistance is 10—100 €2.

Insulators: The insulators may be represented by voltage-dependent flashover switches in parallel with
capacitors connected between the respective phases and the tower. The capacitors simulate the coupling
effects of conductors to the tower structure. Typical capacitance values for suspension insulators are of
the order of ‘some 10 pF’ [115, 116], while for pin insulators, the capacitance is around 100 pF/unit.
Capacitance values for non-ceramic insulators are an order of magnitude lower than for comparable
ceramic insulators.

For a simplified analysis, a detailed arcing model for flashover is not necessary, and an idealized
representation can be adequate. In this case, the flashover mechanism of the insulators is represented
by voltage—time curves, whose characteristics are a function of insulator length and are applicable only
within the range of parameters covered experimentally [105, 108, 109, 117, 118]. The insulator flashover
voltage for the standard voltage—time curves can be calculated using

KZ
Vo =K+ 55 (5.35)
where V,_, is the flashover voltage in kV, K; =400 X £, K, =710 X ¢, ¢ is the insulator length in m and
t is the elapsed time after lightning stroke in ps.

The insulator is represented as a voltage-controlled switch across a capacitor which is closed when
the insulator voltage exceeds the flashover voltage calculated from voltage—time curve, simulating
a flashover. The front time for the arcing can be quite steep (around 20 ns) and is determined by the



158 Transient Analysis of Power Systems: Solution Techniques, Tools and Applications

physics of air gap breakdown. The startup time for the voltage—time characteristics must be synchronized
to the instant at which the lightning stroke hits the shield wire or the tower top.

Multiple flashovers at consecutive towers are also possible, which are likely to reduce the peak
overvoltages. It is recommended to represent all the insulators that are on the path of the lightning surge
with their voltage—time characteristics for accurate calculation of the overvoltages.

The behaviour of insulation under the stress of the standard impulse cannot accurately predict its
performance when exposed to any non-standard lightning impulse. Furthermore, it is inaccurate to
assume that flashover will occur when a voltage wave just exceeds the voltage—time curve at any time.
The experimental voltage—time characteristic is only be adequate for relating the peak of the standard
impulse voltage to the time of flashover. In order to obtain correct results, further modifications to
voltage—time curve would be required.

Accurate representation of air gap (insulator strings and spark gaps) breakdown, subject to standard and
non-standard lightning impulses, is necessary for insulation coordination studies. Analytical procedures
to predict the performance of insulation as a function of the impulse voltage waveform, the time to
flashover, the gap configuration and others, have been developed and validated by tests performed in the
high voltage laboratories. The most widely used procedures are the integration method and the leader
progression model (LPM) [106, 111, 119]. A description of these methods is presented in [111].

Corona: Corona has a significant effect on overvoltage surges associated with lightning strokes to
overhead lines [120-124]. The work carried out by Wagner, Cross and Lloyd [125] resulted in the
following conclusions:

® For high magnitude positive surges, the corona effect is independent of the conductor size and
geometry. The same applies for negative polarity surges except for one conductor size (24 mm
diameter).

For low voltages, the effect differs due to the different corona inception voltages.

Weather conditions have no significant impact on corona distortion.

The coupling factor between phases increases with increasing surge voltage.

The tail of the surge is not influenced by corona.

Corona introduces a time delay to the front of the impulse corresponding to the loss of energy necessary
to form the corona space charge around the conductor. This time delay takes effect above the corona
inception voltage (V) and varies with surge magnitude. This variation with voltage can be expressed as
a voltage-dependent capacitance (C,) which is added to the geometrical capacitance of the transmission
line.

The corona inception voltage (V;) for a single conductor above earth is given by [105]

%223.<1+1.22) 2h

H -r-In 7, (536)
where r is the conductor radius in cm, and /4 is the conductor height in cm.

The modelling details of corona can be expressed by curves of charge (¢) versus impulse voltage (V).
These g—V curves can be divided into three parts:

1. Below corona inception voltage V;, the curve is a straight line determined by the geometrical
capacitance.

2. Above corona inception voltage V;, the curve shows an initial capacitance jump (C;) plus an increase
in capacitance, which is voltage dependent as long as the voltage is increasing.

3. For decreasing voltages, the curve again is practically determined by the geometrical capacitance.

The excess capacitance (C,) to be added during the second stage of the g—V curve is given by [106]

C,=C+K(V-V,), (5.37)
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where C, is the initial capacitance jump, K is a corona constant, V; is the corona inception voltage and V
is the instantaneous impulse voltage.

The sum of the excess capacitance (C;) and the geometric capacitance (C,) is the dynamic capacitance
(Cdyn):

Cdyn = Ck + Cg (538)

The constant K varies with conductor diameter and the number of subconductors, as well as the
polarity of the applied surge voltage. For example, for conductors with 31 mm diameter, K varies from
4.8 x 1073 pF/kVm for a single conductor and positive polarity surges to 2.4 X 10~* pF/kVm for eight
subconductors and positive polarity surges. For negative polarity surges, the constant is approximately
half of these values.

The coupling factor between phases increases due to corona and is given by

K./K,=1+C,/C,, (5.39)

where K, is the coupling factor in the corona, and K, is the geometric coupling factor [106]. K, is
calculated using the method proposed in [105].

Several corona models can be used to represent the dynamic capacitance region of the g—V curve in a
piecewise linear fashion [111, 123]. The approach proposed in [122] can be used to estimate the variation
of the steepness of lightning overvoltages impacting on substations with travel length. This approach
relies upon the observation that for voltages substantially higher than the corona inception level, the
time delay as a function of travel distance becomes linear; that is, in this region, the steepness of the
overvoltage is independent of the voltage value. This yields the relationship [2, 4]

S= ;, (5.40)

1
— +A-d
S

0

where S, is the original steepness of the overvoltage, S is the new steepness after the waveform travels
for a distance d and A is a constant. The constant A is a function of the line geometry only and is also
dependent on the surge polarity. Typical values are given in [2, 4, 122]. See the Case Study at the end of
this section.

Although corona effects may reduce the peak of lightning-related overvoltages more than 20% [123],
in some studies corona is neglected to obtain conservative results.

5.5.2.2 Substations

The overall substation model can be derived from the substation layout, and must include buswork,
insulators and other substation equipment [109].

Buswork and conductors: The buswork and conductors between the discontinuity points inside the
substation, and connections between the substation equipment, are explicitly represented by line sections.
These line sections are modelled by untransposed distributed-parameter sections if they are longer than
3 m; otherwise, a lumped-parameter inductance of 1.0 pH/m can be used. The line parameters can be
calculated using a Line Constants routine [43]. Note that the minimum conductor length with distributed-
parameter representation dictates the simulation time-step.

Substation equipment: The substation equipment, such as circuit breakers, substation transformers
and instrument transformers are generally represented by their stray capacitances to ground. Figure 5.43
shows some circuit breaker representations, while Table 5.7 provides minimum capacitance values used
in lightning studies for different types of substation equipment, when the actual data is not available.



160 Transient Analysis of Power Systems: Solution Techniques, Tools and Applications

6-10 pF 10 pF

* TN
1

B

Dead tank Live tank

111
50 pF T I 50 pF 5pF

Figure 5.43 Circuit breaker representations [108, 109].

If the disconnect switches or breakers have more than one support, appropriate capacitances should be
added to the model. Furthermore, if some of the substation equipment is close to each other (i.e. less than
3-5 m), their capacitances can be grouped together for simplification. The open/closed status of circuit
breakers/switches should be considered.

In lightning studies conducted to design transformer protection against fast-front overvoltages, a
conservative approach is to represent the transformer as an open circuit. To increase the level of accuracy, it
is recommended to account for the capacitance of the winding. A resistance equal to the surge impedance
of the winding can be placed across the capacitance. The model can be enhanced by adding the inductive
transformer model and relevant capacitances between windings, windings to core and windings to
ground, as well as bushing capacitances. Such a model can also be used to calculate the surge transfer
from winding to winding as in the case of generator (or motor) protection studies. Capacitances can be
determined from the geometry of the coil and core structure, from manufacturers’ data and from tables
available in the literature. Values of the winding capacitance together with capacitance values for outdoor
bushings are presented in [5].

Some transformer models can accurately determine how a voltage applied to one set of terminals is
transferred to another set of terminals [41, 66, 69, 126, 127]. These models duplicate the transformer
behaviour over a wide range of frequencies, and act like a filter, suppressing some frequencies and
passing others. The use of a frequency-dependent transformer model is important when determining the
surge that appears on a generator bus when a steep-fronted surge impinges on the high-voltage terminals
of the generator step-up transformer. Some models allow the simulation of any type of multiphase,
multiwinding transformer as long as its frequency characteristics are known, either from measurements
or from calculations based on the physical layout of the transformer.

Insulators and bus support structures: The bus support structures are represented by a distributed-
parameter model with surge impedances calculated from the structure geometry, and with velocity of

Table 5.7 Minimum capacitance-to-ground values for substation equipment [108, 109].

Capacitance-to-ground

Equipment 115kV 400 kV 785 kV
Disconnector switch 100 pF 200 pF 160 pF
Circuit breaker (dead tank) 100 pF 150 pF 600 pF
Bus support insulator 80 pF 120 pF 150 pF
Capacitive potential transformer 8000 pF 5000 pF 4000 pF
Magnetic potential transformer 500 pF 550 pF 600 pF
Current transformer 250 pF 680 pF 600 pF
Autotransformer” 3500 pF 2700 pF 5000 pF

“Capacitance also depends on MVA.
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Figure 5.44 Insulator and bus support structure models. Bus support structure: (a) common to all
phases, (b) individual for each phase [109].

propagation equal to the speed of light, similar to the transmission line bus tower models [108, 109].
Models for typical bus support configurations are shown in Figure 5.44. The representative grounding
resistance inside the substations is usually 0.1-1 Q. Comparative simulations have shown that the support
structures do not have much impact on the simulation results, and can be neglected [109].

The capacitance to ground of all insulators should be represented, since the substation capacitance is
one of the critical parameters that modify lightning surge waveshapes.

5.5.2.3 Surge Arresters

The voltage—current characteristics of metal-oxide surge arresters are a function of the incoming surge
steepness. Protective characteristics for surge arresters showing crest discharge voltage versus time-to-
crest of discharge voltages are available from manufacturers. Since arrester terminal voltage and current
do not reach their peak values at the same time, the frequency-dependent characteristics of arresters may
be of significant importance when excited by fast-front transient surges [85, 86].

The arresters can be modelled as nonlinear resistors with 8 X 20 ps maximum voltage—current char-
acteristics. Several frequency-dependent surge arrester models have been developed [84-86, 128—133].
These models can reproduce metal-oxide surge arrester characteristics over a wide range of frequencies
such as lightning, switching and temporary overvoltages.

The nonlinear arrester characteristics need to be modelled up to at least 2040 kA, since high current
surges initiated by close backflashovers can result in arrester discharge currents above 10 kA. The arrester
lead lengths at the top and at bottom must be considered to account for the effects of additional voltage
rise across the lead inductance. A lumped element representation with an inductance of 1.0 pH/m will
be sufficient.

In all studies, the energy through the arresters must be monitored, and verified that the maximum
allowed energy dissipation is not exceeded.

5.5.2.4 Sources

Two types of inputs must be considered in lightning studies: the instantaneous phase voltage at the time
the stroke hits the line and the lightning stroke current. The insulator stress is a combination of the
voltage due to the lightning current and the power-frequency voltage.

Initial conditions: The instant of lightning stroke with respect to the instantaneous steady-state AC
voltage must be coordinated to maximize its impact for worst case conditions. This can be achieved
by properly selecting the magnitude and phasing of the three-phase sinusoidal voltage sources at the
terminating point of the transmission lines.
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In transmission line design studies, one of the objectives is to determine the highest line outage rate
which is generally maximized by finding the minimum critical lightning current that causes insulator
backflashovers. If the lightning hits the tower when the contribution of AC power-frequency voltage to
the insulation stress is maximum, the backflashover can occur with a smaller lightning current.

In substation design studies, it is desirable to maximize the steepness and magnitude of the line-
to-ground voltage surges towards the substation [6]. The steepness is directly related to the arcing
mechanism across the flashing insulator, while the magnitude jumps up to the tower top voltage after the
backflashover. Thus, if the tower voltage has sufficient time to build up before the backflashover, the worst
case overvoltages can be observed. Setting the magnitude of the power-frequency voltage to +0.5 p.u. for
a negative polarity lightning stroke will minimize the insulator stress and delay the backflashover, which
will maximize the voltage surge. Other power-frequency voltages will cause earlier backflashovers on
the other phases. Note that under these conditions, two of the phases may backflashover at the same time,
due to similar voltages across the insulators, and give the impression of reduced current and/or energy at
the substation arresters due to current sharing which may not be the case in reality [109].

Lightning stroke: The lightning stroke is represented by a current source. Its parameters, such as
crest, front time, maximum current steepness, duration and polarity are determined by using a statistical
approach, since they all are statistical in nature, generally characterized by log-normal distributions
[106, 107]. In addition, the peak current can be statistically correlated to the steepness and the time
to crest of the current wave form. Both the steepness and the front time increase as the peak current
increases. The detailed calculation procedure for these parameters is shown in the CIGRE Guide [106],
and see also [6].

A rigorous approach requires the front of the lightning current source to be upwardly concave, although
for practical purposes a linearly rising front at the selected maximum current steepness can be sufficient.
In this case, a negative triangular waveshape for the lightning current source can be selected. The double
exponential impulse model should be used with caution since this model does not accurately reflect the
concave waveshape of the wave front [108, 109]. Typical lightning current values for backflashovers and
direct strokes are as follows:

® Backflashover: Lightning strokes of high magnitude, in the range of 20 kA up to values rarely exceeding
200 kA, cause the backflashovers. In this current range, median front times (30-90%) range from
about 3 us at 20 kA to about 8 s at 200 kA. Maximum current steepness ranges from about 20 kA/us
at 20 kA to about 48 kA/us at 200 kA [106, 134].

® Shielding failure: Lightning strokes of amplitude below the critical shielding current, generally less
than 20 kA, can bypass the overhead shield wires and strike directly on the phase conductors. The
maximum lightning current that can strike the phase conductors of any given overhead transmission
line can be predicted by using the method recommended in [117, 135, 136].

Here are some other issues that should also be considered [109]:

® Regardless of the mechanism by which a lightning overvoltage is generated, the maximum amplitude
of the surge may be taken equal to 1.2 X CFO, where CFO is the critical flashover voltage of the
insulation [6]. The 1.2 multiplier accounts for two effects: (1) the CFO (Us, in IEC standards) is a
median value and hence the insulation can carry higher voltages 50% of the time, and (2) the CFO
is based on the standard 1.2 X 50 ps impulse waveform. The withstand voltage is higher for steeper
fronts and may also be higher for some non-standard waveforms — see [111].

® [n determining the maximum stroke current that can cause shielding failure, several references use a
model in which the striking distance to ground is taken equal to A4S (see for instance [6, 105, 136]),
where S is the striking distance to the wires and g is a factor which is a function of either the voltage
or the height of the phase wires. As noted in the discussion by Mousa [117], varying # (with voltage
or height of the conductors) produces results which are inconsistent with the physics of the problem.
Reference [137] presents a revised electrogeometric model in which the striking distance to ground is
kept constant. This approach is more consistent with the physics of the problem.
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5.5.3 Case Studies

The modelling guidelines presented previously are applied in two case studies. The first is aimed at
obtaining the lightning performance of an overhead transmission line, and includes a sensitivity study
of lightning-caused overvoltages. The second case presents the calculation of lightning overvoltages
within a substation for which the surge arresters must be selected, assuming that the characteristics of
the incoming surge are already known.

5.5.3.1 Case Study 7: Lightning Performance of a Transmission Line

Test system: Consider the tower design shown in Figure 5.35. It corresponds to a 400 kV transmission line
with two conductors per phase and two shield wires, whose characteristics are presented in Table 5.5. The
average span length is 400 m and the striking distance of insulator strings is 3.212 m. The calculations
will be made by assuming that the line is located at sea level. The goal of this example is to estimate the
lightning performance of this line.

Modelling guidelines: The models used to represent the different parts of the line are [14, 15, 108,109]
as follows:

1. Theline is modelled by means of four spans at each side of the point of impact. Each span is represented
as a multiphase untransposed frequency-dependent and distributed-parameter line section. Corona
effect is not included.

2. Aline termination at each side of the above model is needed, to avoid reflections that could affect the
simulated overvoltages caused around the point of impact. Each termination is represented by means
of a long enough section whose parameters are also calculated as for line spans.

3. A tower is represented as an ideal single-phase distributed-parameter line. The approach used in
this example is the twisted model recommended by CIGRE [106]. This model can suffice for single
circuits with towers shorter than 50 m [6].

4. The grounding impedance is represented as a nonlinear resistance whose value is approximated by
the equation (5.33), recommended in standards [2, 4]. The soil ionization gradient E;, is 400 kV/m
[114].

5. This analysis will be performed by using two different approaches for representing insulator strings.
In the first model insulator strings are represented as voltage-controlled switches. The CFO/Us,
is calculated according to the expression proposed by IEC 60071-2 for negative polarity strokes
(2]

U3, = 7008 (5.41)

where S is the striking distance of the insulator strings. With this model, a flashover occurs if the
overvoltage exceeds the lightning insulation withstand voltage.

In the second model, the representation of insulator strings relies on the application of the leader
progression model (LPM), being the leader propagation obtained by means of [106, 119, 138,139].

i
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where V(¢) is the voltage across the gap, g is the gap length, £ is the leader length, E, is the critical
leader inception gradient and k; is a leader coefficient.

6. Phase voltages at the instant at which the lightning stroke hits the line are included. For statistical
calculations, phase voltage magnitudes are deduced by randomly determining the phase voltage
reference angle and considering a uniform distribution between 0 and 360°.



164 Transient Analysis of Power Systems: Solution Techniques, Tools and Applications

kA 4

|100

IQU

telo tao th Time

Figure 5.45 Stroke current concave waveform.

7. A lightning stroke is represented as an ideal current source (infinite parallel impedance) of negative
polarity and a concave waveform, with no discontinuity at r = 0 — see Figure 5.45. The mathematical
expression used in this example is the so-called Heidler model, which is given by [140]:

I, j»
()= LS ot/ 4

1= ) 5.43
i 111+k”e ( )

where 1, is the peak current, # is a correction factor of the peak current, n is the current steepness
factor, k = t/r, and 7|, 7, are time constants determining current rise and decay time, respectively.
The value selected for parameter n is 5 in all simulations performed for this example. In statistical cal-
culations, stroke parameters are randomly determined according to the distribution density functions
recommended in the literature [106, 107]. See below for more details.

The study of this example has been divided into two parts. The first part summarizes the main results
of a sensitivity study aimed at analysing the influence that some line parameters have on the overvoltages
originated across insulator strings. The second part presents the application of the Monte Carlo method
to assess the lightning performance of this line.

Sensitivity study: The goal is to simulate overvoltages caused by strokes to towers and phase conductors,
and determine the influence that some parameters have on the peak voltages. All the calculations presented
in this example have been performed by representing insulator strings as open switches and grounding
impedances as constant resistances:

® Strokes to a tower: Figure 5.46 depicts the relationships with respect to some parameters. These results
were derived without including power-frequency voltages. One can easily deduce that both parameters
have a strong influence: the greater the grounding resistance value and the shorter the rise time, the
higher the overvoltages.

® Strokes to a phase conductor: For the same stroke peak current, overvoltages originated by strokes
to phase conductors will be much higher than those originated by strokes to towers or shield wires.
A new parametric study was carried out to deduce the influence of the stroke peak current and the
voltage angle, using the phase angle of the outer phase (phase A) to which the lightning stroke impacts
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Figure 5.46 Case Study 7: Overvoltages caused by strokes to a tower: (a) insulator string overvoltage
vs grounding resistance (I, = 1 kA), (b) insulator string overvoltage vs rise time of the lightning stroke
(1, = 1 kA).

as a reference. Figure 5.47 presents the results obtained by considering the worst case from each
simulation. The plots show very high voltages, but it is worth noting that shield wires will prevent
strokes with a peak current higher than 20 kA from reaching phase conductors, as shown in the
subsequent section. The influence of the grounding resistance when the lightning stroke hits a phase
conductor is negligible. The voltage caused by a lightning stroke to a phase conductor increases
linearly with the peak current magnitude and depends on the phase angle at the moment it hits the
conductor.

Statistical calculation of lightning overvoltages: The main aspects of the Monte Carlo procedure used
in this example are [141]:

® The values of the random parameters are generated at every run, according to the probability dis-
tribution function assumed for each one. The calculation of random values includes the parameters
of the lightning stroke (peak current, rise time, tail time, location of the vertical channel), the phase
conductor voltages, the grounding resistance and the insulator strength.
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Figure 5.47 Case Study 7: Overvoltages caused by strokes to phase conductors: (a) insulator string
overvoltage vs reference phase angle, (b) insulator string overvoltage vs the peak current magnitude.

® The determination of the point of impact requires a method for discriminating strokes to line conductors
from those to ground. In addition, it is important to distinguish return strokes to shield wires from
those to phase conductors. This step will be based on the application of the electrogeometric model
recommended by Brown—Whitehead [142]:

re=T1107" 1, =647, (5.44)

where r, is the striking distance to both phase conductors and shield wires, r, is the striking distance
to earth and 7 is the peak current magnitude of the lighting return stroke current. With this model, only
return strokes with a peak current magnitude below 20 kA will reach phase conductors.

® The overvoltage calculations can be performed once the point of impact of the randomly generated
stroke has been determined. Overvoltages originated by nearby strokes to ground are neglected.

® Voltages across insulator strings are continuously monitored. Since the goal of the procedure is to
obtain the lightning flashover rate, every time a flashover is produced the run is stopped, the counter
is increased and the flashover rate is updated.

® The entire simulation is stopped when the convergence of the Monte Carlo method is achieved or the
specified maximum number of iterations is reached. The convergence is checked by comparing the
probability density function of all variables to their theoretical functions, so the procedure is stopped
when they match within the maximum error or the maximum number of runs is reached.



Calculation of Power System Overvoltages 167

Lightning stroke waveform and parameters: Only single-stroke negative polarity flashes are considered
in this study. The stroke waveform is that shown in Figure 5.45. The main parameters used in statistical
calculations to define the waveform of a lightning stroke are the peak current magnitude, I, (or /,y,),
the front time, 1, (= 1.67 (ty — 13)) and the tail time, #, — see Figure 5.45. Since these values cannot
be directly defined in the Heidler model, a conversion procedure [143] is performed to derive the
parameters to be specified in (5.43) from the stroke parameters, which are randomly calculated, as detailed
below.

The statistical variation of the lightning stroke parameters is usually approximated by a log-normal
distribution, with the probability density function [107]

1 Inx —Inx,, :
px) = ———exp | 0.5 [ ——= ) |, (5.45)
V 27rx61nx Olnx

where o, is the standard deviation of Inx, and x,, is the median value of x. In addition, it is assumed
that stroke parameters are independently distributed.
Random parameters: The following probability distributions have been assumed:

® Insulator string parameters are determined according to a Weibull distribution. The mean value and
the standard deviation of E, are 570 kV/m and 5%, respectively. The value of the leader coefficient
is k, = 1.3E—6 m?/(V?s) [106]. The value of the average gradient at the critical flashover voltage is
assumed to be the same as E.

® The phase conductor reference angle has a uniform distribution, between 0 and 360°.

® The grounding impedance has a normal distribution with a mean value R,, = 50 Q and a standard
deviation o = 5 Q. Remember that the grounding resistance model accounts for soil ionization effects,
so parameter R,, is the mean value of the low-current and low-frequency resistance, R,. The value of
the soil resistivity is 200 Q-m.

® Stroke parameters are determined assuming a log-normal distribution for all of them. Table 5.8 shows
the values used for each parameter.

® The stroke location, before the application of the electrogeometric model, is estimated by assuming a
vertical path and a uniform ground distribution of the leader.

The line model has been implemented considering that only flashovers across insulator strings can
occur.

Simulation results: All the studies have been performed by executing 40 000 runs [141]. Figures 5.48
and 5.49 show the results obtained with each of the scenarios considered in this example. Note that the
range of peak current magnitudes that cause backflashover (stroke to a shield wire or to a tower) are
different from the range of values that cause shielding failure flashover (strokes to phase conductors).
After 40 000 runs the statistical distribution is well defined for backflashovers, but not for shielding
failures, indicating that even more runs are needed to obtain an accurate enough distribution of this type
of overvoltages.

Table 5.8 Case Study 7: Statistical parameters of
the return stroke [107].

Parameter X Olnx
I100- KA 34.0 0.740
Iy, WS 2.0 0.494

fy. s 715 0.577
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Figure 5.48 Case Study 7: Distribution of stroke currents that caused flashovers. Voltage-controlled
switch model: (a) strokes to shield wires, (b) strokes to phase conductors.

The lightning flashover rate of the test line, assuming a ground flash density N, = 1 fl/km>-year,
is 0.845 per 100 km-year when the insulator strings are modelled as voltage-controlled switches, and
0.347 per km-year when they are represented by means of the LPM. Although the parameters used in
both approaches are those recommended by IEC [2] and CIGRE [106], the difference between rates
is significant. Note that the range of values that cause flashover with each insulation representation is
different, and each modelling approach exhibits a different trend: when the LPM is used, the range of
values that cause flashover is narrower than when the insulation is modelled as a voltage-controlled
switch, while the trend is opposite in the case of shielding failure flashover. This latter performance
means that, when the LPM is used, there can be flashovers caused by lightning strokes with lower peak
current magnitudes. Remember that with the LPM a flashover can occur during the tail of the lightning
current; that is, the insulation can flash over after passing the peak value of the lightning overvoltage,
which is not possible with the other modelling approach.
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Figure 5.49 Case Study 7: Distribution of stroke currents that caused flashovers. Leader progression
model (LPM): (a) strokes to shield wires, (b) strokes to phase conductors.

5.5.3.2 Case Study 8: Substation Overvoltages

Test system: Figure 5.50 shows the diagram of a 50 Hz, 220 kV single-line substation. The objective of
this study is to calculate the lightning overvoltages that will be produced inside the substation when the
surge arresters are selected to obtain a specified MTBF for the substation. The results derived for this
study can be later used for selecting the insulation level of substation equipment [86]. The information
required for this study is as follows:

® Power system:
Frequency = 50 Hz
Rated voltage = 220 kV
Grounding = Low impedance system, EFF = 1.4
Duration of temporary overvoltage = 1 second
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Figure 5.50 Case Study 8: Diagram of a 220 kV substation.

Transformer

® Line:
Length = 80 km
Span length = 250 m
Insulator string strike distance = 2.0 m
Positive polarity CFO/Us, = 1400 kV
Conductor configuration = one conductor per phase
Capacitance per unit length = 10.5 nF/km
Backflashover rate (BFR) = 2.0 flashovers/100km-years
Ground wire surge impedance = 438 Q
High current grounding resistance = 25 Q
Peak voltage at the remote end = 520 kV

® Substation:
Single-line substation in an area of high lightning activity
MTBF = 200 years
Transformer capacitance = 2—4 nF.

Assume the surge impedance of each substation section is the same as the surge impedance of the
line, 400 Q. The substation is located at sea level, and calculations are performed assuming standard
atmospheric conditions.

Arrester selection: In IEC the rated voltage is the TOV capability at 10 seconds with prior energy,
TOV,,, whose value can be obtained from [144]

m
TOV,, = TOV, - (%) , (5.46)
where TOV . is the representative TOV, ¢ is the duration of this overvoltage and m is a factor for which
the recommended value is 0.02.

The standard maximum system voltage for 220 kV is U,, = 245 kV in IEC. Taking into account that
there is a low impedance grounding system (EFF = 1.4) and the duration of the temporary overvoltage
is 1 second, using the IEC expression, the following values are obtained:

® MCOV-CoV

CoV = 25 _ 141.45 kV

P
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TOV,
TOV. = 14- 23 — 198.0kV
3
OV,
0.02
T0V10=1.4~%.<i) = 189.1kV
> \10

The ratings of the selected arrester are:

rated voltage (rms): U, = 210 kV.

MCOV (rms): U, = 156 kV (170 kV according to IEEE).

TOV capability at 10 seconds: TOV,, = 231 kV.

nominal discharge current (peak): / = 20 kA (15 kA according to IEEE).
line discharge class: Class 4.

From the manufacturer’s data sheets, the height and the creepage distance of the selected arrester are

respectively 2.105 m and 7.250 m.

The procedure to calculate parameters of the fast-front model will be applied to a one-column arrester,

with an overall height of 2.105 m, being V,, =478 kV and V; = 435 kV for a 3 kA, 30/60 ps current
waveshape.

Initial values: The parameters that result from using the procedure recommended in [130] are R, =
2105 Q, L, =0.421 uH, R, = 136.85 Q, L, = 31.575 pH, C =47.51 pF.

Adjustment of A, and A, to match switching surge discharge voltage: The arrester model was tested
to adjust the nonlinear resistances A, and A;. A 3 kA, 30/60 ps double-ramp current was injected
into the initial model. The result was a 436.1 kV voltage peak that matches the manufacturer’s value
within an error of less than 1%.

Adjustment of L, to match lightning surge discharge voltage: Next, the model was tested to match
the discharge voltages for an 8/20 ps current. This is now made by modifying the value of L, until a
good agreement between the simulation result and the manufacturer’s value is achieved. The resulting
procedure is shown in Table 5.9.

Incoming surge: A conservative estimate of the crest voltage for the incoming surge is to assume that

itis 20% above Us, [4]. For the line under study, the crest voltage is 1.2 X 1400 = 1680 kV. The distance
to flashover is obtained by using

d=—3 (5.47)
1~ (MTBF) - BFR

Table 5.9 Case Study 8: Adjustment of surge arrester model parameters.

L, Simulated V,, Difference Next value
Run (mH) kV) (%) of L,
1 31.57 496.7 3.76 15.78
2 15.78 480.0 0.42 14.20

3 14.20 478.2 0.04 —
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Table 5.10 Corona constant [2, 4].

Conductor K¢ (kV.km)/ps
Single conductor 700
Two conductor bundle 1000
Three/four conductor bundle 1700
Six/eight conductor bundle 2500

where 7 is the number of lines arriving at the substation, MTBF is the mean time between failures of the
substation, and BFR is the backflashover rate of the line.

The desired MTBF for the substation is 200 years. Since the BFR of the line is 2.0 flashovers/100 km-
years, the span length is 250 m, and it is a single-line substation (n = 1), the distance to flashover is
0.25 km. This distance coincides with a tower location, so it does not have to be modified. That is,
d =d,. The steepness, S, and tail time, #,, of the incoming surge are calculated by using [2, 4]

g
=—t 5.48
R (5.48)

where K is the corona constant, obtained from Table 5.10, d is the backflashover location, Zg is the
shield (ground) wire surge impedance, R; is the high current resistance and ¢, is the travel time of one
line span.

For a single-conductor line K¢ = 700 (kV-km)/us. The other values to be used in the above expressions
are: Z, =438 Q, R, =25 Q and ¢, = 0.833 ps. The incoming surge will have the following characteristic
values: § = 2800 kV/us, 1, = 0.60 ps, where £, is the front time. The tail time is #, = 14.6 ps.

Simulation results: The voltage at the different equipment locations (station entrance, circuit breaker,
arrester-bus junction and transformer) must be calculated taking into account the power-frequency
voltage at the time the incoming surge arrives to the substation. IEEE Std 1313.2 recommends a voltage
of opposite polarity to the surge, equal to 83% of the crest line-to-neutral power-frequency voltage [4].
In the case under study, the value of this voltage is 149 kV. Figure 5.51 and Table 5.11 show some results
obtained with two values of the transformer capacitance.

These results can be used to select the lightning insulation level of substation equipment by following
the procedures recommended in standards [4]. If the resulting values were above the standardized values,
then arresters with lower protective characteristics should be selected.

5.5.4 Validation

The validation of lightning simulations is very difficult due to the random nature of lightning and the fact
that no two lightning strokes have the same characteristics. The analysis of transient surges generated
during the backflashover of a transmission line in close proximity to a substation was the main goal of an
EPRI investigation [145]. A full-scale mock-up of a 115 kV rated substation was constructed to investigate
the behaviour of substation insulation in front of non-standard voltage impulses. The substation clearances
and insulation were reproduced according to standard design procedures. The substation contained a
combination of aluminium rigid bus with various types of insulators, cap-and-pin switches, station post
insulators, and standard suspension insulators on strain bus dead-ends. The switches were installed
to provide reflections under different operating modes as well as realistic substation equipment gap
configurations. Other typical substation air gaps (rod-rod, ring-ring, and conductor-structure) were
also incorporated. Flashover tests were conducted by applying phase-to-ground and phase-to-phase
impulses. The impulses were generated by discharging a bank of capacitors into the tertiary winding of a
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Figure 5.51 Case Study 8: Simulation results: (a) transformer capacitance = 2 nF, (b) transformer

capacitance = 4 nF.

Table 5.11 Case Study 8: Voltages at substation equipment.

Transformer capacitance

Voltage 2 nF 4 nF

Transformer 752 kV 785 kV
Station entrance 737 kV 645 kV
Circuit breaker 669 kV 632 kV
Arrester — bus junction 684 kV 657 kV
Transformer 917 kV 858 kV
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single-phase autotransformer and then through a peaking gap and capacitor, which resulted in an impulse
having a shape of 0.2/200 ps.

Computer simulations of several flashover tests were performed for benchmarking the substation
model. The substation mock-up and test circuit were modelled based on guidelines similar to those
described above. The phase conductors were represented using a frequency-dependent distributed-
parameter line model. The insulators were represented by capacitances, with different values for each
type of insulator (cap-and-pin, station post, and suspension). The grounding copper-conductor cable that
connected insulators to the support structure was represented by distributed-parameter line segments. The
grounding conductors that connected the towers to the grounding cable were represented with lumped
linear elements.

The substation stress was caused by a surge impinging on the substation from an incoming line,
being the steep voltage entering the substation the result of a backflashover of the line insulation in
close proximity to the substation. The magnitude of the voltage was limited by surge arresters installed
at the substation entrance. Good agreement was found between the calculated voltage waveforms
and the oscillograms obtained by direct measurements, so it was concluded that the benchmarking
was satisfactory. More detailed information concerning measurements and calculations is available
in [145].

5.6 Very Fast Transient Overvoltages in Gas Insulated Substations
5.6.1 Introduction

Very fast transients (VFT), also known as very fast-front transients, can be caused by disconnector
operations and faults within gas insulated substations (GISs), switching of motors and transformers with
short connections to the switchgear, or certain lightning conditions [2].

VFTs in GISs can arise any time there is an instantaneous change in voltage. This change can be caused
by disconnector/breaker operations, the closing of a grounding switch or the occurrence of a fault. These
transients have a rise time in the range of 4—100 ns, and are normally followed by oscillations having
frequencies in the range of 1-50 MHz. Their magnitude is in the range of 1.5-2.0 p.u. of the line-to-
neutral voltage crest. These values are generally below the insulation level of the GIS and connected
equipment of lower voltage classes. VFTOs in GISs are of greater concern at the highest voltages, for
which the ratio of the insulation level to system voltage is lower [146].

The generation and propagation of VFTs from their original location throughout a GIS can produce
internal and external overvoltages. This section discusses the origin and propagation of VFTs in GISs,
proposes modelling guidelines of GIS components for the study of internal VFTOs and includes a case
study of internal transients in a 765 kV GIS.

5.6.2 Origin of VFTO in GIS

VFTOs are generated in a GIS during disconnector or breaker operations, or by line-to-ground faults.
During a disconnector operation a number of pre- or restrikes occur due to the relatively slow speed of
the moving contact [147]. Figure 5.52 shows the simplified configuration used to explain the general
switching behaviour and the pattern of voltages on closing and opening of a disconnector at a capacitive
load [147-150].

During closing, as the contacts approach, the electric field between them will rise until sparking occurs.
The first strike will usually occur at the crest of the power-frequency voltage. Thereafter current will
flow through the spark and charge the capacitive load to the source voltage. As it does so, the potential
difference across the contacts falls and the spark will eventually extinguish. The behaviour on opening
is very nearly a complete reversal of the above description.
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Figure 5.52 Variation of load and source side voltages during disconnector switching: (a) diagram of
the capacitive circuit, (b) opening operation, (c) closing operation.

In case of a line-to-ground fault, the voltage collapse at the fault location occurs in a similar way as
in the disconnector gap during striking. Step-shaped travelling surges are generated and injected into
the GIS lines connected to the collapse location. The rise time of these surges depend on the voltage
preceding the collapse.

Figure 5.53 illustrates the generation of a VFT due to a disconnector operation. The breakdown of a
disconnector during closing originates two surges V; and V; whose magnitude is given by

v, V,=Vy) Ve=-V, (5.49)

="t

Zi+ 7,
where Z; and Z; are the surge impedance on the source and on the load side, respectively, V, is the
intercontact spark voltage and V, is the trapped charge voltage at the load side.
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Figure 5.53 Generation of VFT in GIS.

5.6.3 Propagation of VFTs in GISs

VFTs in GISs can be divided into internal and external. Internal transients can produce overvoltages
between inner conductors and the encapsulation, external transients can cause stress on secondary and
adjacent equipment. A summary of the propagation and main characteristics of both types of phenomena
is presented below [151,152].

Internal transients: Breakdown phenomena across the contacts of a disconnector generate very short
rise time travelling waves which propagate in either direction from the breakdown location. As a result
of the fast rise time of the wave front, the propagation throughout a substation must be analysed by
representing GIS sections as low-loss distributed-parameter lines, each section being characterized by
a surge impedance and a transit time. Travelling waves are reflected and refracted at every point where
they encounter a change in the surge impedance. The transients depend on the GIS configuration and
the superposition of the surges reflected and refracted on discontinuities such as breakers, T-junctions or
bushings. Due to multiple reflections and refractions, travelling voltages can increase above the original
values, and very high frequency oscillations can occur.

The internal damping of the VFT influencing the highest frequency components is determined by
the spark resistance. Skin effects due to the aluminium enclosure can be generally neglected. The main
portion of the damping of the VFT occurs at the transition to the overhead line. Due to the travelling
wave behaviour of the VFT, the overvoltages caused by disconnector switches show a spatial distribution.
Normally the highest overvoltage stress is reached at the open end of the load side.

Overvoltages are dependent on the voltage drop at the disconnector just before striking, and on the
trapped charge that remains on the load side of the disconnector. For a normal disconnector with a
slow speed, the maximum trapped charge reaches 0.5 p.u., resulting in a most unfavourable voltage
collapse of 1.5 p.u. For these cases, the resulting overvoltages are in the range of 1.7 p.u. and reach
2 p.u. in very specific cases. For a high-speed disconnector, the maximum trapped charge could be 1 p.u.
and the highest overvoltages reach values up to 2.5 p.u. Although values larger than 3 p.u. have been
reported, they have been derived by calculation, using unrealistic simplified simulation models. The
main frequencies depend on the length of the GIS sections affected by the disconnector operation and
are in the range of 1-50 MHz.

Figures 5.54 and 5.55 present two very simple cases, a single-bus duct and a T-junction with GIS
components modelled as lossless distributed-parameter lines. These examples will illustrate the influence
of some parameters on the frequency and magnitude of VFT in GIS. The source side is represented in
both cases as a step-shaped source in series with a resistance. This is a simplified model of an infinite-
length bus duct. The surge impedance of all bus sections is 50 Q. For the simplest configuration, the
reflections of the travelling waves at both terminals of the duct will produce, when the source resistance
is neglected, a pulse-shaped transient of constant magnitude — 2 p.u. — and constant frequency at the
open terminal. The frequency of this pulse can be calculated using

F=L (5.50)
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Figure 5.54 Generation of VFTO in a GIS bus duct: (a) scheme of the network, (b)) R=0, V, =1 p.u,,
V,=0pu,(©)R=40Q,V,=1pu,V,=0pu,(dR=0,V,=1pu,V,=-1pu [151].

where 7 is the transit time of the line. If the propagation velocity is close to that of light, the frequency,
in MHz, of the voltage generated at the open terminal will be

_s

I=4

(5.51)

where d is the duct length, in meters. When a more realistic representation of the source is used, (e.g.
R =40 Q), the maximum overvoltage at the open terminal will depend on the voltage at the disconnector
just before striking, and on the trapped charge that remains on the load side.

Overvoltages can reach higher values in more complex GIS configurations. The simulations performed
for the T-configuration gave the highest values, being node 4, the location where the highest overvoltages
were originated.

External transients: An internally generated VFT propagates throughout the GIS and reaches the
bushing where it causes a transient enclosure voltage and a travelling wave that propagates along the
overhead transmission line. The external transients include transient voltages between the enclosure and
ground at GIS—air interfaces, voltages across insulating spacers in the vicinity of GIS current transformers
(CTs) when they do not have a metallic screen on the outside surface, voltages on the secondary terminals
of GIS instrument transformers and radiated electromagnetic fields, which can be dangerous to adjacent
control or relay equipment:

® Transient enclosure voltages: Transient enclosure voltages (TEVs) are short-duration high-voltage
transients that appear at the enclosure of the GIS through the coupling of internal transients to
enclosure at enclosure discontinuities. The usual location for these voltages is the transition between
the GIS and the overhead line at an air bushing, although they can also emerge at other points, such
as visual inspection ports, insulated spacers for CTs or insulated flanges at GIS/cable interfaces. The
simplified circuit shown in Figure 5.56 will be used to explain the generation of TEV [150].
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Figure 5.55 Generation of VFTO in a GIS with a bifurcation point: (a) scheme of the network, (b)
R=0,V,=1pu,V,=0pu,(c)R=40Q,V,=1pu.,V,=0pu,(d)R=0,V,=1pu.,V,=-1pu
[151].

At the GIS—air interface, three transmission lines can be distinguished: the coaxial GIS transmission
line, the transmission line formed by the bushing conductor and the overhead line, and the GIS
enclosure-to-ground transmission line. Each of them has a different surge impedance. When an
internal wave propagates to the gas-to-air bushing, a portion of the transient is coupled onto the
overhead line-to-ground transmission line, and a portion is coupled onto the GIS enclosure-to-ground
transmission line. The latter constitutes the TEV.
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Figure 5.56 Generation of transient enclosure voltages (TEV): (a) GIS—air transition, (b) single-line
diagram [151].

In general, TEV waveforms have at least two components: the first one has a short initial rise time,
followed by high frequency oscillations determined by the lengths of various sections of the GIS, and
concentrated in the range of 5-10 MHz; the second component is of lower frequency — hundreds of
kHz — and is often associated with the discharge of capacitive devices with the grounding system.
Both components are damped quickly as a result of the lossy nature of the enclosure-to-ground plane
transmission mode. TEV generally persists for a few microseconds. The magnitude varies along the
enclosure; it can be in the range of 0.1- 0.3 p.u. of the system voltage, and reaches the highest
magnitude near the GIS—air interface.

The TEV wave, which couples onto the enclosure, encounters grounding connections that form
transmission line discontinuities and attenuate the TEV. Mitigation methods include grounding using
low surge impedance short-length leads and the installation of metal-oxide surge arresters across any
insulating spacers.

Transients on overhead connections: A portion of the VFT travelling wave incident at a gas—
air transition is coupled onto the overhead connection and propagates to other components. This
propagation is lossy, and results in some increase of the waveform rise time, although transients can
have rise times in the range of 10-20 ns if the air connection is relatively short. In general, external
waveforms have two different characteristics: (a) the overall waveshape, dictated by lumped-circuit
parameters (e.g. the capacitance of voltage transformers or line and grounding inductances) with a
rise time of a few hundred nanoseconds; (b) a fast-front portion, dictated by transmission line effects,
with a rise time in the range of 20 ns and usually reduced in magnitude, due to discontinuities in the
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transmission path. The fast rise time of the initial portion is possible because capacitive components,
such as bushings, are physically long and distributed, and they cannot be treated as lumped elements.
The magnitude of the rise time portion of external transients is generally lower than that of
internal VFT, while the voltage rate-of-rise can be in the range of 10-30 kV/us. However, since
each disconnector operation can generate tens to hundreds of individual transients, possible ageing
on the insulation of external components has to be considered. These overvoltages can cause stress to
adjacent equipment, and resonance phenomena in exposed transformers.
® Transient electromagnetic fields: These are radiated from the enclosure and can cause some stress on
secondary equipment, mainly on computer-related equipment. Their frequency depends on the GIS
arrangement, but it is typically in the range of 10-20 MHz.

5.6.4 Modelling Guidelines

Due to the travelling nature of VFTs, modelling of GIS components makes use of electrical equivalent
circuits composed of lumped elements and distributed-parameter lines. At very high frequencies, the skin
losses can produce a noticeable attenuation. Due to the geometrical structure of GISs and the enclosure
material, skin losses are usually neglected, which gives conservative results. Only the dielectric losses
in some components (e.g. capacitive-graded bushing) need be taken into account.

Modelling guidelines for representing GIS equipment in computation of internal transients are dis-
cussed in the following paragraphs [14, 15, 151-156]. The models are based on single-phase represen-
tations, but depending on the substation layout and the study to be performed, three-phase models for
inner conductors should be considered [157]. More advanced guidelines were analysed and proposed in
[158]. For the calculation of internal transients all the distributed-parameter lines take into account the
internal mode (conductor—enclosure) only, assuming that the external enclosure is perfectly grounded. If
TEV is of concern, then a second mode (enclosure—ground) has to be considered.

Here is a short description of most important GIS component models [151, 152, 156]:

® Bus ducts: For a range of frequencies lower than 100 MHz, a bus duct can be represented as a lossless
transmission line. The inductance and the capacitance per unit length of a horizontal single-phase
coaxial cylinder configuration, as shown in Figure 5.57, are given by

L=—"2Iln- (5.52a)
2 r
2re
C= =R (5 ~ 50), (5.52b)
In —
P

Figure 5.57 Coaxial bus duct cross section.
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from where the following form for the surge impedance is derived:

E
Zz\/zz_v””/"lnl_e=601n5 (5.53)
C 2r r

r

A different approach should be used for vertical bus sections. As for the propagation velocity,
empirical corrections are usually required to adjust its value. Experimental results show that the
propagation velocity in GIS ducts is close to 0.95-0.96 of the speed of light [153]. The error committed
by ignoring skin effect losses is usually negligible.

Other devices, such as elbows, can also be modelled as lossless transmission lines.

® Surge arresters: Experimental results have shown that switching operations in GISs do not usually
produce voltages high enough to cause metal-oxide surge arresters to conduct, so the arrester can be
modelled as a capacitance-to-ground. However, when the arrester conducts, the model should take
into account the steep-front wave effect, since the voltage developed across the arrester for a given
discharge current increases as the time to crest of the current increases, but reaches a crest prior to
the crest of the current. A detailed model must represent each internal shield and block individually,
and include the travel times along shield sections, as well as the capacitances between these sections,
capacitances between blocks and shields and the blocks themselves.

® Circuit breakers: A closed breaker can be represented as a lossless transmission line, whose electrical
length is equal to the physical length, the propagation velocity being reduced to 0.95-0.96 of the
speed of light. The representation of an open circuit breaker is more complicated due to internal
irregularities. In addition, circuit breakers with several chambers contain grading capacitors, which
are not arranged symmetrically. The electrical length must be increased above the physical length,
due to the effect of a longer path through the grading capacitors, while the speed of progression must
be decreased due to the effects of the higher dielectric constant of these capacitors.

® Gas-to-air bushings: A bushing gradually changes the surge impedance from that of the GIS to
that of the line. A detailed model of the bushing must consider the coupling between the conductor
and shielding electrodes, and include the representation of the grounding system connected to the
bushing. A simplified model consists of several transmission lines in series with a lumped resistor
representing losses. The surge impedance of each line section increases as the location goes up the
bushing. If the bushing is distant from the point of interest, the resistor can be neglected and a
single-line section can be used. A more advanced model for capacitive-graded bushings was proposed
in [159].

® Power transformers: A common practice is to model a power transformer as a capacitor representing the
capacitance of the winding to ground. At very high frequencies, the saturation of the magnetic core can
be neglected, as well as leakage impedances. When voltage transfer has to be calculated, interwinding
capacitances and secondary capacitance-to-ground must also be represented. At very high frequencies
a winding of a transformer behaves like a capacitive network consisting of series capacitances between
turns and coils, and shunt capacitances between turns and coils to the grounded core and transformer
tank. The terminal capacitance to ground, which mostly comes from the capacitance of the terminal
bushing to ground, must be added to obtain the total capacitance of the winding. If voltage transfer
is not of concern, an accurate representation can be obtained by developing a circuit that matches
the frequency response of the transformer at its terminals. The modelling of transformers for analysis
very fast-front transients has been the subject of several works; see [126,127,160-165].

® Current transformers: Insulating gaps are usually installed in the vicinity of current transformers.
During high-voltage switching operations, these gaps flash over, establishing a continuous path.
Travelling waves propagate with little distortion. Current transformers can often be neglected. In any
case several approaches have been proposed to represent these transformers — see for instance [155].

® Spark dynamics: The behaviour of the spark in disconnector operations can be represented by a
dynamically variable resistance, with a controllable collapse time. In general, this representation does
not affect the magnitude of the maximum VFTO, but it can introduce a significant damping on internal
transients [166].
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5.6.5 Case Study 9: VFT in a 765 kV GIS

The collapsing electric field during a breakdown produces travelling waves which propagate in both
directions from the disturbance location. This propagation can be analysed, assuming that propagation
losses are negligible. Due to the very high frequencies generated by a dielectric breakdown, a simulation
is restricted to calculations during the VFT waveform period, usually 1-2 ps. If the simulation is
performed with an EMTP-like tool, which uses a constant time-step size, then the value of this step size
will depend on the shorter transit time in the GIS, and must be equal to or smaller than one-half of the
shorter transit time.
For normal studies, the transient may be originated by any of the following three causes:

® aramp voltage with a magnitude determined by the voltage across the switch

® two ramp currents on opposite sides of the switch, such that the voltage across the switch is equal to
zero at the crest of the inputs

® a switch-closing operation after charging both sides of the switch to the desired value.

Low voltage tests are a very useful tool for development and validation of GIS models. The case
analysed in this section presents the simulation of internal transients during low-voltage tests of a 765 kV
GIS. Figures 5.58 and 5.59 show the one-line and the connectivity diagram of a 765 kV GIS bay [151].
Detailed data is given in Table 5.12. Models used to represent components of this case are those discussed
above. These models were developed by using the following procedure [151]:

—

. Low-voltage tests on individual components were performed using waves with fronts of 4 and 20 ns.

2. Models based on physical dimensions were developed, assuming a propagation velocity equal to that
of light.

3. Digital models were adjusted so that simulation results were matched to measurements. The main

adjustment was to decrease the propagation velocity to 0.96 that of light.

Bushing
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Figure 5.58 Case Study 9: One-line diagram of the test system [151].
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Figure 5.59 Case Study 9: Connectivity diagram of the test system [151].

Two transients have been reproduced: (1) aramp voltage is applied at # = 0; (2) the ramp voltage source
is also used but the transient starts after closing a switch at the instant the ramp reaches its maximum
value. Waveforms obtained for each case at two nodes are shown in Figures 5.60 and 5.61. It can be
observed that waveforms for both cases are essentially the same, except for the first nanoseconds in the
vicinity of the input node UC1. These simulation results were validated by comparison with low-voltage
measurements.

5.6.6 Statistical Calculation

The level reached by VFTO is random by nature. The maximum overvoltage produced by a disconnector

breakdown depends on the geometry of the GIS, the measuring point, the voltage prior to the transient at

the load side (trapped charge) and the intercontact voltage at the time of the breakdown [148, 166—168].
The transient overvoltages as a function of time ¢ and position s may be derived from

V(t,s) =V, - K(t,5) +V,, (5.54)

where K(z, 5) is the normalized response of the GIS, V,, is the intercontact spark voltage and V,, the
voltage prior to the transient at the point of interest. Since V), and V, are random variables, V(z, s) is also
random. This equation can be used to estimate worst case values [168].

For slow switches the probability of a re-/prestrike with the greatest breakdown voltage (in the range
1.8-2 p.u.) is very small; however, due to the large number of re-/prestrikes that are produced with one
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Table 5.12 Case Study 9: Data of the 765 kV GIS [151].

Branch Z (Q) Travel time (ns)
UC1-1J3 75 6.40
J3-J4 75 48.0
J4-T22 75 2.20
T22 - T23 51 1.90
J4-D9 78 2.20
D9 - D88 68 1.80
D88 — D66 59 4.20
D44 - D22 33 5.80
D22 - D1 330 9.10
J3-T21 75 2.20
T21 -T20 51 1.90
T20 -T19 160 0.67
T19-T18 65 1.70
T19 -T17 75 6.80
T17 -T16 65 1.70
T17-J7 75 8.50
J7-T24 75 2.20
T24 - T25 51 1.90
J7-T26 75 2.20
T26 — T27 51 1.90
T17-T14 160 0.67
T14-T13 51 1.90
T13-T11 75 9.90
T11-TI12 65 1.70
T11-J2 75 7.50
J2-T9 75 2.20
T9 -TI10 51 1.90
T10 - T28 160 0.67
T28 -J6 75 7.10
J6 - UK 75 6.40
T28 — T29 65 1.70
T28 - J5 75 8.80
J5-T30 75 2.20
T30 -T32 51 1.90
2-11 75 6.70
J1-T4 75 2.20
T4 -T3 51 1.90
J1-T5 75 2.20
T5-T6 51 1.90

operation, this probability should not always be neglected. The value of the trapped charge is mainly
dependent on the disconnect switch characteristics: the faster the switch, the greater the mean value that
the trapped charge voltage can reach.

Consider that the performance of a disconnector during an opening operation is characterized by the
pattern shown in Figure 5.53. A difference in breakdown voltages for the two polarities indicates a
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Figure 5.60 Case Study 9: Simulation results with 4 ns ramp: (a) voltage at location UC1, (b) voltage
at location UK [151].

dielectric asymmetry. The final trapped charge voltage has a distribution which is very dependent on the
asymmetry in the intercontact breakdown voltage. The dielectric asymmetry of a disconnector is usually
a function of contact separation. A disconnector may show different performances at different operating
voltages. Consequently, very different stresses will be originated as a result of different operational
characteristics.

5.6.7 Validation

The plot presented in Figure 5.62 illustrates the accuracy with which VFT can be simulated. This plot
compares a computer simulation with a direct measurement of a transient waveform in an actual GIS.
The computer model neglects the presence of propagation losses, which result in somewhat less damping
of the high frequency part of the waveform, but includes the effects of spacers, flanges, elbows, corona
shields and other connection hardware [151].

The characterization and quantification of VFTs in GISs, as well as the electromagnetic fields radiated
during switching operations have been the subject of several works that also validated the approaches
proposed for representing GIS equipment, see [169-171]. See also [155,156].
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Figure 5.61 Case Study 9: Simulation results from closing a switch: (a) voltage at location UC1, (b)
voltage at location UK [151].
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Figure 5.62 Comparison of measurement and simulation of disconnect switch induced overvoltages
in a420 kV GIS (© 1998 IEEE) [151].
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5.7 Conclusions

This chapter has provided an introduction to the causes of overvoltages in power systems and given
the general rules for their study using electromagnetic transient tools. The main concerns are related to
modelling and to the extent of the system to be modelled. These aspects have been addressed through
several test studies that have covered the full range of transient overvoltages.

The model of the system zone to be represented in the data input file depends on the frequency range of
the transients. Irrespective of the class of overvoltage to be analysed, the rule of thumb is that the higher
the range of frequencies, the smaller the zone modelled. In general, the user should try to optimize (i.e.
minimize) the part of the system represented in the data input file. The more components represented
in the file, the higher the probability of insufficient or wrong modelling. In addition, a very detailed
representation of a system will require very long simulation times. In general, some experience will be
needed to decide how detailed the system should be and to choose the model for the most important
components.

EMTP-like tools are based on the trapezoidal rule and use a time-domain solution technique with a
fixed time-step; that is, it must be chosen by the user. A few rules must be applied for this selection: (1)
the time-step should be small enough to properly represent the smallest time constant in the modelled
system; (2) it should also be significantly smaller (typically 1/20th) than the period of the highest
frequency oscillatory component; (3) when distributed-parameter line models are included in the model,
the time-step should be smaller than one half of the shortest transit time. Additional factors that affect
the time-step are the presence of nonlinearities (e.g. arrester characteristics) and switching models of
power electronic converters.

Time-steps in the range of 5-50 ms are used in typical switching transients, ranging the simulation
time from 20-200 ms [17]. In lightning studies, the time-step depends upon the steepness of the surge,
the minimum length of travelling wave models, plus the use of flashover gaps and surge arresters with
significant lead lengths. As a general rule, it will be in the range of 1-20 ns, with a simulation length of
20-50 ms. However, there can be some studies for which much longer simulation time can be necessary,
such as arrester energy stresses.

The validation of a transient model can be a crucial aspect and is always a difficult task, mainly when
the cause of the transient is random (e.g. lightning) or the system is very nonlinear (e.g. ferroresonance).
There is, however, a significant experience in validating transients caused by switching operations for
which the starting time of the transient is previously scheduled.
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Analysis of FACTS Controllers
and their Transient Modelling
Techniques

Kalyan K. Sen

6.1 Introduction

Electrical energy is transported from the generating stations to the points of use through interconnected
transmission lines as shown in Figure 6.1. The flow of electricity takes place freely through the path
of least impedance. This natural or uncompensated flow of electricity is, in general, not economically
optimal and may cause certain transmission lines to be overloaded or underloaded. The flow of electricity
in a particular line of a transmission system can be controlled with the use of a power flow controller
(PFC), as shown in Figure 6.2 [1,2].

The transmission of power in a single line with a sending-end voltage, V, (of magnitude, V,, and angle,
6,), and a receiving-end voltage, V. (of magnitude, V,, and angle, 6,), connected by a line reactance (X)
and the related phasor diagrams are shown in Figure 6.3. Ignoring the line resistance, the natural voltage,
Vi, (i.e. Vg = V)), across the line reactance (X) is the difference between the sending- and receiving-end
voltages. The resulting line current (I) lags the voltage (V,) by 90°. The natural active and reactive
power flows (P, and Q) at the sending end and (P,, and Q,,) at the receiving end are

sn

Pm =Prn=AnSin5 (6])
0,, = A, [(V,/V,) —cos §| (6.22)
0,, = A, [coss— (V,/V,)], (6.2b)

where A, = V.V, /X and 6 = 6, — 6,.
The definition of FACTS (flexible alternating current transmission systems) is ‘alternating current
transmission systems incorporating power electronic based and other static controllers to enhance con-

trollability and increased power transfer capability.’
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Figure 6.4 Transmission line voltage regulators.

The power flow control parameters are voltage magnitudes, their phase angles and line reactance.
Any of these parameters can be controlled individually with the use of the following, now considered
conventional, equipment:

® voltage regulating transformer (VRT), shunt-connected switched inductor/capacitor, static VAr com-
pensator (SVC) or static synchronous compensator (STATCOM) for voltage regulation, as shown in
Figure 6.4

® phase angle regulator (PAR) or phase shifting transformer (PST) for phase angle regulation, as shown
in Figure 6.5

® thyristor-controlled series capacitor (TCSC) for series reactance regulation, as shown in Figure 6.6.

The VRT is in the form of a two-winding transformer with isolated windings, and an autotransformer
with electrical connection between the windings. In both transformers, the line voltage is applied to
the primary windings. In the two-winding transformer, the full line voltage is induced in the secondary
windings, whereas in the autotransformer only a fraction of the line voltage is induced in the secondary
windings that are connected to the primary windings to produce the full line voltage. In both cases,
the magnitude of the line voltage is regulated. The secondary voltage is varied with the use of load tap
changers (LTCs) [3]. An LTC can step up/down the voltage without interruption of the load current.

Figure 6.6 Thyristor-controlled series capacitor for transmission line reactance regulation.
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Figure 6.7 Independent active and reactive power flow controller using a shunt-series power converter.

Both primary and secondary windings in the two-winding transformer carry the full transmitted power.
Both primary and secondary windings in the autotransformer carry only a fraction of the full transmitted
power. This is a useful feature to consider when designing a power flow controller for the smallest power
rating. The indirect way to regulate the line voltage is to connect an inductor or a capacitor in shunt
with the transmission line. A shunt-connected inductor absorbs reactive power from the line and lowers
the line voltage, whereas a shunt-connected capacitor raises the line voltage with its generated reactive
power. The SVC connects fixed capacitors in a step-like manner in shunt with the line through thyristor
switches and also connects an inductor in shunt with the line through thyristor switches whose duty
cycle can be varied, thereby making it function as a variable inductor. The indirect way to regulate the
shunt-connected inductor or capacitor is to use a voltage-sourced converter (VSC)-based STATCOM
that connects an electronically generated sinusoidal voltage (with some harmonic components) in shunt
with the transmission line through a tie inductor. The same concept has been practised with the use of
a synchronous condenser. The power flow in a transmission line has also been regulated with the use
of the PAR. The line voltage is applied to the primary windings and the induced secondary voltage that
is varied with the use of LTCs is connected in series with the line. Through the use of the TCSC, a
series-connected variable capacitor or a variable inductor can be implemented.

By changing any one of the power flow control parameters (voltage, its phase angle or line reactance)
using a PFC, both active and reactive power flows in a transmission line can be affected simultaneously.
The independent control of active and reactive power flows in a transmission line can maximize the flow
of active power while minimizing the flow of reactive power, thus generating the most revenue from an
AC transmission system.

An ideal PFC controls the above-mentioned three power flow control parameters simultaneously, to
regulate the magnitude and the phase angle of the line voltage independently by adding a series-connected
compensating voltage to the original voltage with the use of a shunt-series power converter, as shown in
Figure 6.7. As a result, the flows of active and reactive powers in the line can be controlled independently.
This concept was implemented in transmission line applications using a unified power flow controller
(UPFC) as shown in Figure 6.8. The series-connected VSC that is rated for a fraction of the line voltage
carries the full line current. The shunt-connected VSC that is rated for the full line voltage carries only
a fraction of the line current. Therefore, each VSC carries only a fraction of the full transmitted power.

The compensating voltage in an autotransformer is in phase (0°) or out of phase (180°) with the
line voltage and therefore regulates the magnitude of the transmission line voltage. The compensating
voltage in the PAR is in quadrature (+90° or —-90°) with the line voltage and therefore regulates the phase

E

e[ T]eone

Figure 6.8 Realization of Figure 6.7 by a shunt-series power converter (unified power flow controller).
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4

Figure 6.9 Realization of Figure 6.7 by a tap-changer transformer (Sen transformer).

angle of the transmission line voltage. The Sen transformer (ST), as shown in Figure 6.9, creates a series
compensating voltage that is variable in magnitude and phase angle and can control the transmission
line voltage in both magnitude and phase angle in order to achieve independent control of active and
reactive power flows in the line. This compensating voltage may be thought of as two orthogonal
compensating voltages of a separate autotransformer and a PAR. Therefore in the ST, the functions of the
autotransformer and the PAR are combined in a single unit that results in a reduced amount of hardware
compared with what is required for a separate autotransformer and a PAR.

The objective of this chapter is to present transient modelling techniques of FACTS controllers with
various levels of details. To verify the steady-state results from the simulation, some simple formulae are
derived.

The modelling techniques used in this chapter refer to an EMTP-type simulation package, although
any circuit simulation package can be employed for this purpose. The EMTP models and accompanying
descriptions are powerful tools that provide the sequence of the way a VSC is commissioned step by step
and used as a FACTS controller. The models include all the necessary components: a VSC with a DC link
capacitor, a magnetic circuit and a realizable controller. The same techniques can be employed to model
other power electronics based systems, such as an adjustable speed drive, an arc furnace compensator or
an HVDC transmission system.

6.2 Theory of Power Flow Control

The basic principle of electric power flow enhancement in an AC transmission line is explained in
Figures 6.10-6.14. The power flow is a function of the line impedance (R, X), the magnitudes of the
sending-end voltage (V,) and the receiving-end voltage (V,) and the phase angle (6) between these
voltages.

Consider a simple power transmission system of Figure 6.3 with a series-connected compensating
voltage, Vg, (of magnitude, V,, and angle, 6, + f) as shown in Figure 6.10(a). For simplicity, V, and
V. are considered to be 1 p.u. each, the phase angle, 6 (= 6, — §,), between these voltages to be 30° and
X to be 0.5 p.u. When uncompensated (i.e. Vg, = 0), the natural voltage, (Vy, = V, — V,) across the
transmission line is the difference between the sending-end and receiving-end voltages, the magnitude
of which is 0.5176 p.u.

Consider that the point of compensation in a transmission line is at its sending end. Assuming that
there are no changes in the transmission line’s impedance and the voltage at the receiving end, a power
flow controller can control the flows of active and reactive powers (P and Q) to be a particular pair
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Figure 6.10 (a) Power transmission system with a series-connected compensating voltage (Vy),
(b) phasor diagram.

of values by modifying the transmission line’s sending-end voltage to be of one particular magnitude
and at a specific angle. Successful injection of a compensating voltage in series with the transmission
line modifies the line voltage so that the active and reactive power flows in the line are independently
controlled. For a desired amount of active and reactive power flows in the line, the compensating voltage
has to be of one particular magnitude and at a specific angle with respect to the line voltage.

When a compensating voltage (V) is added in series with the transmission line, the effective sending-
end voltage becomes Vg (i.e. V, 4+ V). Figure 6.10(b) shows the phasor diagram related to a series-
connected compensating voltage with a fixed magnitude of 0.2 p.u. and its entire controllable range of
0° < p <360°. The difference (V¢ — V,) provides the compensated voltage (V) across the line reactance
(X). As the angle () is varied over its full 360° range, the end of phasor (V) moves along a circle with
its centre located at the end of phasor (V). The rotation of phasor (Vy,) with an angle () modulates
both the magnitude and the angle of phasor (V). The flows of active and reactive powers (P, and Q,) at
the sending end in a compensated line are calculated as

P, =P, +Asinf (6.3a)

O, = 0, +A cos f, (6.3b)

where A, = V.V, /X.
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Figure 6.11 (a) Variation of the sending-end active and reactive power flows (P, and Q,) as a function
of the relative phase angle () of the compensating voltage (V) with a fixed magnitude of 0.2 p.u.
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Figure 6.12 (a) Variation of the receiving-end active and reactive power flows (P, and Q,) as a function
of the relative phase angle (#) of the compensating voltage (V) with a fixed magnitude of 0.2 p.u.

(b) receiving-end Q, versus P,.
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Figure 6.13 (a) Variation of the modified sending-end active and reactive power flows (P, and Q) as
a function of the relative phase angle (/) of the compensating voltage (V) with a fixed magnitude of
0.2 p.u. (b) modified sending-end Q versus Py .

The flows of active and reactive powers (P, and Q,) at the sending end as functions of the angle (f)
are plotted in Figure 6.11(a). The relationship between Q, and P, is described as

(P,=P,) +(0, = Q,) = A, 6.4)
which is a circle centred at (P,,, Q,,) with a radius of A,. The active and reactive power flows at the

sending end of the line can be regulated within the range defined by the P—Q plot in Figure 6.11(b) by
controlling the magnitude (V) of the compensating voltage (V) within its rated value and the angle
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Figure 6.14 (a) Variation of the exchanged active and reactive powers (P, , and Q, ;) as a function
of the relative phase angle () of the compensating voltage (V) with a fixed magnitude of 0.2 p.u.
(b) exchanged reactive power (Q,,,) versus active power (P, ).
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(B) between 0° and 360°, respectively. For desired power flows (P} and Q) at the sending end, the
required magnitude (V) and the angle (f) of the compensating voltage are calculated from equations
(6.3) and (6.4) as

Vey = X/V)\(Pr = P2 +(Q; - O, (6.52)
p=tan” {(P* = P,)/(Q" - Q,)} . (6.5b)
For a VRT, g = 0° or 180°; therefore, P, and Q, are related as
P =P, (6.62)
0, =0, A, (6.6b)

For a PAR, § = + 90°; therefore, P, and Q, are related as

P.=P, %A, (6.7a)

sno—

0, = 0,, (6.7b)

Therefore, for a VRT, only the reactive power (Q,) and for a PAR, only the active power (P,) at the
sending end varies with the magnitude (V,,,) of the compensating voltage (V) as shown in equations
(6.6b) and (6.7a).

The flows of active and reactive powers (P, and Q,) at the receiving end in a compensated line are
calculated as

P, =P, +A sin@ + f) (6.8a)
0, =0, +A,cos(5+ p), (6.8b)

where A, = V.V, /X.
The flows of active and reactive powers (P, and Q,) at the receiving end as functions of the angle (/)

are plotted in Figure 6.12(a). The relationship between Q, and P, is described as
(P, =P, +(Q,-0,) =4, (6.9)

which is a circle centred at (P,,, Q,,) with a radius of A,. The active and reactive power flows at the
receiving end of the line can be regulated within the range defined by the P—Q plot in Figure 6.12(b) by
controlling the magnitude (V) of the compensating voltage (V) within its rated value and the angle
(B) between 0° and 360°, respectively. For the desired active and reactive power flows (P*, Q%) at the
receiving end, the required magnitude (Vs,) and the relative phase angle (f) of the compensating voltage
are calculated from the equations (6.8) and (6.9) as

Voo = X/VON/(PL = P2 +(Q; - 0,7 (6.100)
p =tan™" [(P* - P,)/(Q - 0,)] - 5. (6.10b)
For a VRT, f = 0° or 180°; therefore, P, and Q, are related as
0, =(Q,,+V*/X)P,/P,)— V*/X. (6.11)
For a PAR, f = + 90°; therefore, P, and Q, are related as
Q,= (=P, P, +P)/(Q, +V}/X)+0,. (6.12)

Therefore, for a VRT or a PAR, both the active and reactive power flows (P, and Q,) at the receiving
end vary with the magnitude (V) of the compensating voltage (V) as shown in equations (6.8). For a
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given V, and f = 0°, 180° or + 90°, first calculate P, from equation (6.8a) and then use equation (6.11)
for f = 0°, 180° and equation (6.12) for f = + 90° to calculate Q,.
The flows of active and reactive powers (P, and Q) at the modified sending end are calculated as

P, =P, +A,sin(s + f) (6.13a)
Oy = Q,, + V3 /X +2A,cos p— A, cos(6 + B). (6.13b)

The flows of active and reactive powers (Py and Q) at the modified sending end as functions of the
angle (p) are plotted in Figure 6.13(a). The relationship between Q, and Py is described as

(Py = P, +(Qy — Qy, — V3 /X)* = A> + 4A% cos’ p — 4A (A, cos f cos(5 + p), (6.14)

which is an ellipse centred at (P,,, O,, + Vf,s /X). The active and reactive power flows at the modified
sending end of the line can be regulated within the range defined by the P—Q plot in Figure 6.13(b) by
controlling the magnitude (V) of the compensating voltage (V) within its rated value and the angle
(B) between 0° and 360°, respectively. For desired power flows (P}, and Q%) at the modified sending
end, the required magnitude (V) and the angle () of the compensating voltage can be calculated from
equations (6.13) and (6.14), following the steps shown before, though this is cumbersome. A simpler
method is presented later in this section.
For a VRT, f = 0° or 180°; therefore, P, and Qy are related as

0y =(Q,, = V2/X)P, [P, + (V, £ V,)*/X. (6.15)

Note that the + sign is applicable to f = 0° and the — sign is applicable for § = 180°.
For a PAR, f = + 90°; therefore, P and Qy are related as

Qy = (=P,Py +P2)[(Q,, = V}/X)+ Q, + V3 /X. (6.16)

Therefore, for a VRT or a PAR, both active and reactive power flows (P, and Q) at the modified
sending end vary with the magnitude (V) of the compensating voltage (Vy,) as shown in equations
(6.13). For a given V, and f = 0°, 180° or + 90°, first calculate P, from equation (6.13a) and then use
equation (6.15) for § = 0°, 180° and equation (6.16) for § = + 90° to calculate Q.

In all of the above cases, if the magnitude (V) of the compensating voltage is increased, the
controllable range of the power flow in the P—Q plane is also increased. When the controllable range
extends to all four quadrants, a bidirectional and independent active and reactive power flow control is
achieved.

The compensating voltage (V) is at any phase angle with the prevailing line current (I) and therefore,

it exchanges with the line both active and reactive powers (P,,, and Q,,,,) which are defined as
Pexch = _Vs’s oI= le (617)
Qexz‘h = |_Vs’s X I| = Vql’ (618)

where V4 and V are the respective active or direct and reactive or quadrature components of the
compensating voltage with load convention as shown in Figure 6.10.

The exchanged active and reactive power (P, and Q,,,) by the compensating voltage with the
transmission line can also be derived as

Pexch = P.Y - Ps’ = Aexch sin {ﬂ - tanil(P.m/Qm)} (6193)

Qexch = Qx - Qs’ = _VSZ/J/X _Aexch cos {ﬁ - tanil(Pm/an)} > (619b)

where A, = Vy, Vo, /X.
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Note that the natural voltage (Vy,) across the transmission line is Vy, = 4/ V2 + V2 =2V, V, cos 5. The

exchanged active and reactive powers (P, and Q,. ) as functions of the relative phase angle () are
plotted in Figure 6.14(a). For a given magnitude of the compensating voltage, the exchanged capacitive
power (Q,,.,) is larger than its inductive counterpart due to the fact that the capacitive compensation
produces a larger line current. The compensating voltage, being at any angle with the prevailing line
current, emulates in series with the line a capacitor (C) or an inductor (L) and a positive resistor (+R) or
a negative resistor (—R). The relationship between Q,,, and P, is described as

exch exc

P+ (O + V3 /X =A2 . (6.20)
which is a circle centred at (0, — Vs, 2/X) with a radius of A,_,. Note that as V., decreases, the centre of
the circle moves toward the origin (0, 0). The exchanged active and reactive powers can be controlled
within the range defined by the P—Q plot in Figure 6.14(b) by choosing the magnitude (V) of the
compensating voltage (V) within its rated value and the relative phase angle (f) between 0° and 360°,
respectively. For a desired exchanged power (P , and Q7 ), the required magnitude (V,,,) and the angle
() of the compensating voltage are calculated from the equatlons (6.19) and (6.20) as

VS’S \/( /2 Qext‘/l ) \/( /2 Q(,rch ) (P:ih :,ih) XZ (6213.)
p=tan”' {P,/Q,,} —tan”' {P} /(O , +V3/X)}. (6.21b)

For a VRT, f = 0° or 180°; therefore, P,,, and Q,,, are related as

Qe = O/ PP o — V3. /X (6.22)
For a PAR, f = + 90°; therefore, P,,, and Q,,, are related as
Ooeen = =Py / Q)P o — Vi /X (6.23)

Therefore, for a VRT or a PAR, the exchanged active and reactive powers (P,,,, and Q,, ) vary with
the magnitude (V) of the compensating voltage (V) as shown in equations (6.19). For a given V,
and f = 0°, 180°, or +90°, first calculate P,,, from equation (6.19a) and then use equation (6.22) for
p =0°, 180° and equation (6.23) for f = +90° to calculate O, ,,.

In an alternative method to regulate the modified sending-end active and reactive power flows indepen-
dently, the active and the reactive power flows (P, and Q,) at the sending end are measured. Knowing the
desired active and reactive power flows (P}, and Q7)) at the modified sending end, the required exchanged
active and reactive powers (P , and Q7 n) are calculated as

P =P =P (6.24a)

exch

Qerch Q Q (624b)

Then, using equations (6.21), the required magnitude (V) and the angle (f) of the compensating
voltage (V) can be calculated. This is an open-loop control scheme, which requires the knowledge
of the line reactance (X). The active and the reactive power flows at any point in the transmission
line can also be controlled independently by using a closed-loop control scheme. One such scheme is
implemented at the world’s first UPFC installation. The automatic power flow control mode of operation
of a UPFC for achieving independent control of active and reactive power flows at the modified sending
end has been simulated in a mathematical model, and the simulation results are compared with the field
results from the +160 MVA-rated UPFC. This UPFC demonstrated for the first time that the active and
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the reactive power flows in a transmission line could be regulated independently, while maintaining a
fixed line voltage at the point of common coupling [1,2].

It is demonstrated that a series-connected compensating voltage of variable magnitude and variable
phase angle modifies the magnitude and the phase angle of the transmission line voltage and, in turn,
provides independent control of active and reactive power flows in the line. For desired active and reactive
power flows at various locations in a transmission line, such as the sending end, the receiving end and
the modified sending end, the magnitude and phase angle of the series-connected compensating voltage
are given in equations (6.5), (6.10) and (6.21), respectively.

6.3 Modelling Guidelines

General guidelines for modelling power electronics in electrical power engineering applications have
been presented in [4—34]. The common practices for a successful simulation are presented in this section.

6.3.1 Representation of a Power System

A power system can easily extend to a large electrical and geographic radius, consisting of hundreds
and thousands of miles of transmission lines and hundreds of power plants. The model of this entire
network is a subject of load flow study. For transient study, however, this model of large network can
be reduced to a simple network that is sufficient to generate the answers that the designers seek at the
beginning of a new project. Although the consideration of a larger network would resemble closer to
reality, the fact is that the transient effects become less in a line further away from equipment under
study. Therefore, it is highly recommended to define the issues first before deciding how large or small
a network must be to conduct a study. The proper level of system reduction depends on the objectives
of the study. For example, if the purpose is to characterize the harmonics generated by a particular type
of power electronics application, the power system model can be reduced to just a few lines around the
application. When a pre-existing voltage distortion level at a power electronics-interfacing bus is low,
the rest of the power system can be satisfactorily represented by one or a set of first order equivalents
connected to the bus at a higher system voltage level. If the power electronics application interfaces with
the system at the low voltage bus of a step-down transformer, the equivalent of the system can be placed
on the high voltage bus of the transformer. When a pre-existing voltage distortion level is greater than
2%, one needs an adequate harmonic source to properly represent the background distortion.

If the objective is to evaluate the effects of the power electronics in an interconnected utility system,
the model will be extended to cover all sensitive loads (i.e. rotating machines and all other major power
electronics equipment) within a given electrical radius. Special attention is needed if an unbalanced
system condition is involved.

For a harmonic propagation and resonant study, an extensive power system model is required. In this
case, the main system components and the dominant topology need to be kept in the power system model.
Filter banks, nonlinear passive circuit components and all other harmonic injection sources should be
represented. Frequency-dependent characteristics of the system components might need to be considered.

6.3.2 Representation of System Control

The system control is one of the most important aspects of a power electronics simulation. As illustrated
in this section, a switching device is greatly simplified. The proper switching performance of a device is
realized via appropriate gating signals coupled with detailed modelling of the device characteristics and
distributed resistance, inductance and capacitance around the device. Modelling of power electronics
control consists of three steps:

1. monitoring and sampling
2. signal processing and control reference derivation
3. device gating signal generation.
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Most simulation tools provide some means to implement system control. They may be in the form of
control block diagrams and flow-chart structures. Using these tools, a user can define the specified control
in a simulated system with great flexibility. Some key issues that ensure a correct control modelling is
briefly mentioned below. These issues are more thoroughly treated in the guideline [4] with illustration
examples.

® For a time-domain simulation, the highest resolution for a signal sampling is determined by a selected
time-step. In general, this is no problem for analogue control. However, for digital control simulation,
if the selected time-step is too large, and if the simulated sampling resolution is significantly different
from the real system sampling resolution, significant errors can be introduced, which may even lead
to instability.

® For a time-domain simulation, the computation time does not reflect the simulated control logic
response time. Users should always remember to introduce a reasonable time delay to match with the
limitations of the control hardware and software.

® When modelling a control response, it is important to understand the program-introduced time delay
between the primary system and the control interface. For example, the control model may introduce
one or greater time-step delay because of the structure and solution method used in the program. This
may not cause any problem in some simulations. However, if the modelled control logic makes an
error that can accumulate over a period of time, it can eventually result in the solution divergence.
This problem can be corrected in most cases by reducing the size of the time-step or avoiding the
possible accumulation mechanism in the control model.

® Different methods may be used to synchronize the power electronics gating signals with the required
system references. In many cases, a real phase-locked-loop (PLL) can be greatly simplified to reduce
the complexity of the system modelling. However, when the system contains significant waveform
distortions — either from harmonics or transient disturbances — a practical PLL with all signal filters
should be carefully implemented in the control model in order to accurately predict the control
response. This is particularly important when the objective of the simulation is to verify a control
design and to evaluate the response of a power electronics application to the system dynamics.

® All power electronics devices have their limits in switching frequencies. When a load commutation and
a standard pulse width modulation (PWM) type scheme are simulated, the highest switching frequency
in the simulation is controlled by the system frequency and by the carrier frequency, respectively. Even
considering a variable carrier frequency, the number of switching events per fundamental frequency
cycle is known and the highest switching frequency can be made under a physical limit of the
simulated device. However, if the device gating is determined by a simple comparison between the
system control reference and the system output, a device switching may take place in simulation
whenever a comparison difference is detected. Therefore, the switching frequency becomes highly
dependent on the time-step size, and the average switching frequency becomes unpredictable. When
using this type of gating logic, users should always take extra measures, such as introducing a hysteresis
loop, to ensure that the modelled device is working under its physical switching capability.

The PLL angle is referenced to a cosine wave, meaning that during a complete cycle of a cosine wave,
the phase angle () linearly increases from O to 2. The three-phase a-b-c to two-phase d-g transformation
in stationary frame is written as

Vg =V, =V, cos0 (6.25)

1 |4
Ve =——= (v, +2v,) = ——=(cos b + 2cos(d + 120°))
qs \/5 ( a ) \/5

4

(6.26)
=—— <0059 —cosf — 3sin9> = V,siné.

o
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The ordinary PLL (OPLL) signal obtained from equation (6.27) does not preserve the phase angle
during a line fault as shown in Figure 6.16. This necessitates the use of a vector PLL (VPLL).

Figure 6.15 shows the commonly used block diagram of the VPLL. The stationary frame components
(v}, and viq) of the line voltage (v,) at BUSO1 in the simple two-bus power system network model shown
in Section 6.4 are calculated and converted to rotating frame components v, and v,,. The quadrature
component (v,,) is regulated to be zero by the use of an error amplifier, the output of which is the
synchronously rotating angular speed () that produces the PLL angle (0) after passing through an
integrator. With this approach, the direct component (v,,) is maintained to be the amplitude (V) of the
line voltage (v,) at BUSO1 under steady-state condition.

Figure 6.16 shows that the VPLL is able to track the near original phase for a phase-to-ground fault.
During a fault, the current through the line inductor changes rapidly, causing numerical instability in
the simulation. To minimize this problem, a numerical snubber in the form of a resistor across each line
inductor is used. The value of the snubber resistor should be high enough so that it does not cause spurious
results in the simulation but facilitates the decaying of an oscillating current during a disturbance.

Note that this example of PLL implementation is based on the three-phase to d-q transformation on a
three-phase balanced system. The synchronously rotating reference variables appear as a DC component.
In an unbalanced system, these variables become a DC component superimposed with AC components

v ) Phase-to-ground fault P)

/ :/{\\'ilh OPLL)

I-";\'. .'/ ( ."A\

AN

Figure 6.16 Phase a of line voltage (v,,) at BUSO1, its magnitude (V,) and the PLL angle (8) with and
without a phase-to-ground fault.
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Figure 6.17 Representation of a controlled turn-oft device in EMTP.

that correspond to the unbalance amount. The gain parameters need to be adjusted to minimize the effect
of unbalanced input signals on the PLL’s output signal.

6.3.3 Representation of a Controlled Switch

The heart of a power electronics based VSC is a controlled turn-off switch, such as a GTO, IGBT or
IGCT. Figure 6.17 shows the representation of a controlled turn-off device in EMTP. A device module is
built with a controlled bidirectional current-flowing switch (type-13 switch) in series with a built-in diode
device (type-11 switch). Considering that the module is often utilized in applications with a reactive
power carrying capability, a reversal diode (freewheeling diode) is included.

Figure 6.18 shows the actual implementation of the controlled turn-off device module in EMTP.
The switch and diode use a RC snubber circuit across it. Some small resistors are used to introduce
intermediate nodes between EMTP switches and snubber elements that are used in the controlled turn-
off device module. The finite nature of the simulation time-step that the EMTP-type simulation packages
use poses a problem for power electronics circuit simulation, which necessitates the use of snubber
circuits across fast-acting power electronics switches. Note that in some situations the snubber R and C

\
=

Figure 6.18 Representation of a controlled turn-off device in EMTP with snubber circuits.
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values of the actual system may or may not work in simulations using some programs. In this case, the R
and C values of the snubbers needed for stable simulation are primarily dependent on the time-step and
secondarily on system configuration (capacitors and inductors in the system) and the load current level.
Programs using special features such as variable time-steps (very short time-steps during switching) or
interpolate switching (simulate the switching very close to the required instant using linear interpolation
between time-steps) do not require fictitious snubber circuits. Therefore one of the following measures,
or their combinations, can be taken to prevent numerical instability in the simulation:

selection of smaller time-step

use of artificial snubber circuits

introduction of a small smoothing reactor for DC links
introduction of proper stray capacitances in the system model
implementation of parallel damping for a lumped system

A model for a general, unidirectional-conducting, three-terminal, controllable power electronics device
with snubber connections is shown in Figure 6.18. The actual snubber configuration can be different
from one application to another. However, if the purpose of a simulation is not to design the snubber,
a sample snubber configuration shown in this figure can often provide satisfactory results. The actual
analysis of a VSC pole, consisting of a DC capacitor, switches and snubber circuits is discussed later in
the chapter.

6.3.4 Simulation Errors and Control

Errors in a power electronics simulation can come through the following sources:

. switching device approximation and system reduction

added circuit elements for numerical oscillation control

. control system simplification

. time-step related truncation

. program structure and solution method-introduced interfacing time delay
. incorrect system initial conditions

AL AL =

For application simulations, some errors resulting from the system simplification and measures of
numerical oscillation control are acceptable. Items 4 and 5 in the list can be controlled by reducing the
time-step size. The time-step size is recommended not to be greater than 1/5 to 1/20 of the period of
the highest concerned frequency cycle. For example, for an IGBT VSC simulation with 5 kHz PWM
switching, a selected time-step could be 10 us. However, if the objective of the simulation is to see the
detailed transient at the terminal of the induction motor which is fed by the VSC through a section of
cable with a 1.0 ps travel time, an adequate time-step would be 0.2 ps or smaller.

Errors caused by incorrect system initial conditions can be reduced by just letting the simulation run
for a period of time to reach a corrected initial condition. This may take more computing time, but time
is saved in model construction, especially if the program can be restarted. Some methods, such as initial
phasor calculation, are developed to accelerate the system into the correct initial condition quickly.

The above-mentioned modelling techniques are successfully applied in modelling FACTS controllers
as presented in the next section.

6.4 Modelling of FACTS Controllers

Figure 6.19 shows the block diagram of the modelling structure in EMTP. First, some general constants
are defined. Next, the control or the transient analysis of control systems (TACS) section receives its
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Figure 6.19 EMTP modelling structure.

input signals from the sensors or measuring switches. The TACS section generates the free-running PLL
angle. The control operations and calculations are performed in this section.

The compensating voltages that are created in the TACS section are fed to a magnetic circuit, which
is located in the branch section. The effects of a non-ideal magnetic circuit, which includes leakage
reactance, magnetic saturation and so on, can be studied. The source section contains some independent
voltage sources, which establish the power flow in a transmission line. The controlled and the independent
sources are fed to the branch section, which contains the transmission line and the coupling transformer.
The line voltage and the current through the compensating voltage are measured by the measuring
switches. Finally, the output section is defined.

A simple two-bus power system network model, shown in the single line diagram of Figure 6.20, is
used for verifying the operation of various FACTS controllers. In the natural or uncompensated network,
no PFC is connected. Later, the network is studied with various PFCs connected to it. The simplified
two-bus network reveals most of the controller’s performance under both dynamic and steady-state
conditions.

P.w » Q\I SRSBRK P\" ’ Q\ Pr . Qr

Oty —H v TTn-H)
R X, I I R X
V

Vsrc vsrc' - s V] vl \'-' Vr‘ Vr
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Figure 6.20 Two-bus network model in EMTP.
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Figure 6.21 Comparison of active and reactive power flows at the receiving end of the transmission
line with the operation of the VRT, PAR, UPFC and ST.

6.4.1 Simulation of an Independent PFC in a Single Line Application

An independent PFC regulates the active and reactive power flows in the transmission line independently
by connecting a compensating voltage in series with the line. The compensating voltage exchanges
active and reactive power with the transmission line. In the case of the ST, both the active and reactive
power exchanged by the series compensating voltage appear at the transmission line through the shunt-
connected exciter unit. However, for the UPFC, only the exchanged active power passes through the
shunt unit. Both the shunt and series units exchange reactive power at their AC terminals independently.

The controllable range of active and reactive power flows with the operation of the ST and UPFC
are presented in Figure 6.21. The ST and UPFC offer controllable areas that are almost identical. The
radius of the controllable area increases with larger series compensating voltages. With proper series
compensating voltage, the controllable area covers all four quadrants, resulting in a reversal of power flow
from its natural direction. Special operations of the ST with f = 0° and f = 90° show the functionalities
of the VRT and PAR. Whereas the ST offers a controllable area, the PAR and the VRT offer linear control
range. For every 2 MW increase in active power, a PAR increases reactive power by 1 Mvar. Note also
that a PAR increases the active power flow by 7% less than can be achieved using an ST.

Figure 6.22 shows the active, reactive and apparent powers (P,,., Q.. and S,.,) exchanged by
the series compensating voltages of the ST and UPFC with the line. The maximum exchanged active,
reactive and apparent powers, in this example, are 21 MW, 29 Mvar and 30 MVA, respectively. In the
case of the ST, both the active and reactive powers flow bidirectionally through the exciting shunt unit.
In the case of the UPFC, only the active power flows bidirectionally through the STATCOM.

The summary of the study results are as follows:

® The variation of phase-to-phase voltage at the point of compensation is between 132.8 and 139.8 kV
for the ST, and between 133.3 and 140.1 kV for the UPFC, whereas the uncompensated or natural
voltage is 136.7 kV.

® Line active power flow changes from the natural flow of 132 MW by +57 and —58 MW for the ST,
and by +58 MW for the UPFC.

® Line reactive power flow changes from the natural flow of —41 Mvar by +60 and —63 Mvar for the
ST, and by +60 Mvar for the UPFC.

® Rating of the ST is 30 MVA.

® Rating of the UPFC is a series unit of 30 MVA and a shunt unit of 21 MVA.

6.4.2  Simulation of a Voltage Regulating Transformer

The VRT model is shown in Figure 6.23. The primary winding with n, turns is excited by the input
voltage, and the secondary winding with n, turns is induced with a voltage. The secondary voltage is
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Figure 6.22 Variations of exchanged powers between the transmission line and the series unit of the
(a) ST and (b) UPFC.

usually a fraction of the input voltage and the output voltage is the phasor sum of the primary and
secondary voltages. The compensating secondary voltage is connected in series with the transmission
line. There is no electric isolation between the input and output voltages. The active number of turns in
the secondary winding is varied by the use of load tap changers (LTCs) to vary the compensating voltage.

Figure 6.24 shows that a compensating voltage of F15% of the voltage (V) at the sending end results
in a voltage (V) at the modified sending end in the range 0.87-1.09 p.u. In the process, the voltage
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Figure 6.23 Voltage regulating transformer.
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Figure 6.24 Ranges of voltages at the sending and modified sending ends and active and reactive power
flows at the receiving end with a VRT.

(V,) at the sending end varies in the range 1.02-0.95 p.u. The reactive power flow at the receiving end
changes from —1.02 to +0.09 p.u. during the range of compensating voltage from —0.15 to +0.15 p.u.
However, the active power flow at the receiving end changes in the range 1.10-1.47 p.u. for the same
range of variation in the compensating voltage. Therefore, a F0.15 p.u. change in line voltage changes
the reactive power flow by 1.11 p.u. and the active power flow by 0.37 p.u.

6.4.3  Simulation of a Phase Angle Regulator

The one-transformer phase angle regulator (PAR) configuration and the corresponding phasor diagram
are shown in Figure 6.25(a) and (b). The input voltage (V) at BUSO1 is applied to a A-connected, three-
phase primary winding and a secondary voltage (V,;) that is in quadrature with the primary voltage is
connected in series with the transmission line. With proper polarities of the series-connected windings,
the compensating secondary voltage is connected in series with the transmission line at 90° or —90° to
the primary voltage. The resulting effect is that the phase angle of the line voltage is regulated.
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Figure 6.25 (a) Phase angle regulator, (b) phasor diagram.

Figure 6.26 shows that a compensating voltage of F15% of the voltage (V) at the sending end results
in a voltage (V) at the modified sending end in the range 1.005-0.986 p.u. In the process, the voltage
(V,) at the sending end varies in the range 0.993-0.973 p.u. The reactive power flow at the receiving
end changes from —0.15 p.u. to —0.7 p.u. during the range of compensating voltage from —0.15 p.u. to
+0.15 p.u. However, the active power flow at the receiving end changes in the range 0.78-1.82 p.u. for
the same range of variation in the compensating voltage. Therefore, a F15% compensating voltage in
quadrature with line voltage changes the reactive power flow by —0.55 p.u. and the active power flow by
1.04 p.u.

6.4.4  Simulation of a Unified Power Flow Controller

Figure 6.27 shows the schematic diagram of the UPFC. The UPFC consists of two harmonic neutralized
(HN)-VSCs (VSC1 and VSC2), two magnetic circuits (MC1 and MC2), a shunt coupling transformer
(SHNTR), a series coupling transformer (SRSTR), a shunt breaker (SHNBRK), a series disconnect
switch (SRSDS), an electronic bypass switch (ES), a DC link switch (DCLS), a series bypass breaker
(SRSBRK), current and voltage sensors and a control and protection unit. Each VSC is coupled with a
transformer at its output. Both VSCs generate almost sinusoidal voltages.

When the DCLS is closed, the VSCs share the DC link. The series-connected, variable magnitude,
compensating voltage that is at any phase angle with respect to the line current, exchanges an active
power as well as a reactive power with the line. This exchanged active power at the AC terminal of
the series-connected VSC flows bidirectionally to the AC terminal of the shunt-connected VSC through
the shared DC link. Both shunt and series-connected VSCs can also provide independent reactive power
compensation at their respective AC terminals. When the DCLS is open, the two VSCs can be operated
as standalone, independent, reactive compensators, such as a shunt-connected compensator (STATCOM)
and a series-connected compensator (SSSC) and, in turn, exchange almost exclusively reactive power
with the line at their respective terminals.

The heart of a power electronics based FACTS controller is a VSC. Figure 6.28 shows the block
diagram of a DC-to-AC VSC that generates a three-phase AC voltage. A three-phase AC voltage set
generated from an ideal VSC is also shown. In the TACS/control section, a free-running PLL angle (9)
is generated from the power system frequency. The free-running phase angle (@) is reset at every 2z
radians to produce a saw-tooth-like angle (6,) in the range of 0 to 2z radians.

Although it is desirable to generate a fundamental frequency AC voltage using a VSC, the quality of
the AC voltage, meaning that the associated level of harmonic components in it depends on the topology
of the VSC. The choice of the topology is very much influenced by the guidelines set by the IEEE 519
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Figure 6.28 Generation of a three-phase ideal VSC voltage.

standard that calls for limits on individual voltage and current distortions and total voltage and current
harmonic distortions at the point of compensation for various line voltage levels.

A VSC that produces voltages that are independent in each phase is operated with the PWM technique.
Figure 6.29 shows one such configuration. A DC capacitor is connected to one side of the VSC that
generates a three-phase AC voltage at its output. The VSC is made up of a set of semiconductor switches,
such as IGBTs. The semiconductor switches in the VSC are grouped into three poles: A, B and C. Each
pole consists of an upper switch and a lower switch. Each switch has an antiparallel diode across it. The
operation of the PWM-VSC is described below.

As shown in Figure 6.30, a fundamental frequency reference signal is compared with a high-frequency
triangular carrier signal (v,,;). When the reference signal is higher than the carrier signal, the upper switch,
A+, is turned on; otherwise, the lower switch, A—, is turned on. The generated PWM square wave voltage
contains a fundamental component, the amplitude of which is the same as that of the fundamental
frequency reference signal and harmonic components with the largest amplitude at the carrier frequency.
Therefore, the amplitude of the fundamental component in the generated voltage can be varied by varying
the amplitude of the fundamental frequency reference signal.

The frequency of the dominant harmonic component in the generated voltage can be varied by
varying the carrier frequency and, thereby, the switching frequency of the semiconductor devices. It
is desirable to increase the frequency of the dominant harmonic component in the PWM voltage. By
increasing the switching frequency, the dominant harmonic component can be moved outside the range
of concern. For example, if each switch is operated at 25 times the reference signal frequency, the output
voltage contains a reference signal frequency and a first dominant harmonic component of 25th order.
Increasing the switching frequency is not an attractive option because it increases the switching loss.
The compromise is to use a combination of high switching frequency and a harmonic trapping filter as
shown in Figure 6.29.

A+ B+ C+
Ik ] 3.
| — -
+ | Vg I €y
VDE T Vi T €
Ve A l ec
Jok | I} KA 1
A- B- C- L1 J
Pol¢ A Pol¢ B Pol¢g C
DC-to-AC VSC

Figure 6.29 DC-to-AC VSC operated with the PWM technique.
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Figure 6.31 VSC pole and its output voltage.

If every individual power electronics switching device is represented, a system model containing
power electronics applications can easily reach a complication level that is difficult to implement. A
UPFC contains many tens of series-connected GTO devices in one converter leg for high voltage and
MVA ratings. Obviously, to represent each individual GTO device in this UPFC system model, will mean
building a very large model.

Fortunately, except for some failure mode analyses, for the purposes of most application simulations it
is not necessary to represent all the individual devices. Usually, what needs to be simulated is the terminal
characteristics of a power electronics subsystem and how it interfaces with the connected system. Thus,
the following procedures can be used to reduce the modelling complexity:

® use of one or a few equivalent devices to represent series and parallel combination of a group of
devices

representation of power electronics loads with similar characteristics by an equivalent load

use of the simplest device model which is appropriate for the application

representation of a power electronics subsystem by equivalent source injection whenever acceptable
representation of only the front end of the drive system when the major concern is utility interfacing
inclusion of the system dynamic and control only when necessary

use of modular approach for large scale model development

With these general guidelines, a VSC model for a system dynamic evaluation can be built as shown in
Figure 6.31. Irrespective of how many series and parallel GTO devices are used in an actual application,
only two GTO devices are used in each phase of the model to form a converter leg. In this example, the
just-discussed GTO module is used as a building block to construct the converter module.

The UPFCs were built with the most efficient VSC topologies: HN-VSCs. A HN-VSC consists of a set
of poles (comprising GTOs, diodes and snubbers), a DC capacitor, a magnetic circuit and a control and
protection unit. In order to produce a sinewave-like voltage using a HN-VSC, there are three required
stages: (1) the control unit must produce a set of gate pulses, (2) the gate pulses operate a set of
poles, which produce a set of square wave voltages, (3) the square wave voltages are combined with
a magnetic circuit to produce a sinusoidal voltage. A HN-VSC with a finite pulse number produces a
high-quality sinusoidal voltage with acceptable harmonic content. If a VSC produces a pure sine voltage
of fundamental frequency, it can be thought of as a VSC of infinite pulse number. These topologies can
be modelled step by step in the following ways.

6.4.4.1 Generation of a Square Wave Voltage with a Two-Level Pole

The fundamental building block of an HN-VSC pole is a pair of DC capacitors and a set of switches,
which can be used to generate a square wave voltage. Figure 6.31 shows a single-phase VSC circuit,
referred to as a pole, which consists of a positive switch (A+) and a negative switch (A—). The pole is
connected across a pair of capacitors that are charged with a total DC voltage of v,,.. When the switch
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Figure 6.32 Model of a VSC pole.

A+ is on, the midpoint of the pole is tied to the positive DC terminal; when the switch A— is on, the
midpoint of the pole is tied to the negative DC terminal. When the switches are closed and opened
alternately, the pole output voltage (v, ) at the midpoint of the pole A with respect to the midpoint (O) of
the DC link capacitors is a square wave with two levels (+v,/2 and —v,-/2). Therefore, this pole circuit
is referred to as a two-level pole. The time period, T (i.e. 1/f), is equally divided between the positive and
the negative half cycles, where fis the fundamental frequency of the square wave voltage.

A controller, as shown in Figure 6.32, can be implemented in EMTP TACS to generate a PLL angle
and the gating signals to operate the switches of a two-level pole. Figure 6.33 shows the pole voltages
and currents generated by the operation of the pole.

6.4.4.2 Six-Pulse VSC with Two-Level Poles

A six-pulse VSC requires the generation of three square wave voltages using the three poles A, B and C.
Figure 6.34 shows the three square wave voltages (v,,, Vo and v,) and the corresponding fundamental
components (V4 |, Vg, | and vep ;). The fundamental pole voltage phasors (V,q5, Vpo,1 and Vo) are
at 0° (reference), —120°, —240°, respectively. The A-B-C set of square wave voltages are said to be
placed at 0°.

Figure 6.35 shows three poles A, B and C that are connected across a shared DC link with a pair of
capacitors and the related voltages. Note that the pole outputs are connected to a three-phase load whose
neutral point (N) is not connected to the midpoint of the DC link capacitor.

The square wave voltages generated by the six-pulse VSCs can be combined using HN techniques to
generate a high-quality sinusoidal voltage with acceptable harmonic content. The two key points in the
design of a multipulse VSC are that

® the displacement angle between two consecutive six-pulse VSCs in an m six-pulse VSC configuration
is 2z/6m

/,
rd

| |
15 |/ 20 25
" Time (ms)

Figure 6.33 Voltages and currents from the simulation of a VSC pole.
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Figure 6.34 Pole voltages and three 120° phase-shifted, fundamental voltage phasors in a six-pulse
VSC configuration.

® the configuration of the magnetic circuit is such that if a VSC pole voltage is time-shifted by an
equivalent fundamental angle of —6, the fundamental component of the pole voltage gets a phase shift
by an angle of 46 and vice versa.

6.4.4.3 Twelve-Pulse HN-VSC with Two-Level Poles

A 12-pulse HN-VSC requires the generation of two three-phase sets (A-B-C and D-E-F) of square
wave voltage. The displacement angle between two consecutive six-pulse VSCs in a multipulse VSC
configuration is 2z/6m (i.e. 30°), where m (i.e. 2) is the total number of six-pulse VSCs that are used.
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Figure 6.35 Six-pulse VSC and its output voltages.



222 Transient Analysis of Power Systems: Solution Techniques, Tools and Applications

Yoc
2 . Yl o Vap P
0 4 : f - t B
180° 360°
_Yoc _
2
Yoc..
2 " Vi o Vo P
0 + + - - -
180° 360°
_Yoc _
2
Yoc
2 ~— Vo Ve, "
0 + } . : S
180° 360°
_Ybe _
2
(a)
Yoc _ : .
2 - [~— Vpo 4
0 + —t
180° 360°
_yoc |
2
Yoc _ =
2 ’ — Vo
- 9
0 +—+ ; — : - - : . -
‘ 180° 360°
_Yoc -
2
Vpe
T t— Vi X
-— Vg 9
0 +—+— —t -
180° 360°
_¥oe _
2
(b)

Figure 6.36 Pole voltages and fundamental voltage phasors in a 12-pulse HN-VSC configuration: (a)
three 120° phase-shifted fundamental pole voltages and the corresponding square wave voltages at 0°,
(b) three 120° phase-shifted fundamental pole voltages and the corresponding square wave voltages
at —30°.

Figure 6.36(a) and (b), show the two sets of three square wave voltages (v, Vg, and v and vy, Vg
and vp,) and the corresponding fundamental components (v, |, vg and v¢; and vj, |, v | and v ). The
fundamental pole voltage phasors (V, ;, Vg ; and V¢ ;) are at 0° (reference), —120°, —240°, respectively.
The A-B-C set of square wave voltages are said to be placed at 0°. The fundamental pole voltage phasors
(Vp,1»> Vg1 and Vi) are at —30°, —150°, 90°, respectively. The D-E-F set of square wave voltages are
said to be placed at —30°.

Figure 6.37 shows two six-pulse VSCs (A-B-C and D-E-F) that are connected across a shared DC link
with a pair of capacitors and the related fundamental voltage phasors. The pole voltages are combined
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Figure 6.37 Twelve-pulse HN-VSC configuration (all angles are in degrees).

by a magnetic circuit to form a three-phase (a-b-c) voltage. The poles A, B, C, D, E and F are operated
in such a way that the pole voltages (v,, Vg, and v,) of the A-B-C VSC are time-shifted from one
another by one-third of the time period (7) of the pole voltage. The pole voltages (v, Vg0 and vg,) of
the D-E-F VSC are time-shifted with respect to the corresponding A, B and C pole voltages by a twelfth
of the time period, equivalent to a fundamental angle of —30°. Therefore, the fundamental phasors in
a group (V, 1, Vg, and V¢ of the A-B-C VSC; and Vy,;, Vg ; and Vg, of the D-E-F VSC) are 120°
apart, and the fundamental voltage phasor set of the D-E-F VSC lags the fundamental voltage phasor set
of the A-B-C VSC by 30°. Note that the fundamental components in the square wave voltages (Vpo ;5
Vro,1 and Vg ;) of the D-E-F VSC with respect to the midpoint of the DC link capacitor are referred to
as Vp, Vg and Vg,

The configuration of the magnetic circuit is such that if a VSC pole voltage is time-shifted by an
equivalent fundamental angle of —30°, the fundamental component of the pole voltage gets phase-
shifted by an angle of +30°. The simplest way to give the fundamental components in the D-E-F pole
voltages a +30° phase shift is to apply these voltages to the terminals of a A winding. The square wave
voltages from the A-B-C VSC are fed to the primary windings of a Y-Y transformer, and those from the
D-E-F VSC are fed to the primary windings of a A-Y transformer. In order to keep the same volts per
turn in both Y and A windings, the A-connected primary windings have \/ 3 times the number of turns
(n,) of the Y-connected primary windings. Both sets of secondary Y windings are connected in series in
the respective phases, and the final output voltage is connected to a three-phase load (a-b-c).

The presence of 12-pulse harmonic components in the VSC output voltage may not be acceptable in
many applications. As a result, a VSC with a higher pulse output voltage is considered. A true p-pulse
HN-VSC generates the first dominant harmonic in the spectrum as p — 1. The magnetic circuit fora VSC
with 24-pulse and higher is quite cuambersome. Its non-standard features make it unattractive because
of its higher cost. Therefore, an alternate solution is to use a magnetic circuit for a quasiharmonic
neutralized (QHN) VSC.

6.4.4.4 Twenty-Four-Pulse QHN-VSC with Two-Level Poles

A 24-pulse QHN-VSC, shown in Figure 6.38, requires the generation of four three-phase sets (A1-B1-
C1, A2-B2-C2, D1-E1-F1 and D2-E2-F2) of square wave voltages. The displacement angle between
two consecutive six-pulse VSCs in a multipulse VSC configuration is 2z/6m (i.e. 15°), where m (i.e. 4)
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Figure 6.38 Twenty-four-pulse QHN-VSC configuration (all angles are in degrees).

is the total number of six-pulse VSCs that are used. The two phasors in the A-B-C three-phase groups
(A1-A2, B1-B2 and C1-C2) are centred on 0°, —120° and —240°, respectively, with a displacement
angle (0 5piacomens) Of £7.5°. The two phasors in the D-E-F three-phase groups (D1-D2, E1-E2 and
FI1-F2) are centred on —30°, —150° and +90°, respectively, with a displacement angle (6 ;;pacement)
of £7.5°. The fundamental pole voltage phasors (V,yy, Vg and Vg and Vi, 4, Vg, g and Ve, ),
shown in Figure 6.38, are at 7.5°, 7.5°—120° (i.e. —112.5°) and 7.5°—-240° (i.e. —232.5°); and —7.5°,
—7.5°—120° (i.e. —127.5°) and —7.5°—240° (i.e. —247.5°), respectively. The fundamental pole voltage
phasors (Vpy 1, Vi1, and Vg and Vi, 1, Viy,y and Vi, ), shown in Figure 6.38, are at 7.5°=30° (i.e.
—22.5°),7.5°=30°—120° (i.e. —142.5°) and 7.5°—30°—-240° (i.e. —262.5°); and —7.5°-30° (i.e. =37.5°),
—7.5°=30°—-120° (i.e. —157.5°) and —7.5°=30°—-240° (i.e. —277.5°), respectively.

When the pole voltages from the VSCs A1-B1-C1 and D1-E1-F1 are magnetically combined, as
shown in Figure 6.38, the output voltage exhibits a 12-pulse HN waveform with harmonic components
n=12k + 1fork=1, 2,3 and so on. In the 12-pulse HN-VSC of Figure 6.37, there are two sets of square
wave voltages: one set from the A-B-C VSC is at 0° and the other set from the D-E-F VSC is at —30°; the
a-b-c 12-pulse voltage set is at 0°. In the 24-pulse QHN-VSC of Figure 6.38, there are two sets of square
wave voltages: one set from the A1-B1-C1 VSC is at 7.5° and the other set from the D1-E1-F1 VSC is
at —22.5°; therefore, the al-b1-cl 12-pulse voltage set is at 7.5°. There are additional two sets of square
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Figure 6.39 Normalized harmonic components of output voltages from (a) a 12-pulse HN-VSC and
(b) a 24-pulse QHN-VSC as a function of harmonic order (n).

wave voltages: one set from the A2-B2-C2 VSC is at —7.5° and the other set from the D1-E1-F1 VSC
is at —37.5°; therefore, the a2-b2-c2 12-pulse voltage set is at —7.5°. Each 12-pulse waveform contains
the same magnitudes of fundamental and harmonic components (n = 12k + 1 for k=1, 2, 3, etc.). When
all the output voltages from each six-pulse VSC are combined by connecting the corresponding phases
in series as shown in Figure 6.38, the resulting output voltages contain fundamental components and
harmonic components n = 12k + 1 for k = 1, 2, 3 and so on, and exhibit a 24-pulse QHN waveform.
Figure 6.39 shows the normalized harmonic components of the output voltages from a 12- and 24-pulse
HN/QHN-VSCs as a function of harmonic order (n). A 24-pulse or higher order VSC is more than
adequate in most applications to meet the power quality standard.

The QHN-VSC circuits that have been discussed so far are made out of two-level poles, which produce
a square wave voltage with two levels: a positive level and a negative level. The magnitude of the AC
voltage is related to the magnitude of the DC voltage by the gain of the VSC. In certain applications,
more than one VSC may operate from a shared DC link capacitor and one VSC is required to produce
a variable magnitude AC voltage from zero to the maximum value within the design limit. One way to
generate a variable AC voltage from a fixed DC voltage is to use a three-level pole. A three-level pole
produces a variable width square wave voltage. As a special case, a three-level pole produces a square
wave voltage when used as a two-level pole. Next, a QHN-VSC with three-level poles is described.

6.4.4.5 Generation of a Quasi-Square Wave Voltage with a Three-Level Pole

Figure 6.40 shows the single phase VSC circuit, referred to as a three-level ‘pole’, which consists of a
positive switch, A+, a negative switch, A— and an AC switch, A,.. Each switch may be made out of
several controllable semiconductor switches, such as GTOs, that are connected in a series or parallel
combination to achieve the desired voltage and current ratings of the switch. The pole is connected across

3-level A ON OFF
VSC pole A-  OFF ON
voe |+ L A,cON] OFF [ON] OFF [ON
2 T At Yoc
0 |A 2 ’—‘
Voe |+ Aac A L I Vao 0 y E_}’TH'Y 2?1'—?'
—— T A- v
2 | AOQ _% T 23

Figure 6.40 Three-level VSC ‘pole’ and its output voltage (all angles are in radians).
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Figure 6.41 Normalized harmonic components of output voltages from (a) a 24-pulse QHN-VSC and
(b) a 48-pulse QHN-VSC as a function of harmonic order, (c) variations of amplitude of fundamental
component, harmonic content and THD as a function of y, which is the dead angle of a three-level pole.

a pair of capacitors that are charged with a total DC voltage of v,.. When the switch A+ is on, the midpoint
of the pole is tied to the positive DC terminal; when the switch A, is on, the midpoint of the pole is
tied to the midpoint of the DC link capacitor; and when the switch A— is on, the midpoint of the pole is
tied to the negative DC terminal. When the switches are closed and opened alternately, the pole output
voltage (v,,) at the midpoint of the pole A with respect to the midpoint (O) of the DC link capacitor
is a quasi-square wave, which has three levels (+v,/2, 0 and —v,/2). Therefore, this pole circuit is
referred to as a three-level pole. The time period, T (i.e. 1/f), is equally divided between the positive and
the negative half cycles where fis the fundamental frequency of the quasi-square wave.

Note that the output voltage of a 24-pulse QHN-VSC with three-level poles is referred to as a 24-pulse
QHN waveform when the poles are operated with dead angle y = 0°. If a 24-pulse QHN-VSC with
three-level poles is operated with y = 7/48, the resulting output voltage is the same as that obtained from
a 48-pulse QHN-VSC. In conclusion, a QHN-VSC produces, in addition to the first dominant harmonic
in the spectrum, the same as the pulse number of the VSC, a residual harmonic content of 12k + 1
components for k = 1, 2, 3 and so on, plus, of course, a fundamental voltage.

Figure 6.41 (a) and (b), show the normalized harmonic components of the output voltages from a
24-pulse QHN-VSC and a 48-pulse QHN-VSC as a function of harmonic order (n). The variations of
fundamental component, harmonic content and total harmonic distortion factor of a 24-pulse QHN-VSC
with three-level poles as a function of y is shown in Figure 6.41(c). Aty ., = 3.82°, the fundamental
amplitude decreases by 1.08%, compared to what is obtained from a two-level operation of the poles, but
the harmonic content is reduced from 7.7% to 3.91%, obtained from a two-level operation of the poles
in a 24-pulse VSC, resulting in the smallest THD),,.

6.4.4.6 Analysis of a Two-Level Pole

Each of the two switches in a pole (for example, A+ and A— in pole A) can be composed of a GTO and
an antiparallel diode, as shown in Figure 6.42. During the positive output voltage, the positive current
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Figure 6.42 Realization of a two-level pole A with GTOs and antiparallel diodes.

flows through the GTO (G1) and the negative current flows through the diode (D1). During the negative
output voltage, the positive current flows through the diode (D2) and the negative current flows through
the GTO (G2).

When the pole output voltage transitions from negative to positive, the positive current transitions
from diode (D2) to GTO (G1), and the negative current transitions from GTO (G2) to diode (D1). When
the pole output voltage transitions from positive to negative, the positive current transitions from GTO
(G1) to diode (D2), and the negative current transitions from diode (D1) to GTO (G2).

Therefore, the current transitions from a diode to a GTO that is turned on with a gate signal. Also,
the current transitions from a GTO to a diode and then to its antiparallel GTO, such as GTO (G1) to
diode (D2) to GTO (G2). The question is when the GTO (G2) should be turned on. If it is turned on at
the time that the GTO (G1) is turned off, there may be a period of a time when the GTO (G1) is not quite
turned off and the GTO (G2) is on its way to being turned on. During this time period, both GTOs may
be in between on and off states, which may cause a short-circuit at the DC link capacitor, resulting in a
destructive shoot-through current in the capacitor and the GTOs. Therefore, it is necessary to delay the
turn-on of GTO (G2) following the turn-off of GTO (G1) by a certain delay time (t,,,,). The effect of
this delay time is investigated. ’

It is sufficient to study the transition processes from a GTO to a diode and from a diode to a GTO
at peak current. It is true that a pole operating at other than zero power factor transitions at other than
peak current. However, a designer should study the worst operating point at zero power factor. For the
following analysis, two operating conditions — commutating peak current from diode (D2) to GTO (G1)
and from GTO (G1) to diode (D2) — are considered.

The details of a pole circuit are shown in Figure 6.43. The reference directions of currents and polarities
of voltage for computation purposes are also shown. The two halves (upper and lower) of the pole are
symmetric. Each of the two switches (upper and lower) consists of a single GTO (G1 or G2) with an
antiparallel diode (D1 or D2) across the GTO. The line stray inductances are LS/ and LS4. The turn-on
snubber circuits include di/dt limiting inductors L/ and L2. These inductors have shunt loops, each
consisting of a freewheeling diode (DS1 or DS3), a stray inductance (LS2 or LS5) and a series resistor
(R1 or R4). The turn-oft snubber circuits include dv/dt limiting capacitors (C/ and C3), diodes (DS2 and
DS4) and the snubber capacitor discharge resistors (R2 and R5). The snubber capacitor leakage inductors
are LS3 and LS6. The snubber circuits of the snubber diodes (DS2 and DS4) are R3-C2 and R6-C4,
respectively. The pole circuit is analysed by freezing the instantaneous DC link voltage (v,.) to V), and
output current (i) to I, that is equal to the peak current (/,) at the output of the pole.

The switching characteristics of the diodes (D1 and D2) in this model are shown in Figure 6.44. When
the diode conducts, a current (i,,) flows in the forward direction, and the voltage (v,) across the diode
is zero. When the diode current reverses at ¢ = ¢, the voltage continues to remain at zero value until the
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Figure 6.43 Details of a two-level pole circuit.

reverse recovery charge (Q,) is swept away during ¢, < < 1,. The reverse current through the diode is
determined by the dynamics of the circuit. For ¢ > ¢, the reverse current (i) of the diode rises to zero in
a nonlinear fashion. )

The maximum slope (y,,) of ip, at 7, + T is considered to be four times the average slope of i, between
t. and ¢,. The diode starts to develop the reverse voltage (v),) at time #;. During turn-on, the GTO acts as
a varlable voltage source (v;) that falls linearly from the forward blockmg voltage (v;) to zero. During
turn-off, the GTO acts as a variable current source (i;) that falls nonlinearly from the forward conducting
current (/) to a low value at the end of the fall time (7,,); then the current tapers off at a much slower
rate until the end of the tail time (T;).

To analyse the pole circuit model, two modes of operation need to be studied: commutating output
current (/) from the antiparallel diode (D2) to the GTO (G1) and commutating output current (/) from
the GTO (G1) to the GTO (G2) to the antiparallel diode (D2). In the latter mode of operation, three
different conditions are studied when the GTO (G2) is turned on after the GTO (G1) is turned off with
various delay times (#;,,,), such as 2 ps, 0 and 20 ps, respectively. With a large delay time, such as
Lielay = 20 ps, the output current (I,) at full load commutates naturally from the GTO (G1) to the
antiparallel diode (D2).
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Figure 6.44 Switching characteristics of a diode and a GTO.

Figure 6.45 shows the steady-state operation of the circuit before and after the commutation of output
current (/) from the antiparallel diode (D2) to the GTO (G1). The transient waveforms in this mode of
operation are shown in Figure 6.46.

Figure 6.47 shows the steady-state operation of the circuit before and after the commutation of output
current (/) from the GTO (G1) to the GTO (G2) to the antiparallel diode (D2). The transient waveforms
in this mode of operation are shown in Figure 6.48.

To examine the situation when the worst voltage stress across and current stress through a GTO occur,
both types of commutation processes — from the diode (D2) to the GTO (G1) and from the GTO (G1) to
the GTO (G2) to the diode (D2) — are studied with various delay times (t,,,,,). The results are given in
Table 6.1. )

The worst overvoltage of 1.88 p.u. occurs across the GTO (G1) when the output current (/,,) commu-
tates from the GTO (G1) to the GTO (G2) to the diode (D2) under full load condition with ¢,,,,, = 0. The
worst overcurrent of 1.75 p.u. occurs through the GTO (G1) when the output current (/,,) commutates
from the diode (D2) to the GTO (G1) under full load condition. Therefore, in the pole circuit under
consideration, the GTO must be derated at least by a factor of two in terms of its voltage and current
ratings. In real-world applications, each switch consists of a number of GTOs that are connected in
series. Considering the need for continuous operation of the VSC with an allowable number of failed
GTOs, each GTO is further derated in terms of its voltage rating.

Since the voltage across and the current through each element of the circuit is calculated in the
simulation, the total loss in the pole circuit can be calculated for trade-off analyses of components
selection, heat sink sizing and determining the overall efficiency of the pole circuit. The single GTO
switch model can serve as the basis for extending the simulation of the circuit, shown in Figure 6.43,
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Figure 6.45 Commutation from D2 to G1.

to represent a higher power switch built with a stack of GTO modules that are connected in series,
although there may be only one di/dt limiting inductor serving all the GTO modules. Each GTO module
has its own antiparallel diode and turn-off snubber circuit, as shown in Figure 6.43. Failure of any one
GTO in the stack will make the upper and lower halves of the VSC pole asymmetric. Circuit behaviour
under this asymmetric condition can be examined as well as the variations caused by differences in the
dynamic switching characteristics of the individual GTOs in the stack. The acceptable dynamic sharing
of each GTO may be obtained by proper selection of GTOs with similar characteristics. Since the leakage
resistance of each GTO is different, static sharing is ensured by connecting a high resistance (of the order
of 100 kQ) across each GTO.

6.5 Simulation Results of a UPFC

Figure 6.49(a) shows a single-line diagram of a simple transmission line with an inductive reactance
(X) and a compensating voltage (V) connecting a sending-end voltage source (V) and a receiving-end
voltage source (V). The voltage across the transmission line reactance (X) is Vy and I is the prevailing
current in the transmission line.

The voltage (Vy) across the transmission line can be controlled by controlling the compensating
voltage (V) in series with the transmission line; consequently, the line current and the power flow in the
line are regulated. Consider the case where Vg, = 0 as shown in Figure 6.49(b). The transmission line’s
sending-end voltage (V) leads the receiving-end voltage (V,) by a phase angle (6). The resulting current
in the line is I and the active and reactive power flows at the receiving end are P, and Q,, respectively.
With a compensating voltage (V) in series with the transmission line, the transmission line’s modified
sending-end voltage (V) still leads the receiving-end voltage (V,), but by a different phase angle (6') as
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Figure 6.46 Transient waveforms from commutation from D2 to G1.

shown in Figure 6.49(c). The resulting line current and the amount of power flow change. With a larger
amount of compensating voltage (V) in series with the transmission line, the sending-end voltage (V)
now lags the receiving-end voltage (V,) by a different phase angle (§’) as shown in Figure 6.49(d). The
resulting line current and the power flow now reverse.

The phase angle (¢) between the negative compensating voltage (i.e. —Vy, = +V4,) and the
line current (I), as shown in Figure 6.49(c) and (d), can be between 0 and 2z. The component of
the negative compensating voltage that is in or out of phase with the line current emulates a positive or a
negative resistance in series with the transmission line. The remaining component that is in quadrature
with the line current emulates an inductive or a capacitive reactance in series with the transmission line.

The active power is absorbed from or delivered to the line through the STATCOM, which injects a
current at the point of compensation. The current injected by the STATCOM has an active or direct
component (/,;), which is in phase with or in opposite phase to the line voltage. The current injected
by the STATCOM also has a reactive or quadrature component (/,), which is in quadrature with the
line voltage, thereby emulating an inductive or a capacitive reactance at the point of compensation. This
reactive current can be independently controlled, which in turn regulates the line voltage at the point of
compensation.

The UPFC model in EMTP is shown Figure 6.50. The UPFC consists of two VSCs that are connected
through a shared DC link. The configurations of the two VSCs used are identical for practical reasons,
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Figure 6.47 Commutation from G1 to G2 to D2.

such as storing spare parts, maintenance and so on. Each VSC is coupled with a transformer at its output.
The first VSC, known as the STATCOM, injects an almost sinusoidal current of variable magnitude at
the point of compensation in shunt with the line. The second VSC, known as the SSSC, injects an almost
sinusoidal voltage of variable magnitude at the point of compensation in series with the line.

The control of the UPFC can be divided into two parts: the control of the STATCOM and the control of
the SSSC. When the STATCOM and the SSSC operate as standalone FACTS controllers, they exchange
almost exclusively reactive power at their terminals. During the standalone operations, the SSSC injects
a voltage in quadrature with the line current, thereby emulating an inductive or a capacitive reactance at
the point of compensation in series with the line, and the STATCOM injects a reactive current, thereby
also emulating a reactance at the point of compensation in shunt with the line.

While operating both the VSCs together as the UPFC, the series-connected compensating voltage can
be at any phase angle with respect to the prevailing line current. Therefore, the exchanged power at the
terminal of each VSC can be reactive as well as active. The exchanged active power at the terminal of
one VSC with the line flows to the terminal of the other VSC through the shared DC link. The exchanged
reactive powers at both the AC terminals of the UPFC are independent of each other.

The SSSC can be operated in many different modes such as voltage injection, phase angle regulation,
line impedance emulation or automatic power flow control. In each mode of operation, the final outcome
is such that the SSSC injects a voltage in series with the transmission line. The control block diagram of
the SSSC in an open loop voltage injection mode of operation is shown in Figure 6.51.

The desired peak fundamental voltage (V; ) at the output of the VSC and its relative phase angle (5)
with respect to the reference PLL angle () are specified. The absolute phase angle (8,) of the VSC
output voltage is calculated by adding the relative phase angle (#) of the VSC output voltage and the
PLL angle (8). The dead angle (y) of each pole is calculated.
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(b) with 74,1, = 0 (C) 24,4, = 20 ps. (continued)

The controller of the STATCOM is used to operate the VSC in such a way that the phase angle between
the VSC output voltage and the line voltage is dynamically adjusted, so that the STATCOM generates or
absorbs the desired VARSs at the point of compensation. Figure 6.52(a) shows the reactive current control
block diagram of the STATCOM.

An instantaneous three-phase set of line voltages (v,) at BUSO1 is used to calculate the PLL angle
(6), which is phase locked to the phase a of the line voltage (v,,). An instantaneous three-phase set
of measured currents (i) through the VSC is decomposed into its active or direct component (/) and
reactive or quadrature component (/; ). The quadrature component is compared with the desired reference
value (I ;"q), and the error is passed through an error amplifier, which produces a relative phase angle (a)
of the compensating voltage (E;) with respect to the line voltage (V). The absolute phase angle (6,) of
the compensating voltage is calculated by adding the relative phase angle of the compensating voltage
with respect to the PLL angle ().

The reference quadrature component (/ ;‘q) of the current through the VSC is defined to be either positive
if the STATCOM is emulating a capacitive reactance or negative if it is emulating an inductive reactance.
The DC link capacitor voltage (vj,-) is dynamically adjusted in relationship with the compensating
voltage. The control scheme described above shows the implementation of the inner current control loop,
which regulates the reactive current flow through the VSC, regardless of the line voltage. However, if
it is desired to regulate the line voltage, an outer voltage control loop must be implemented. The outer
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Figure 6.48 (Continued)

voltage control loop automatically determines the reference reactive current for the inner current control
loop, which in turn regulates the line voltage.

Figure 6.52(b) shows the voltage control block diagram of the STATCOM. Using the reference PLL
angle (0), the instantaneous three-phase set of measured line voltage (v,) at BUSO1 is decomposed into
its active or direct component (V) and reactive or quadrature component (V,,). The magnitude of the
BUSO1 voltage (V,,,) is calculated, which is compared with the desired reference value, V} (adjusted by
the droop factor, K,,,,), and the error is passed through an error amplifier, which produces the reference
current (Ii*q) for the inner current control loop. The droop factor (K o) is defined as the allowable
voltage error at the rated reactive current flow through the STATCOM.

Figure 6.53 shows the digital simulation results from the open loop voltage injection mode of operation
of the SSSC while the STATCOM is operated to deliver no reactive current. At the beginning of the
operation, the series bypass breaker (SRSBRK) and the series disconnect switch (SRSDS) are open and
the ground switch (GNDSW) is closed. The HN-VSC (VSC2) generates no compensating voltage. The
voltage (v,,,) at the terminal of the series coupling transformer (SRSTR) is the voltage across its leakage
reactance. The active and reactive compensating powers (P, and Q.. ,,) exchanged at the terminal of
the series coupling transformer (SRSTR) are mostly reactive due to the high quality factor of the leakage
reactance. The shunt breaker (SHNBRK) is open. The DC link capacitor is precharged.

At 50 ms, the SHNBRK closes and the quadrature current demand (Ifq) of the VSClI is set to zero.
At 100 ms, a series compensating voltage at the VSC2 side is set at 0.2 p.u. with a relative phase angle

c-se
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f =300° leading the reference PLL angle (6). The series VSC2 output voltage (e,,) of phase a leads the
line current (i,) by a phase angle (¢). Since ¢ >90°, the SSSC emulates a negative resistance in addition
to an inductive reactance in series with the transmission line. The active power that is delivered to the
line by the series VSC2 flows from BUSO1 through the STATCOM. The shunt VSC1 output voltage
(e;,) of phase a is almost in phase with the current (i) flowing through it. The voltage (v,,) of phase
a at BUSO2 leads the voltage (v,,) of phase a at the receiving end. The active power (P,) delivered at
the receiving end decreases. The reactive power (Q,) delivered at the receiving end becomes inductive.
At 200 ms, the series-connected compensating voltage is maintained at 0.2 p.u. while the relative phase
angle () is changed to 240°. The active power that is absorbed from the line by the series VSC2 flows
to BUSO1 through the STATCOM. The shunt VSC1 output voltage (e,,) of phase a is almost 180° out
of phase with the current (i) flowing through it. The reactive power (Q,) delivered at the receiving end
becomes capacitive. At 300 ms, the series-connected compensating voltage is increased to 0.4 p.u. while
the relative phase angle (f) stays at 240°. The voltage (v,,) of phase a at BUS02 lags the voltage (v,,)
of phase a and the active power flow (P,) at the receiving end reverses. The series VSC2 output voltage
(e,,) of phase a lags the line current (i,) by a phase angle (¢). The reactive compensating power (Q,.,,)
exchanged at the terminal of the series coupling transformer (SRSTR) becomes capacitive. Figure 6.54
shows the expanded view of two sections of Figure 6.53. The VSC2 voltage and current show the
presence of only fundamental components.
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Table 6.1 Voltage and current stresses when a GTO turns on and off.

Peak voltage Peak voltage Peak current Peak current
across the GTO, across the GTO, through the through the
Gl (p.u.) G2 (p.u.) GTO, GI1 (p.u.) GTO, G2 (p.u.)

GTO (G1) Full load 1.54 1.75
turn-on No load 1.46 0.66

GTO (G1) Full load 1.77 0.15
turn-off and
GTO (G2)

turn-on with
tdelay =2 us

GTO (G1) Full load 1.88 0.26
turn-off and
GTO (G2)

turn-on with No load 1.46 0.66
tdelay =0

GTO (G1) Full load 1.71 0
turn-off and
GTO (G2)

turn-on with
Lielay = 20 ps

The results are indicated in p.u. with one p.u. current as the nominal output current (I, = 4000 A) and
the one p.u. voltage as the nominal DC link voltage (V- = 1900 V).

P, 0,

\_._ Vx I >
/-'\ —_—
-

Figure 6.49 UPFC operating with an open loop compensating voltage and the related phasor diagrams.
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Figure 6.50 UPFC model in EMTP.

The previous test case was rerun for the UPFC with two 24-pulse QHN-VSCs with three-level poles:
one operating as the STATCOM with a fixed dead angle (y) to produce a 48-pulse waveform and the
other operating as the SSSC to produce a variable output voltage. The results are shown in Figures 6.55
and 6.56, respectively. The VSC2 voltage and current show the presence of harmonic components.

In the above test cases, the STATCOM was operated in a reactive current control mode with the reactive
current through the STATCOM set to zero. The only current that passed through the STATCOM was
either in phase or out of phase with the BUSO1 voltage, depending on whether the SSSC was delivering
or absorbing active power to or from the line. The BUSO1 voltage was not regulated. However, the
remaining current carrying capability of the STATCOM can be utilized to inject reactive current to the
line at the point of compensation and, in the process, the line voltage can be regulated. Figure 6.57 shows
the previous test case with the voltage control mode of operation of the STATCOM. The STATCOM
carries additional reactive current, and regulates the line voltage at the point of compensation (BUSO1).
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1 I
' :
]
£ Dead angle I
Ve ! calculator :
i I
1 f I
Ve : :
1 I
1 |
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1 . =
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! P logic |
Lmem———————————___ — L]
Controller

Figure 6.51 Control block diagram of the SSSC in an open loop voltage injection mode of operation
of the UPFC.
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Figure 6.52 (a) Reactive current control block diagram of the STATCOM, (b) voltage control block
diagram of the STATCOM.

6.6 Simulation Results of an ST

The ST shown in Figure 6.58(a) has two main units: exciter unit and compensating voltage unit. The
exciter unit consists of Y-connected shunt primary windings (A, B and C), and the compensating voltage
unit consists of nine secondary windings, three of which are placed on each limb of the core: a,, a, and
a; on the first limb, b;, b, and b; on the second limb and c,, ¢, and c¢; on the third limb. The three-phase
transmission line voltages (V,, V, and V) at the sending end are applied in shunt to the exciter unit.
By choosing the number of turns from each of the three windings and therefore the magnitudes of the
components of the three 120° phase-shifted induced voltages, the compensating voltage (V) in any
phase is derived from the phasor sum of the voltages induced in a three-phase winding set (a,, b, and
c, for compensation in the A phase; a,, b, and ¢, for compensation in the B phase; and a;, b; and c;
for compensation in the C phase). The compensating voltage is also at any phase angle with respect to
the prevailing line current. The active or direct component of the compensating voltage provides the
series resistance emulation, which can be a positive resistor that absorbs active power from the line or
a negative resistor that delivers active power to the line. The reactive or quadrature component of the
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Figure 6.53 Performance of the UPFC with an infinite pulse VSC2 operating in an open loop voltage
injection mode while regulating a zero reactive current through an infinite pulse VSC1.

| v]l 2a —

compensating voltage provides the series reactance emulation, which can be a capacitor that delivers
reactive power to the line and, in the process, increases the power flow of the line, or an inductor that
absorbs reactive power from the line and decreases the power flow of the line. Therefore, the desired
compensating voltage is actually an impedance emulator. The effect of impedance emulation is such that
the active and reactive power flows in a transmission line can be regulated independently. The power

0.5-

-0.5-
Viza ¢

‘_ﬁ\\
)

Viza —_— —— Time
(ms)

v, I (p‘u‘ ')
0.5-

-0.5-

Figure 6.54 Waveforms from the UPFC with an infinite pulse VSC2 operating in an open loop voltage
injection mode.
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Figure 6.55 Performance of the UPFC with a 24-pulse QHN-VSC2 with three-level poles operating
in an open loop voltage injection mode while regulating a zero reactive current through a 24-pulse
QHN-VSCI1 with three-level poles operating at a fixed dead angle to act as a 48-pulse QHN.

Figure 6.56 Waveforms from the UPFC with a 24-pulse QHN-VSC2 with three-level poles operating
in an open loop voltage injection mode.
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Figure 6.57 Performance of the UPFC with a 24-pulse QHN-VSC2 with three-level poles operating in
an open loop voltage injection mode while regulating the BUSO1 voltage with a 24-pulse QHN-VSCl1
with three-level poles operating at a fixed dead angle to act as a 48-pulse QHN.

circuit is identical for both the voltage regulator and the impedance regulator. Both functions of voltage
regulation and independent control of active and reactive power flows can be implemented in just one
unit by proper programming of the tap control unit. Figure 6.58(b) shows the related phasor diagram.

It should be noted that each of a;, b, and c, is tapped at the same number of turns; each of b, c,
and a, is tapped at the same number of turns; and each of ¢, a, and bs is tapped at the same number

Exciter unit Compensating voltage unit

(a) (b)

Figure 6.58 (a) ST for voltage compensation in the entire control range of 0° through 360°, (b) phasor
diagram.
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of turns. However, the number of turns in the a,-b,-c; set, b;-c,-a, set and c,-a,-b; set can be different
from each other with one exception: when the ST is used as a voltage regulator to decrease the modified
sending-end voltage, there are the same number of turns in two windings that are connected to each
phase for the case when the relative phase angle (f) is 180°.

Since the LTCs that are used in the ST change their positions in steps, the compensating points in the
ST are discrete in the allowable control range. If the allowable magnitude (V) of the compensating
voltage (V) is assumed to be 0.2 p.u. and the change of voltage in each step of an LTC is 0.05 pu, there
are N = 4 steps associated with each secondary winding. A comprehensive study of the power system
network integrated with the PFC can only show how many steps is the right number of steps. Figure 6.59

p=0° _
| B=0°
1o =9~
5= 24(0°
B=120°
{Pm , Qrﬂ)
1.4 P,
05 10 15

(a) (b)

(Pnr ; Qm) "3 = 1200

135 P,
0 0.5 10 15

p=120° f=24
(© (d)

Figure 6.59 Compensating points with the use of the Sen transformer within the entire control range

of 0° and 360°. Theoretically possible (a) modified sending-end voltage and (b) active and reactive

power flows at the receiving end. Practically possible (c) modified sending-end voltage and (d) active
and reactive power flows at the receiving end.
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Figure 6.60 Open loop compensating voltage unit control block diagram of the ST.

shows that the theoretical circular control area is actually a hexagon. Shorter steps in the LTCs make the
compensating points closer to each other and vice versa. Figure 6.59(a) shows the theoretically possible
compensating points of the modified sending-end voltage with the use of the ST and Figure 6.59(b)
the corresponding active and reactive power flows at the receiving end within the control range of 0°
and 360°. Figure 6.59(c) and (d) show the practical control range of the ST. The filled dots, within
the allowable voltage range in Figure 6.59(c), show a total of 36 compensating points of the ST lie
within the 10% range of the nominal voltage. Figure 6.59(d) shows that the maximum active power flow
enhancement at the receiving end, within the allowable voltage range, is actually 0.35 p.u. instead of the
theoretically possible 0.40 p.u., as shown in Figure 6.59(b).

The controllable range of the active and reactive power flows can easily be determined with an open
loop control by specifying to the tap control unit the rated compensating voltage (V7 ) and varying the
relative phase angle (f) within its entire 360° range, as shown in Figure 6.60.

Consider the power system network of Figure 6.20. An ST was connected between BUS01 and BUS02.
The ST consists of three primary windings and nine secondary windings (three for series connection in
each of the three phases). Each primary and secondary winding is considered to have 1.0 p.u. and 0.2 p.u.
voltage ratings, respectively. Considering an LTC contact located at every 5% mark, each secondary
winding consists of four LTC taps. The leakage reactance of the ST was set to zero to eliminate its
secondary effect. The natural flows of active and reactive powers (P,, and Q,,) at the receiving end are
209.12 MW (1.31 p.u.) and —68.54 Mvar (—0.43 p.u.), respectively.

The control was implemented in an open loop voltage injection mode travelling from one operating
point to the next in one particular hexagon in the entire control range of 0° to 360°. The actual magnitude
of the compensating voltage (V) in p.u. (considering the primary voltage to be one p.u.) and its relative
phase angle (§) are shown in Figure 6.61.

0.159
\_./\_./\_/\_./\4/’\_/ —a— V., =005
- | A Va=010
e T T e s (] I Vs =0.15

—— V. =0.20

m

0.05

Compensating voltage (p.u.)

000 — e —————————————
0 60 120 180 240 300 360

Phase angle, £ (degree)

Figure 6.61 Magnitude of the series-connected compensating voltage (Vs,) in p.u. during the entire
control range of its relative phase angle (#) from 0° and 360°.
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Figure 6.62 (a) Active power (P,) and (b) reactive power (Q,) flows at the receiving end during the
entire control range of the relative phase angle (#) from 0° and 360°.

Figure 6.62 shows the active and reactive power flows (P, and Q,) at the receiving end during the
entire stepped control range of the relative phase angle () from 0° and 360°. Figure 6.63 shows the
active power (P,) versus reactive power (Q,) flow at the receiving end during the entire control range of
the relative phase angle (f) from 0° and 360°. The P—Q plot is somewhat different from an ideal hexagon
because the primary voltage (V) keeps moving from its original (uncompensated) location due to the
change of load in the line during compensation and the amount of Thevenin impedance at the point of
compensation and the shunt loading due to the exciter unit of the ST. A more hexagon-like characteristic
results if the point of compensation is closer to a stiff bus.
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Figure 6.63 Active power (P,) versus reactive power (Q,) flows at the receiving end during the entire
control range of the relative phase angle () from 0° and 360°.

6.7 Conclusion

Various tools for analysing flexible alternating current transmission Systems (FACTS) controllers have
been presented. For calculation of the first-order magnitude of the benefits of FACTS controllers, simple
formulas have been derived. FACTS controllers with various levels of details have been presented using
an EMTP-type simulation package, which can be easily substituted by another circuit simulation package.

The models of a VSC-based FACTS controller include all the necessary components: a VSC with a
DC link capacitor, a magnetic circuit and a realizable controller. The same techniques can be employed
to model other power electronics based system, such as an adjustable speed drive, an arc furnace
compensator or an HVDC transmission system.

The operation of the FACTS controllers is verified by the models connected to a simple two-bus
network and the response of the controller is verified following a step change in the reference of the
control inputs. These models demonstrate the performance of a FACTS controller that can be used to
accurately predict the behaviour of the controller at an installation site. The FACTS controller models can
be quite beneficial for utility system planners and they can easily be incorporated into a larger network
to obtain validation of the simulation results and the field measurements.
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