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Trajectory and Transmit Power Optimization for IRS-Assisted UAV
Communication under Malicious Jamming

Zhi Ji, Wendong Yang, Xinrong Guan, Xiao Zhao, Guoxin Li, and Qingqing Wu

Abstract—In this letter, we investigate an unmanned aerial ve-
hicle (UAV) communication system, where an intelligent reflecting
surface (IRS) is deployed to assist in the transmission from a
ground node (GN) to the UAV in the presence of a jammer. We
aim to maximize the average rate of the UAV commnunication
by jointly optimizing the GN’s transmit power, the IRS’s passive
beamforming and the UAV’s trajectory. However, the formulated
problem is difficult to solve due to the non-convex objective
function and the coupled optimization variables. Thus, to tackle
it, we propose an alternating optimization (AO) based algorithm
by exploiting the successive convex approximation (SCA) and
semidefinite relaxation (SDR) techniques. Simulation results show
that the proposed algorithm can significantly improve the average
rate compared with the benchmark algorithms. Moreover, it also
shows that when the jamming power is large and the number
of IRS elements is relatively small, deploying the IRS near the
jammer outperforms deploying it near the GN, and vice versa.

Index Terms—anti-jamming, trajectory design, intelligent re-
flecting surface (IRS), UAV communication

I. INTRODUCTION

COMPARED to terrestrial wireless channels suffering
from severe path loss and multi-path, the high altitude

of UAVs generally leads to more dominant line-of-sight (LoS)
channels and thus largely improves the communication perfor-
mance. However, due to the broadcast nature of wireless trans-
mission and the strong LoS links, UAVs are more vulnerable to
attacks from jamming. Conventionally, the UAV should retreat
far away from the jammer for suppressing the jamming signal,
which however may render complex trajectory, high flight
energy consumption, and poor receiving signal-to-interference-
plus-noise ratio (SINR) [1], [2].

Recently, intelligent reflecting surface (IRS) has been pro-
posed as a revolutionizing new technology to improve the
energy efficiency of future wireless networks [3], [4]. Specifi-
cally, IRS is a planar surface which comprises a large number
of reconfigurable passive reflecting elements. By adjusting the
phase shifts of all reflecting elements, the reflected signals
can add coherently with the signals from other paths at
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Fig. 1. IRS-assisted UAV communication in the presence of a jammer.

the intended receiver to improve the received signal power,
and destructively at the undesired receiver to suppress the
interference [5]. Therefore, IRS has been extensively studied
under various wireless system setups, such as cognitive radio
[6], simultaneous wireless information and power transfer
(SWIPT) [7], secrecy communications [8], and so on.

Thanks to its strong capacity of smartly configuring the
wireless propagation environment, IRS has been exploited as a
promising choice for safeguarding UAV communication from
security threats, such as eavesdropping and surveillance [9]–
[13]. In this paper, we focus on exploiting IRS to combat
malicious jamming from a ground jammer to the UAV during
the GN’s uplink transmission. Specifically, with the aid of
IRS passive beamforming, the desired signal can be enhanced
while the jamming signal can be mitigated at the UAV for
improving the transmission rate, which enables the UAV to
adjust its flight path more flexibly and thus efficiently tackles
the challenges arising in the conventional setup without IRS.
However, the performance gain and the deployment strategy
of IRS still remain open problems and need further study.

Motivated by the above, in this letter we investigate the
uplink transmission in an IRS-assisted UAV communication
system in the presence of a malicious jammer, as shown in
Fig. 1. Specifically, we aim to maximize the average rate from
the ground node (GN) to UAV via the joint design of the
UAV’s trajectory, GN’s power allocation and IRS’s passive
beamforming. The formulated problem is difficult to solve due
to the non-convex objective function and coupled optimization
variables. To tackle this challenge, we propose an alternating
optimization (AO) based algorithm with the help of successive
convex approximation (SCA) and semidefinate relaxing (SDR)
techniques. Numerical results show that our proposed joint
design algorithm significantly improves the uplink average rate
compared with the benchmark algorithms.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this paper, a UAV communication system is considered
as shown in Fig. 1, where an IRS is deployed to assist in the
transmission from a GN to a UAV in the presence of a jammer.
All communication nodes are placed in the three dimensional
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(3D) Cartesian coordinates. The position of the jammer, GN
is expressed as qM = [xM , yM , 0], qG = [xG, yG, 0]. 1 The
UAV is assumed to fly at a fixed altitude H0. The flying time
of the UAV is T . For ease of handling, T is divided into N
time slots, i.e., T = Nδt, where δt is the length of a time
slot. Therefore, the trajectory of the UAV can be expressed
by q[n] = [x[n], y[n], H0]T , n ∈ N = {1, 2, ..., N}, Q

∆
=

{q[n],∀n}, which meets the mobility constraints as
q [0] = qstart,q [N ] = qend, (1)
‖q [n]− q [n− 1]‖ ≤ Vmaxδt, (2)

where Vmax denote the maximum flying speed. Assuming that
P [n] is the transmit power of the GN in time slot n, we have
the following power constraints as

1

N

N∑
n=1

P [n] ≤ Pavg, (3)

P [n] ≤ Ppeak,∀n, (4)

where Pavg and Ppeak are the average transmit power and the
maximum transmit power of the GN, respectively.

We assume that the UAV, jammer, and GN are equipped
with a single antenna, while the IRS is equipped with a
uniform planar array (UPA) containing K=Kx × Kz re-
flecting elements in the x − z plane. The grid of IRS
is denoted by qR = [xR, yR, zR]T . We assume Θ

∆
={

Θ[n] = diag
(
ejθ1[n], ..., ejθK[n]

)
,∀n

}
as the diagonal phase

shift matrix of IRS, where θi[n] ∈ [0, 2π), i ∈ {1, ...,K}, is
the phase shift of the i-th reflecting element in slot n.

Due to the rare blockages in the air and the flexible
deployment of IRS, we assume that all channels are LoS
channels in the considered system. Specifically, the channel
from the GN to the UAV (G-U channel) in time slot n is
expressed by

hGU [n] =
√
LGU [n]gGU [n] , (5)

where gGU [n] = e−j
2πdGU [n]

λ and LGU [n] = ρd−2
GU [n] repre-

sent the phase response and path loss, respectively. Moreover,
dGU [n] = ‖q [n]− qG‖ is the distance between the GN and
the UAV, λ is the carrier wavelength. ρ is the pathloss at the
reference distance D0 = 1m. The same model is adopted for
the channel from the jammer to the UAV, i.e., hMU [n].

Further, the GN-IRS-UAV channel is then modeled as a
concatenation of three components, namely, the GN-IRS chan-
nel, IRS’s reflection with phase shifts, and IRS-UAV channel.
Specifically, the IRS-UAV channel denoted by hRU [n] ∈ C,
can be given by

hRU [n] =
√
LRU [n]gRU [n] , (6)

where LRU [n] = ρd−2
RU [n] denotes the passloss of the

reflecting channels. Denoting dRU [n] = ‖q[n]− qR‖ by the
distance between the UAV and the IRS, the phase response of
the IRS-UAV channel, i.e., gRU ∈ CK is then given by

gRU [n] = e−j
2πdRU [n]

λ mx [n]⊗mz [n] , (7)
where

mx [n] =[1, e−jαx[n], ..., e−j(Kx−1)αx[n]]T ,

1The location of the jammer can be obtained beforehand with high accuracy
by leveraging existing jammer localization techniques at present, such as
jamming signal strength (JSS)-based localization methods proposed in [14].

mz [n] =[1, e−jαz [n], ..., e−j(Kz−1)αz [n]]T ,

αx[n] =
2πd

λ
sinφRU [n] cosϕRU [n] ,

αz[n] =
2πd

λ
sinφRU [n] sinϕRU [n] ,

d is the IRS element separation, φRU [n] and ϕRU [n] represent
the vertical and horizontal angle of arrival (AoA) at the
IRS, respectively, while sinφRU [n] cosϕRU [n] = H0−zR

dRU [n] ,

sinφRU [n] sinϕRU [n] = x[n]−xR
dRU [n] . The GN-IRS channel, i.e.,

hHGR, is modeled by a similar procedure. Thus, the cascaded
GN-IRS-UAV channel, is expressed by

hGRU [n] = hHGR [n] Θ [n] hRU [n] . (8)
Note that the cascaded Jammer-IRS-GN channel, i.e., hMRU

can be modeled as the same. By denoting hG[n] =
hGU [n] + hGRU [n] and hM [n] = hMU [n] + hMRU [n], the
received signal at the UAV in time slot n is given by

y [n] =
√
P [n]hG [n] sG +

√
PMhM [n] sM + n0, (9)

where PM denotes the transmit power of the jammer, sG and
sM represent the information-carrying signal and the jamming
signal with unit power, respectively, while n0 is the additive
white Gaussian noise (AWGN) with zero mean and variance
σ2. Finally, the achievable average rate over the flying time T
is given by

R =
1

N

∑
n∈N

log2

(
1 +

P [n]|hG[n]|2

PM |hM [n]|2 + σ2

)
. (10)

We aim to maximize the R via a joint design of the UAV
trajectory Q, GN’s transmit power P and IRS phase shift
matrix Θ. Thus, the optimization problem is formulated as

(P0) : max
P,Q,Θ

R

s.t. θi[n] ∈ [0, 2π), i ∈ {1, ...,K},∀n,
(1) , (2) , (3) , (4) .

It is challenging to solve (P0) due to the non-convex objec-
tive function and the coupled optimization variables. However,
it can be effectively solved by dividing the problem into three
sub-problems by applying the block coordinate descent (BCD)
method. This conducts us to propose an algorithm based on
alternating optimization (AO), which solves suboptimally by
iterating on one of the optimizations, while fixing the other
two in each iteration until convergence is achieved.

III. THE PROPOSED ALTERNATING ALGORITHM

A. Sub-Problem 1: Optimizing P for Given Q and Θ

For given the UAV trajectory Q and IRS phase shift matrix
Θ, the problem (P0) can be expressed as

(P1) : max
P

1

N

∑
n∈N

log2

(
1 +

P [n]|hG[n]|2

PM |hM [n]|2 + σ2

)
s.t. (3) , (4) .

This is a standard convex optimization problem that can be
efficiently solved by CVX.

B. Sub-Problem 2: Optimizing Θ for Given Q and P

For given trajectory Q and transmit power P, by denoting
gHJ [n]GJ [n]v[n] = hJU [n] + hJRU [n],

This article has been accepted for publication in IEEE Transactions on Vehicular Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TVT.2022.3187092

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: The University of Toronto. Downloaded on October 03,2022 at 10:05:30 UTC from IEEE Xplore.  Restrictions apply. 

Downloaded from https://iranpaper.ir
https://www.tarjomano.com https://www.tarjomano.com



3

where
GJ [n] = diag

([
hRU [n] hJU [n]

])
,

gJ [n] = [hHJR[n], 1]H , J ∈ {G,M} ,

and v[n] = [ejθ1[n], ..., ejθK [n], 1], (P0) can be transformed
into

(P2) : max
v

1

N

∑
n∈N

log2

(
1 +

P [n]
∣∣gH

G [n]GG[n]v[n]
∣∣2

PM |gH
M [n]GM [n]v[n]|2 + σ2

)
s.t. θi[n] ∈ [0, 2π), i ∈ {1, ...,K}, ∀n.

Further, we have∣∣gHJ [n]GJ [n]v[n]
∣∣2 = tr (RJ [n]V[n]) ,

where
RJ [n] = GH

J [n] gJ [n]gHJ [n]GJ [n],

V[n] = v[n]vH [n], J ∈ {G,M} .

Note that V[n] follows that V [n] �− 0 and rank (V [n]) = 1.
Since the rank-1 constraints are non-convex, we apply the
SDR to relax these constraints. As a result, (P2.1) can be
reformulated as

(P2.1) : max
V

1

N

∑
n∈N

log2

(
1 +

P [n]tr(RG[n]V[n])

PM tr(RM [n]V[n]) + σ2

)
s.t.V [n] �− 0,∀n,

Vr,r[n] = 1, r = 1, ...,K + 1,∀n,
which is non-convex and not easy to solve directly. Our goal
is to achieve greater average rate in each time slot by finding
a suitable set of phase-shift, as long as the SNR is maximized.
To make it easier to solve, in every time slot where the value
of the transmit power is not zero, (P2.2) can be equivalent to
finding

(P2.2) : min
V

PM tr(RM [n]V[n]) + σ2

P [n]tr(RG[n]V[n])
,∀n

s.t. V [n] �− 0,∀n,

Vr,r[n] = 1, r = 1, ...,K + 1,∀n.
(P2.2) belongs to the combination of fractional programming
and SDR. Then, we introduce µ = {µ[n] ≥ 0,∀n} as the
optimal value set of the objective function of (P2.2). Thus,
the problem is transformed into
(P2.3) min

V
PM tr(RM [n]V[n]) +σ2−µ[n]P [n]tr(RG[n]V[n])

s.t.Vr,r[n] = 1, r = 1, ...,K + 1,∀n.
Denoting the optimal value of (P2.3) by ϕ (µ), V can be
solved as follows. First, initialize V as Ṽ, then we can obtain
µ[n] = µ̃ by solving ϕ (µ) = 0. Next, for given µ[n] = µ̃,
(P2.3) is an SDR problem, which thus can be efficiently solved
by using CVX. Finally, V can be obtained by repeating the
above two steps until convergence. To summarize, the iterative
algorithm to solve (P2.1) is given in Algorithm 1. Note that the
objective value of (P2.1) is non-decreasing after each iteration
of Algorithm 1 and has a finite upper bound [2]. Therefore,
Algorithm 1 always converges.

It should be noted that the optimal target value of (P2.1)
only serves the upper bound of the (P2) since SDR is applied,
and thus there is no guarantee that the obtained V[n] in each
time slot is of rank-1. Specifically, if the obtained V[n] is of
rank-1, it can be written as V[n] = v[n]vH [n] by applying

Algorithm 1 An alternating algorithm for solving (P2.1)

1: Initialization: Initialize V as Ṽ.
2: repeat
3: For given V=Ṽ, obtain µ[n]= µ̃ by solving ϕ (µ)=0.
4: For given µ[n]= µ̃, obtain V=Ṽ by solving (P2.3).
5: until the fractional increase of the objective value is below

a small threshold ε1.

eigenvalue decomposition, and the obtained v[n] is the opti-
mal solution to (P2.1). Otherwise, Gaussian randomization is
needed for recovering v[n] approximately [5].

C. Sub-Problem 3: Optimizing Q for Given P and Θ

For given transmit power P and IRS phase shift matrix Θ,
we can express (P0) as

(P3) : max
P

1

N

∑
n∈N

log2

(
1 +

P [n]|hG[n]|2

PM |hM [n]|2 + σ2

)
s.t. (1) , (2) .

(P3) is challenging to solve due to the non-convex objective
function. It is observed that gGU [n], gMU [n], gRU [n] are
complex and non-linear with respect to the UAV trajectory
variables, which makes the UAV trajectory design intractable.
To overcome the difficulty, we use the UAV trajectory of the
(i− 1)th iteration to obtain an approximate g

(i)
GU [n], g

(i)
MU [n],

g
(i)
RU [n] in the ith iteration [11]. Thus, by denoting

hQJ [n] = [
√
ρg

(i−1)
JU [n], ρd−1

JR [n]gHJR[n]Θ[n]g
(i−1)
RU [n]],

rJ [n] =
[
d−1
JU [n], d−1

RU [n]
]T
, J ∈ {G,M} ,

the objective function can be rewritten as

max
Q

1

N

∑
n∈N

log2

(
1 +

P [n]rTG[n]h
H
QG[n]hQG[n]rG[n]

PMrTM [n]hH
QM [n]hQM [n]rM [n] + σ2

)
(11)

However, (11) is still non-convex. By introducing the relax-
ation variable L = {L[n],∀n}, I = {I[n],∀n}, the original
problem (P3) can be rewritten as

(P3.1) : max
Q,L,I,η

η

s.t.
1

N

∑
n∈N

log2

(
1 +

1

L[n]I[n]

)
≥ η,

P [n]rTG[n]hHQG[n]hQG[n]rG[n] ≥ L−1[n],∀n,
PMrTM [n]hHQM [n]hQM [n]rM [n] + σ2 ≤ I[n],∀n,
(1) , (2) .

(P3) and (P3.1) share the same optimal solution when the
constraints hold with equalities. By applying SCA, the first
constraint in (P3.1) is rewritten as

R̃ (L[n], I[n]) = log2(1 +
1

L0[n]I0[n]
)

+A[n] (L[n]− L0[n]) +B[n] (I[n]− I0[n]) ,
where

A[n] = −log2

(
e

L0[n] + L2
0 [n] I0[n]

)
,

B[n] = −log2

(
e

I0[n] + I2
0 [n]L0[n]

)
,
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while L0 [n] and I0 [n] denote the feasible points of the first-
order Taylor expansion. Further, to handle the second and
the third non-convex constraints in (P3.1), we denote u =
{u[n],∀n}, e = {e[n],∀n}, s = {s[n],∀n}, t = {t[n],∀n},
r̃G = [u[n], e[n]]T , r̃M = [s[n], t[n]]T . As such, (P3.1) can be
transformed into

(P3.2) : max
Q,L,I,η
u,e,s,t

η

s.t.
1

N

∑
n∈N

R̃(L[n], I[n]) ≥ η,

P [n]r̃TG[n]hHQG[n]hQG[n]r̃G[n] ≥ L−1[n],∀n,
PM r̃TM [n]hHQM [n]hQM [n]r̃M [n] + σ2 ≤ I[n],∀n,
e[n] ≤ d−1

RU [n] ≤ s[n],∀n,
d−1
GU [n] ≥ u[n], d−1

MU [n] ≤ t[n],∀n,
(1), (2).

The constraints associated with the distances dGU , dRU and
dMU are non-convex, and we rewrite them as follows

x2[n] + x2
G + y2[n] + y2

G − 2xGx[n]− 2yGy[n] +H0
2︸ ︷︷ ︸

F1

− u−2[n] ≤ 0,∀n,
(x [n]− xR)

2
+(y [n]− yR)

2
+(H0 − zR)

2︸ ︷︷ ︸
F2

−e−2[n] ≤ 0,∀n,

s−2[n]− x2
R − y2

R − z2
R + 2xRx [n] + 2yRy [n] + 2zRH0︸ ︷︷ ︸

F3

− x2[n]− y2[n]−H0
2 ≤ 0,∀n,

t−2[n]−x2
M − y2

M + 2xMx[n] + 2yMy[n]︸ ︷︷ ︸
F4

−x2[n]− y2[n]

−H0
2 ≤ 0,∀n.

It is obvious that a part of the above constraints compris-
ing non-convex terms. And we use the first-order Taylor
expansion of non-convex terms to deal with these cases.
Specifically, by denoting x0 = {x0[n]}N1 ,y0={y0[n]}N1 ,u0 =
{u0[n]}N1 , e0 = {r0[n]}N1 , s0 = {s0[n]}N1 , t0 = {t0[n]}N1 and
rG,0 = {r̃G,0[n]}Nn=1, the above distance constraints can be
transformed into convex, written as

C1 :


F1 − u−2

0 [n] + 2u−3
0 [n](u[n]− u0[n]) 6 0,

F2 − e−2
0 [n] + 2e−3

0 [n](e[n]− r0[n]) 6 0,

F3 + x2
0 [n]− 2x0 [n]x [n] + y2

0 [n]− 2y0 [n] y [n] 6 0,

F4 + x2
0 [n]− 2x0 [n]x [n] + y2

0 [n]− 2y0 [n] y [n] 6 0.
Therefore, (P3.2) can be rewritten by

(P3.3) : max
Q,L,I,η
u,e,s,t

η

s.t.P [n] (2<
[̃
rTG,0[n]h

H
QG[n]hQG[n]̃rG[n]

]
− r̃TG,0[n]h

H
QG[n]hQG[n]̃rG,0[n]) > L−1[n], ∀n,

PM r̃TM [n]hH
QM [n]hQM [n]̃rM [n] + σ2 ≤I[n], ∀n,

1

N

∑
n∈N

R̃(L[n], I[n]) ≥ η,∀n,

C1, (1), (2),

which is a convex optimization problem, and thus can be
solved with the CVX.

Algorithm 2 An alternating algorithm for solving (P0)

1: Initialization: Set the iteration number i = 0, and an
initial solution

(
Θ(i),P(i),Q(i)

)
.

2: repeat.
3: Update P(i) to P(i+1) by solving (P1) with given Q(i)

and Θ(i).
4: Update Θ(i) to Θ(i+1) by solving (P2.1) with given

Q(i+1) and P(i).
5: Update Q(i) to Q(i+1) by solving (P3.3) with given

P(i+1) and Θ(i).
6: Update i← i+ 1 .
7: until the fractional increase of the objective value is

below a small threshold ε2.

D. Overall Algorithm

The proposed overall algorithm is summarized in Algorithm
2. The main complexity of the overall algorithm lies in
solving (P2.1) and (P3.3). Specifically, the complexity
of solving (P2.1) by applying Algorithm 1 is given by
O
(
I1
√
K + 1

(
N(K + 1)

3
+N2 (K + 1) +N3

))
, where

I1 is the number of iterations. On the other hand, the
complexity of solving (P3.3) is given by O

(
(9N)

3.5
)

.
Therefore, the overall computational complexity is
O
(
I1I2
√
K+1

(
N(K+1)

3
+N2 (K+1)+N3

)
+I2(9N)

3.5
)

,
where I2 is the number of iterations required for solving (P0).

IV. NUMERICAL RESULTS

To study the impacts of the deployment of IRS, we consider
two different setups. In particular, for Setup (a), the IRS is
deployed at (105, 50, 1), i.e., nearby the jammer; while for
Setup (b), the IRS is deployed at (105, -100, 1), i.e., nearby the
ground node. Besides the proposed Algorithm 2, the cases with
fixed line trajectory (“line trajectory”) and without IRS (“w/o
IRS”) are also considered for performance comparison. The
parameters are set as follows: qstart = [0, 0, 100] m, qend =
[500, 0, 100] m, qM = [100, 50, 0] m, qG = [100,−100, 0] m,
H0 = 200 m, Vmax = 60 m/s, Pavg = 20 dBm, Ppeak = 23
dBm, ρ = 10−3, K = 90, δt = 0.5 s, ε1 = ε2=10−3, σ2 =
−67 dBm. The communication bandwidth per link is 20 MHz.

Fig.2(a) shows the UAV’s trajectory in different cases. Our
ultimate goal is to increase the average rate of the commu-
nication system. In the absence of IRS, the UAV approaches
the GN along the line trajectory to enhance the transmission
of information while also avoiding the jammer as possible as
it can. It can be observed that the trajectory in our proposed
algorithm can significantly decrease the flying path length of
the UAV compared to the case without IRS. This is because
the proposed algorithm balances the channel gains between
the direct channels and reflecting channels in each time slot
in order to choose a trajectory, so as to achieve the best average
rate. In addition, we can observe that in Setup (a), the IRS can
greatly reduce the jamming, thus the UAV can be closer to the
line trajectory compared with Setup (b).

Fig.2(b) plots the average rate of proposed algorithm in
two setups versus jamming power under K = 90. First, it
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Fig. 2. Comparison between the proposed and benchmark schemes.

is observed that by deploying the IRS, the average rate can be
increased, even with a fixed line trajectory. The reason is that
IRS can enhance the information-carrying signals and reduce
the jamming signal by passive beamforming in Setup (a) and
Setup (b), respectively. Second, it can be observed that when
the power of jamming signal is small, Setup (b) outperforms
Setup (a); however, as the jamming power increases, Setup (b)
becomes less ineffective than Setup (a) and the performance
gap between two setups becomes larger in both our proposed
algorithm and the “line trajectory” algorithm. The reason is
that when the jamming signal is weak, the SINR at the UAV
is dominated by the noise, thus deploying the IRS nearby the
GN for signal enhancement is more effective than deploying
it nearby the jammer for jamming reduction; and vice versa.
In addition, it is also observed as compared with the “line
trajectory” algorithm, our proposed algorithm achieves much
higher average rates in both setups due to the joint passive
beamforming design with trajectory optimization.

Fig.2(c) plots the average rate of proposed algorithm in two
setups versus the number of IRS elements K under PM = 15
dBm. It is observed that with the increasing of K, the average
rate for the cases with IRS all improved, which verifies the
performance gain by enlarging the IRS size. It is also observed
that the average rate for Setup (a) is higher than that for Setup
(b) first, and then becomes lower than the latter as K increases.
This is because when the number of IRS element is sufficiently
large, the jamming signal in Setup (a) is well reduced and thus
the reception at the UAV is no more jamming-dominant. As a
result, the performance gain from increasing K for jamming
reduction becomes smaller. On contrast, for Setup (b), the
reception at the UAV can substantially benefit from increasing
K because the IRS in this case mainly focuses on enhancing
the information signal from GN.

V. CONCLUSIONS

In this letter, we studied the uplink UAV communication
system assisted by IRS in the presence of jammer. By consid-
ering the transmit power, IRS passive beamforming, and UAV
trajectory, an alternating optimization algorithm was proposed
to solve the rate maximization problem by exploiting the
BCD, SDA and SDR techniques. Simulation results showed
that the proposed algorithm significantly improved the uplink

average rate compared with the benchmark algorithms. It also
showed that deploying the IRS near the jammer achieved
better performance than deploying it near the GN under severe
jamming with a relatively small number of IRS elements.
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