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**چكيده**

حدود 40 درصد انرژی مصرفی نهایی در سراسر جهان توسط ساختمان ها مصرف می شود و به طور تقریبی یک سوم از گازهای گلخانه ای را تولید می کنند. طراحی ساختمان های با کارایی انرژی بالا و شناسایی روش های بهینه سازی انرژی ،نه تنها آلودگی های زیست محیطی را کاهش می دهد، بلکه نیاز به منابع انرژی تجدید ناپذیر را هم کاهش می دهد. استفاده از هوش مصنوعی یکی از این روش ها است. محققان با استفاده از الگوریتم های بهینه سازی هوش مصنوعی و تغییرات در پارامترها به منظور کاهش مصرف انرژی ،این موضوع را بررسی نموده اند. این روش می تواند نتایج دقیق تری نسبت به دیگر ابزارهای شبیه سازی انرژی ساختمان ارائه دهد. در این مقاله، چندین الگوریتم برای بهینه سازی مصرف انرژی ساختمان ارائه شده است. هدف این مقاله، شناسایی الگوریتم های دقیق و پرکاربرد در این راستا هست. الگوریتم هایی که دارای میزان خطای، سرعت و دقت بالا در محاسبات هستند. از نتایج میتوان دریافت که الگوریتم های پرکاربرد برای بهینه سازی مصرف انرژی و پیش بینی عملکرد انرژی ساختمان ها: الگوریتم ژنتیک ،شبکه عصبی مصنوعی و ماشین بردار پشتیبان هستند. الگوریتم بهینه سازی می تواند بسته به محدودیتهای داده شده و شکل کلی مسئله، انتخاب شود.

**واژه‌هاي كليدي:** الگوریتم های بهینه سازی، بهینه سازی مصرف انرژی ساختمان ،الگوریتم های هوش مصنوعی، الگوریتم های یادگیری ماشین، الگوریتم ژنتیک ،شبکه های عصبی مصنوعی

**1- مقدمه**

در سال های اخیر ،محیط زیست به طورجدی آسیب دیده است و بلایای طبیعی مختلفی به طور مکرر رخ داده است. مشکلات انرژی و زیست محیطی به محتوای مهمی تبدیل شده است که توسعه اقتصادی کشورها را محدود می کند. با پیشرفت مستمر ساخت وساز، مصرف انرژی در حال افزایش است )نگارندگان ،(1402. بیش از 40 درصد از کل مصرف انرژی و انتشار گازهای گلخانه ای )GHG( مربوط به بخش ساختمان است )[1] (. ضمن اینکه، فناوری استفاده از انرژی قدیمی و کارایی پایینی دارد، به دلیل استفاده از منابع غیرقابل تجدید، آلودگی شهری جدی به وجود خواهد آمد و بحران زیست محیطی را ایجاد می کند. این مسئله باعث ایجاد یک چرخه بیهوده بین انرژی ،محیط زیست و توسعه اقتصادی می شود )نگارندگان ،1402( در سال های اخیر، با افزایش بحران انرژی در کره زمین، توجه همه ،به ویژه طراحان، به بهبود کارایی انرژی در ساختمان ها جلب شده است )[46] (. پیش بینی مصرف انرژی بخشی جدایی ناپذیر از برنامه ریزی و کنترل انرژی مورداستفاده در بخش ساختمان است )[40]( بنابراین، ارائه راه حل هایی که قادر به کاهش مصرف انرژی در این حوزه باشند، بسیار حائز اهمیت است )[16](. تلاش ها برای کاهش اثرات زیست محیطی بخش ساختمان بیشتر بر استراتژی های غیرفعال برای توسعه ساختمان های سازگار با محیط زیست متمرکزشده است )[12](. بهینه سازی مصرف انرژی ،به ویژه در حوزه ساخت وساز و به طور خاص در مرحله طراحی، امری بسیار حیاتی است) [1] ، (. بهینه سازی انرژی ساختمان) BEO(، یک فناوری جدید، به یک زمینه تحقیقاتی بسیار فعال تبدیل شده است )[36]( فرآیندی است که به دنبال یافتن بهترین راه حل برای یک مشکل هست. هر مسئله بهینه سازی می تواند به عنوان یک مسئله نقشه برداری ازتصمیم گیری تا هدف در نظر گرفته شود )[7] و [39](. راه حل مشکل به طور معمول، با استفاده از الگوریتم های مختلف بهینه سازی حل می شود. الگوریتم، یک فرآیند قطعی کاملاً تعریف شده است که داده های ورودی یک یا چند متغیر را دریافت کرده و مجموعه ای از مقادیر را به عنوان خروجی تولید می کند؛ بنابراین، یک الگوریتم، فرآیند محاسباتی است که داده های ورودی را به نتایج خروجی تبدیل می کند )[9]( مزایای بهینه سازی نشان داده شده است که احتمالاً مصرف انرژی ساختمان را تا 30٪ در مقایسه با یک طرح معیار کاهش می دهد )[36](. ارزیابی عملکرد الگوریتمها در حل مسائل بهینه سازی انرژی ساختمان) BEO( با ویژگیهای مختلف برای انتخاب الگوریتم های مناسب برای دستیابی به بهترین راه حل طراحی ضروری است [37]این پروژه سعی دارد به این پرسش پاسخ دهد که الگوریتم های هوش مصنوعی به منظور بهینه سازی مصرف انرژی ساختمان کدماند؟ هدف از این مقاله، معرفی روش های نوین برای بهینه سازی مصرف انرژی و اخذ تصمیمات مناسب توسط سیستم هست تا به طراحان کمک کند که در این راستا هدفمندتر اقدام به طراحی نمایند و گامی در جهت توسعه پایدار جهانی برداشته شود.

# **2- پیشینه تحقیق**

در مقاله «بهینه سازی مصرف انرژی در بخش ساختمان با استفاده از شبکه عصبی و الگوریتم PSO )مطالعه موردی شهرستان بندرعباس[11] متغیرهای مؤثر در کاهش مصرف انرژی در ساختمان ها را بررسی نمودند و نتایج تحقیقات به طورکلی با بهینه سازی مصرف انرژی همراه بوده است. به طور خلاصه، با تغییر پارامترهای ساختمان میتوان مصرف انرژی آن را کاهش داد و این تغییرات هزینه قابل توجهی به همراه نخواهند داشت. همچنین، توجه به پارامترهایی که می توانند منجر به کاهش مصرف انرژی و دیاکسید کربن شوند ،ازجمله تعداد پنجرهها و جهت آنها، می تواند به کاهش هزینه های جاری ساختمان و بهای انرژی کمک کند. در مقاله «بهینه سازی چند هدفه شاکله پنجره به منظور تأمین همزمان مؤلفه های آسایش بصری و کارایی انرژی از طریق الگوریتم ژنتیک )نمونه موردی: کالس درس ابتدایی در تهران - ایران[12]دریافتند که با بهینه سازی چند هدفه و تجسم مرزهای فضای راه حل، پیچیدگی مشکل را به طور قابل توجهی کاهش می دهد و می تواند به طراح کمک کند تا به یک مجموعه از متغیرها دست پیدا کند که به طور همزمان مقادیر نسبتاً خوب از تمام توابع هدف موردنظر را داشته باشد .این روش امکان انتخاب گزینه هایی با الویت متفاوت برای هر یک از اهداف متضاد را برای دستیابی به توافق بین انتظارات پروژه و طراحی نهایی فراهم می کند. [22]در مقاله " توسعه یک کنترلکننده گرمایش شبکه عصبی برای ساختمان های خورشیدی شبکه های عصبی" یک کنترلکننده گرمای مبتنی بر شبکه عصبی مصنوعــی ارائه نمودند که قادر اســت مقدار انــرژی لازم برای تأمین دمای مناسب سـاختمان را بر اساس وضعیت آب و هوایی تعیین نماید. [14]( در مقاله " کاربرد ANN )شبکه عصبی- مصنوعی( در کنترل حرارتی مسکونی" در راستای تأمین آسایش حرارتی در ساختمان های مسکونی، از شبکه عصبی مصنوعی برای تولید یک ساختار پیشرفته استفاده کردند. [15]( در مقاله " پیش بینی بار انرژی خنک کننده روزانه برای ساختمان های سازمانی با استفاده از شبکه های عصبی مصنوعی" نشان میدهند که شبکه عصبی مصنوعی با دقت بسیار خوبی قادر است مصرف انرژی روزانه بار ســرمایش ساختمان ها را تعیین کند. [16]( در مقاله "بهینه سازی مصرف انرژی در ساختمان با استفاده از الگوریتم ژنتیک" نشان دادند که الگوریتم ژنتیک با یک موتور تحلیل مرتبط شد تا بتواند پاسخهای تولیـدش را توسـط آن ارزیـابی کرده و با اعمال پروسه بهینه سازی، بهترین پاسخها را برای مسئله طراحی ارائه کند. در مقاله "پیش بینی مصرف انرژی ایران با استفاده از مدل ترکیبی الگوریتم ژنتیک-شبکه عصبی مصنوعی و مقایسه آن با الگوهای سنتی" [35]( نشان دادند که نسبت به سایر مدل های موردبررسی، مدل ترکیبی الگوریتم ژنتیک-شبکه عصبی دارای بالاترین دقت در پیش بینی مصرف انرژی است. در مقاله "تجزیه وتحلیل فنی-اقتصادی و زیست محیطی الگوریتم ژنتیک) GA( ذخیره سازی انرژی گرمایی سرد) CTES( بهینه سازی شده برای کاربردهای تهویه مطبوع" [41]( در این تحقیق، بهینه سازی مبتنی بر الگوریتم ژنتیک چند هدفه با دو مبرد مختلف در چرخه تبرید فشردهسازی بخار سیستمها انجام شد و سیستمی با نقطه طراحی مناسب با استفاده از تصمیم گیری چند معیارِ انتخاب شد. مصرف برق در سیستم مبتنی بر ذخیره انرژی حرارتی در مقایسه با سیستم معمولی کمتر بود. همچنین، دو سیستم مدلسازی شده بر اساس رسانه ذخیره سازی، استراتژی های عملیاتی و مبرد مورداستفاده مقایسه شدند.

در مقاله" رویکردی جدید برای بهینه سازی مدل های انرژی ساختمان با استفاده از الگوریتم های یادگیری ماشین " [19]

) ( نشان دادند که الگوریتم ژنتیک و الگوریتم بیزی، پلهایی را بین مدل های انرژی ساختمان مبتنی بر فیزیک و ابزارهای بهینه سازی قوی موجود در پایتون ارائه می کند که می تواند امکان دستیابی به بهینه سازی جهانی را به شیوهای کارآمد محاسباتی فراهم کند. [37]( در مقاله " کاربرد مدل هوش مصنوعی پیش بینی تابش خورشیدی برای سیستم های انرژی های تجدید پذیر"، نشان دادند که اجرای اساسی CNN-LSTM می تواند برای تکمیل روش های مرسوم برای پیش بینی SR، فراهم کردن امکانات برای نظارت بر تشعشع با هزینه کم و تشویق اتخاذ مدیریت مبتنی بر داده استفاده شود. در مقاله" بهینه سازی مبتنی بر مدل RBFOpt: پروژه GENI US به حداکثر رساندن راندمان انرژی و عملکرد نور روز در ساختمان های اداری در BI M"، [26](، نشان دادند که ابزارهای BI M و برنامه نویسی بصری را با تکنیک های هوش مصنوعی مانند الگوریتم های ژنتیک و بهینه سازی مبتنی بر مدل RBFOpt ادغام می کند .

الگوریتم های بهینه سازی برای شناسایی بهترین راه حل هایی که تمام اهداف طراحی را برآورده می کنند، استفاده می شوند و به معماران کمک می کنند تا طرحهای خود را بهینه کنند و به نتایج دلخواه برسند. در مقاله" بررسی عملکرد الگوریتم ژنتیک و ذرات ازدحام برای بهینه سازی روشنایی روز و عملکرد انرژی دفاتر در اسکندریه مصر"، [22]( نشان دادند عملکرد الگوریتم بهینه سازی می تواند با تغییر پیکربندی بافت شهری در حین حل مشکل مشابه تحت متغیرها و اهداف طراحی متفاوت باشد. در مقاله" مدل بهینه سازی الگوریتم ژنتیک چند هدفه برای بهره وری انرژی پوشش ساختمان مسکونی تحت شرایط مختلف آب و هوایی در مصر"، [23](، تأیید کردند که راه حل های بهینه در تمام اقلیمها با موفقیت کاهش مصرف انرژی و LCC را متعادل کرده اند؛ اما ساعات عدم آسایش در هر دو اقلیم مدیترانه ای و نیمه خشک نسبت به اقلیم خشک درصد کاهش کمتری دارد. در مقاله " کاربرد یادگیری ماشین) ML( و الگوریتم ژنتیک )GA( برای بهینه سازی طراحی دیوار بال پنجره برای تهویه طبیعی" [32]( از شبیه سازیهای دینامیک سیالات محاسباتی )CFD( و شبکه های عصبی مصنوعی) ANN( برای پیش بینی حرکت هوای داخل خانه با زمان و بار محاسباتی کمتر استفاده کردند. این پژوهش همراه با الگوریتم ژنتیک) GA(، رویکردی را توسعه می دهد که تهویه طبیعی را در اتاقهایی با پنجره های یک طرفه امکانپذیر می کند. [40]( در مقاله " بهینه سازی مصرف انرژی ساختمان با استفاده از الگوریتم بهینه سازی ازدحام ذرات تک و چند هدفه و ژنتیک" نشان دادند مصرف برق سرمایشی سالانه حدود 8/19 تا 3/33 درصد کاهش و گرمایش و روشنایی سالانه به ترتیب 7/1 تا 8/4 درصد و 5/0 تا 6/2 درصد در مقایسه با مدل های دیگر افزایش داده شده است که منجر به کاهش بهینۀ 6/1 تا 3/11 درصد از کل تقاضای برق سالانۀ ساختمان می شود.

در مقاله" مصرف انرژی و بهینه سازی تولید دیاکسید کربن در یک ساختمان آموزشی با استفاده از ماشین بردار پشتیبانی شده و سیستم کلونی مورچه ها[26]( متغیرهایی مانند مصالح دیوار و سقف ،تعداد و نوع پنجرهها و ضخامت عایق دیوار و سقف انتخاب کردند. چندین حالت مختلف با استفاده از نرم افزار Desi gnBui l der مورد ارزیابی قرار گرفت. آموزش داده ها با یک ماشین بردار پشتیبانی شده) SVM( رابطه بین ورودی ها و دو خروجی حیاتی، یعنی میزان مصرف انرژی و تولید 2CO را نشان داد و از الگوریتم کلونی مورچه ها برای بهینه سازی استفاده شد. بر اساس یافته ها، نسبت پنجره های شمالی و شرقی به دیوار در یک جهت 70 درصد است ،درحالیکه نسبت پنجره جنوبی به دیوار در همان جهت بین 35 تا 50 درصد است. زمانی که نسبت و درصد پنجره غربی به دیوار غربی بین 60 تا 70 درصد باشد، مقدار انرژی تولیدی و 2CO به سطوح ناچیز کاهش می یابد. در مقاله" ماشین های بردار پشتیبان موازی که برای پیش بینی مصرف انرژی چند ساختمان به کار می روند" [27]( در این مقاله، اجرای موازی روش ماشین های بردار پشتیبان) SVM( برای اولین بار برای پیش بینی مصرف انرژی در چندین ساختمان بر اساس مجموعه داده های سری زمانی بزرگ اعمال کردند. SVM عملکرد خوبی در پیش بینی عملکرد انرژی ساختمان برای برخی از کارهای مرتبط نشان داده است . در مقاله" پیش بینی مصرف انرژی در ساختمان ها با استفاده از ماشین بردار پشتیبان" [28]( با استفاده از ماشین بردار پشتیبان، مدلی برای پیش بینی مصرف انرژی ایجاد شد. م[43]ین درصد خطای مطلق مدل 2.44 درصد و ضریب تعیین مدل 94.72 2R درصد است که برارزش کلی مدل را بیان می کند. این مدل برای همه شرکت کنندگان در طراحی ساختمان ها، به ویژه در مراحل اولیه مفید است. این می تواند به عنوان یک مدل پشتیبان تصمیم در طول فرآیند انتخاب طراحی ساختمان بهینه عمل کند. در مقاله" استفاده از ماشین های بردار پشتیبان برای پیش بینی مصرف انرژی ساختمان در چین" [42]( نتایج نشان می دهد که روش SVM می تواند مصرف انرژی ساختمان را با دقت خوبی با MSE کمتر از 31-E و ²r بیش از 0.991 تخمین بزند. در مقاله" تجزیه وتحلیل دقت و مقایسه مدل یادگیری ماشین که در پیش بینی مصرف انرژی ساختمان اتخاذشده" [30]( شبکه عصبی مصنوعی) ANN( و ماشین بردار پشتیبان )SVM(، به عنوان مدل های اپیدمی، از نظر پیچیدگی فرآیندهای پیش بینی، دقت نتایج، مقدار داده های تاریخی موردنیاز، تعداد ورودیها و غیره مقایسه شدند. از طریق مقایسه بین روش های یادگیری ماشین) ANN و SVM( بهصورت واحد و ترکیبی ،میتوان دریافت که مدل های مختلف دارای ویژگیهای مختلفی هستند که در شرایط مختلف قابلاجرا میباشند. در مقاله" بهینه سازی مصرف انرژی سیستم HVAC در ساختمان با استفاده از شبکه عصبی مصنوعی و الگوریتم ژنتیک چندهدفه" [31]( نشان دادند ،ANN همبستگی خوبی بین متغیرهای تصمیم گیری و تابع هدف انجام داد. علاوه بر این ،MOGA با موفقیت چندین متغیر طراحی ممکن جایگزین را برای دستیابی به سیستم بهینه از نظر آسایش حرارتی و مصرف انرژی سالانه فراهم می کند .درنتیجه، بهینه سازی که دو هدف را در نظر میگیرد ،بهترین نتیجه را در رابطه با آسایش داراست.

 **3 -روش تحقیق**

روش تحقیق، به لحاظ ماهیت روش توصیفی تطبیقی و به لحاظ هدف بنیادی است. ابزار گردآوری داده ها، مطالعات اسنادی و مقایسه ای است. در این پژوهش در ابتدا الگوریتم های یادگیری ماشین هوش مصنوعی معرفی می شوند، سپس به الگوریتم های تحت نظارت یادگیری ماشین پرداخته شده است. در مرحله بعد مهم ترین و پرکاربردترین الگوریتم های تحت نظارت یادگیری ماشین که در بهینه سازی مصرف انرژی ساختمان، بیشتر مورداستفاده قرار میگیرند معرفی میگردند.

**4-مبانی نظری**

**1-4- هوش مصنوعی**

هوش مصنوعی) AI (، اصطلاحی است که توسط پروفسور برجسته استنفورد، جان مک کارتی در سال 1955 ابداع شد و به عنوان "علم و مهندسی ساخت ماشین های هوشمند" تعریف شد. بسیاری از تحقیقات انسان ها ماشین ها را برنامه ریزی می کنند تا به شیوهای هوشمندانه رفتار کنند، مانند بازی شطرنج، اما امروزه، ما بر ماشین هایی تأکید می کنیم که حداقل تا حدودی مانند انسان ها می توانند یاد بگیرند [32]

**2-4-یادگیری ماشین**

آرتور ساموئل، پیشگام در زمینه بازی های رایانه ای و هوش مصنوعی، در سال 1959 در I BM اصطلاح "یادگیری ماشین" را مطرح کرد. وی این اصطلاح را به عنوان "زمین های که به رایانه ها امکان یادگیری بدون برنامه ریزی صریح می دهد" تعریف نمود. یادگیری ماشین به معنای برنامه نویسی رایانه ها برای بهبود معیار عملکرد با استفاده از داده های نمونه یا تجربه گذشته هست. در این روش، یک مدل برای برخی پارامترها تعریف می شود و سپس با استفاده از داده های آموزشی یا تجربه گذشته، یک برنامه رایانه ای برای بهینه سازی پارامترهای مدل اجرا می شود. این مدل ممکن است برای پیش بینی در آینده استفاده شود یا به منظور کسب دانش از داده ها به کار رود [35]. یک شاخه از هوش مصنوعی یادگیری ماشین هست به مطالعه و ساخت دستگاه هایی با قابلیت یادگیری از داده ها می پردازد [34]. یادگیری ماشین به معنای تغییر و تطبیق عملکرد رایانه ها )خواه این اقدامات پیش گویانه باشد، یا کنترل یک ربات را انجام دهند( با هدف دقیقتر شدن این عملکردها است. در این روش، دقت تعیین شده با میزان عملکرد صحیح انتخاب شده، هماهنگ می شود[35].

**3-4- انواع الگوریتم های یادگیری ماشین**

 الگوریتم های یادگیری تحت نظارت الگوریتم های یادگیری بدون نظارت الگوریتم های یادگیری نیمه نظارتی

الگوریتم های یادگیری تقویتی [36].

ما در این پژوهش به الگوریتم های یادگیری تحت نظارت خواهیم پرداخت.

در روش یادگیری نظارتشده، ورودی و خروجی الگوریتم از ابتدا مشخص است. در واقع، الگوریتم یادگیری ماشین نظارت شده، شروع به تجزیه وتحلیل روی مجموعه داده های ورودی می کند. در نهایت، الگوریتم یادگیری نظارت شده پس از آموزش دیدن روی مجموعه داده دارای خروجی های مشخص، یک الگو و یا به بیان بهتر، مدلی را استنباط می کند که داده های ورودی بر اساس آن به داده های خروجی مبدل می شوند [37].

**4-4- الگوریتم های یادگیری ماشین تحت نظارت**

از انواع الگوریتم های یادگیری ماشین تحت نظارت میتوان الگوریتم گرادیان کاهشی، الگوریتم رگرسیون خطی، الگوریتم تجزیه وتحلیل رگرسیون چند متغیره ،الگوریتم رگرسیون لجستیک ،الگوریتم درخت تصمیم ،الگوریتم ماشین بردار پشتیبان ،الگوریتم یادگیری بیزی ،الگوریتم نایو بیز، الگوریتم k نزدیکترین همسایه، الگوریتم خوشه بندی، الگوریتم پس انتشار [45]. شبکه های عصبی [39] را نام برد.

از محبوبترین مدل های پیش بینی داده محور یا الگوریتم های یادگیری ماشین تحت نظارت میتوان موارد زیر را نام برد:

**1-****4-4- شبكه عصبی مصنوعی**

شبکه عصبی مصنوعی یک مدل ریاضی است که بر پایه ساختار و عملکرد سیستم عصبی انسانی ساخته شده است و برای حل مسائل پیچیده در حوزه های مختلفی ازجمله تشخیص الگو، پردازش تصویر، ترجمه ماشینی و تشخیص گفتار استفاده می شود. شبکه عصبی مصنوعی از چندین لایه نورون و ارتباطات میان آنها تشکیل شده است که با پردازش و تحلیل داده ها، قابلیت یادگیری و بهبود عملکرد را داراست [40]. این شبکه از سه لایه از نورون های به هم پیوسته تشکیل شده است: لایه ورودی، لایه پنهان و لایه خروجی. کار و توانایی اصلی شبکه عصبی مصنوعی ایجاد ارتباط بین لایه های مختلف سلول های عصبی تعریف شده است. وزن این اتصال از فرایند یادگیری گرفته شده و تابع فعالسازی وزن ورودی نورونها را به خروجی فعالسازی تبدیل می کند [41]. شبکه های عصبی مصنوعی از نوع سیستم های دینامیکی هوشمند مدل-آزاد مبتنی بر داده های تجربی می باشند که به ارتباط هیچ پذیرهای نیاز ندارند و به وسیله پردازش کردن رویداده های تجربی، دانش یا قانون نهفته در ورای داده ها را به ساختار شبکه منتقل می کنند. شبکه های عصبی مصنوعی بر اساس محاسبات رویداده های عددی یا مثالها قوانین کلی را فرامی گیرند و در مدلسازی ساختار نرو-سیناپتیکی مغز بشر می کوشند، [42].

**2-4-4- ماشین بردار پشتیبان**

استفاده از ماشین های بردار پشتیبان (SVM) که توسط Vapni k ارائه گردید ،به عنوان یکی از راه حل های گسترده در یادگیری ماشین و تشخیص الگو ،مورداستفاده قرار میگیرد. SVM پیش بینی خود را با استفاده از ترکیبی خطی از تابع Kernel که بر روی مجموعه ای از داده های آموزشی با نام بردارهای پشتیبان عمل می کند، انجام می دهد. روش ارائه شده به وسیله SVM با روش های مقایسه پذیر مثل شبکه های عصبی متفاوت است، زیرا SVM همیشه به دنبال یافتن مینیمم سراسری است .ویژگی های یک SVM به شدت به انتخاب Kernelآن وابسته است. تعلیم SVM موجب یک مسئله برنامه ریزی درجه دوم (OP) از نوع مقید می شود که حل آن برای حجم زیادی از نمونه ها می تواند با روش های عددی بسیار دشوار باشد؛ بنابراین برای ساده سازی حل این مسئله بهینه سازی ،روش های زیادی ارائه شده اند که متناسب با نیاز ،قابل استفاده و پیاده سازی هستند [43] هدف SVM طبقه بندی صحیح اشیا بر اساس مثال هایی در مجموعه داده های آموزشی است. مزایای SVM به شرح زیر است: می تواند داده های نیمه ساختاریافته و ساختاریافته را مدیریت کند ،درصورتیکه بتوان تابع هسته مناسب را استخراج کرد، می تواند عملکرد پیچیده را مدیریت کند [45].

**3-4-4- الگوریتم ژنتیک**

الگوریتم فرا ابتکاری ژنتیک، الهام گرفته از نظریه تکامل داروین هست )[44]( الگوریتم ژنتیک برای حل مسائل ،مجموعه ای بسیار بزرگ از جواب های ممکن را تولید می نماید. هر یک از این جواب ها با استفاده از یک تابع تناسب برای ارزیابی ،موردبررسی قرار می گیرد. آنگاه با استفاده از عملگرهای تکامل ژنتیکی، جواب های جدید تولید می گردند. در الگوریتم ژنتیک، این جواب ها توسط تابع تناسب با یکدیگر مقایسه و ارزیابی می شوند و بدین ترتیب، فضای جستجو در جهت تکامل به راه حل مطلوب تر می رسد. این الگوریتم به طورکلی، یک الگوریتم مبتنی بر تکرار است و بخش های آن اغلب به صورت تصادفی انتخاب می شوند. این تکرار زمانی خاتمه می یابد که تابع تناسب یا یکی از شرایط تعیین شده به مقدار موردنظر برسد. امروزه به طور گسترده در حل مسائل بهینه سازی و فرایندهای یادگیری استفاده میگردند )[45].

**5-4- بهینه سازی در یادگیری ماشین تحت نظارت**

در یادگیری تحت نظارت، هدف اصلی یافتن یک تابع بهینه هست که تابع زیان را از نمونه های آزمایشی به حداقل برساند.

**(1)

که N تعداد نمونه های آزمایشی ،θ پارامتر تابع بهینه xi ،f بردار ویژگی نمونه i-ام ،yi برچسب متناظر نمونه i-ام و L تابع زیان است. در یادگیری تحت نظارت، از تابعهای زیان میتوان به فصله اقلیدسی، آنتروپی متقاطع و موارد دیگر اشاره کرد .معمولاً در رگرسیون از مینیمم کردن مربع خطاها روی نمونه های آزمایشی برای تابع زیان استفاده می شود [46].

**5-یافته ها**

**جدول 1: مروری بر عملكرد شبكه عصبی مصنوعی در بهینه سازی مصرف انرژی ساختمان، مأخذ: نگارنده ،1402**

|  |
| --- |
| **شبكه عصبی مصنوعی** |
| **توضیحات** | **منبع** | **نویسنده** |
| تغییر پارامترهای ساختمان می تواند مصرف انرژی آن را کاهش دهد | بهینه سازی مصرف انرژی در بخش ساختمان با استفاده از شبکه عصبی و الگوریتم PSO )مطالعه موردیشهرستان بندرعباس(" | اله یاری و همکاران1400 |
| یک کنترل کننده گرمای مبتنی بر شبکه عصبی مصنوعــی ارائه نمودند که قادر اســت مقدار انــرژی لازم برای تأمین دمای مناسب سـاختمان را بر اساس وضعیت آب و هوایی تعیین نماید | توسعه یک کنترلکننده گرمایش شبکه عصبیبرای ساختمان های خورشیدی شبکه های عصبی | آرگیریو و همکاران2000 |
| شــبکه عصبــی مصنوعی را برای تولید ساختاری پیشرفته برای تأمین آســایش حرارتی در ساختمان های مسکونی به کاربردند | کاربرد ANN )شبکه عصبی- مصنوعی( در کنترل حرارتی مسکونی | مون و همکاران2009 |
| شبکه عصبی مصنوعی با دقت بسیار خوبی قادر است مصرف انرژی روزانه بار ســرمایش ساختمان ها را تعیین کند | پیش بینی بار انرژی خنک کننده روزانه برای ساختمان های سازمانی با استفاده از شبکه های عصبی مصنوعی | دب و همکاران2016 |
| مدل ترکیبی الگوریتم ژنتیک-شبکه عصبی نسبت به دیگر مدل های موردبررسی، دارای بالاترین دقت در پیش بینی مصرف انرژی هست | پیش بینی مصرف انرژی ایران با استفاده از مدل ترکیبی الگوریتم ژنتیک-شبکه عصبی مصنوعی و مقایسه آن با الگوهای سنتی | میر فخرالدینیو همکاران 1400 |
| اجرای اساسی CNN-LSTM می تواند برای تکمیلروش های مرسوم برای پیش بینی SR، فراهم کردن امکانات برای نظارت بر تشعشع با هزینه کم و تشویق اتخاذ مدیریت مبتنی بر داده استفاده شود | کاربرد مدل هوش مصنوعی پیش بینی تابشخورشیدی برای سیستم های انرژی های تجدید پذیر | الکهطانی و همکاران2023 |
| ANN همبستگی خوبی بین متغیرهای تصمیم گیری و تابع هدف انجام داد. علاوه بر این ،MOGA با موفقیت چندین متغیر |  |  |
| طراحی ممکن جایگزین را برای دستیابی به سیستم بهینه از نظر آسایش حرارتی و مصرف انرژی سالانه فراهم می کند .درنتیجه، بهینه سازی که دو هدف را در نظر میگیرد، بهترین نتیجه را در رابطه با آسایش حرارتی و مصرف انرژی در مقایسه با طراحی کیس پایه نشان می دهد. | بهینه سازی مصرف انرژی سیستم HVAC در ساختمان با استفاده از شبکه عصبی مصنوعی و الگوریتمژنتیک چندهدفه | نصرالدین و همکاران2019 |

**جدول 2: مروری بر عملكرد الگوریتم ماشین بردار پشتیبان در بهینه سازی مصرف انرژی ساختمان، مأخذ: نگارنده ،**

**1402**

|  |  |
| --- | --- |
| **ماشین بردار پشتیبان** |  |
| **توضیحات** | **منبع** | **نویسنده** |
| متغیرهایی مانند مصالح دیوار و سقف، تعداد و نوع پنجرهها و |  |  |
| ضخامت عایق دیوار و سقف انتخاب کردند. چندین حالت مختلف با استفاده از نرمافزار Desi gnBui l der مورد ارزیابی قرار گرفت .آموزش دادهها با یک ماشین بردار پشتیبانی شده )SVM( رابطه بین ورودیها و دو خروجی حیاتی، یعنی میزان مصرف انرژی و تولید 2CO را نشان داد و از الگوریتم کلونی مورچهها برای بهینه سازی استفاده شد | مصرف انرژی و بهینه سازی تولیددیاکسید کربن در یک ساختمان آموزشی بااستفاده از ماشین بردار پشتیبانی شده و سیستم کلونی مورچهها | آنوپانگ و همکاران2023 |
| اجرای موازی روش ماشین های بردار پشتیبان )SVM( برای اولین |  |  |
| بار برای پیش بینی مصرف انرژی در چندین ساختمان بر اساس مجموعه داده های سری زمانی بزرگ اعمال کردند .SVM عملکرد خوبی در پیش بینی عملکرد انرژی ساختمان برای برخی از کارهای مرتبط نشان داده است | ماشین های بردار پشتیبان موازی که برای پیش بینی مصرف انرژی چند ساختمان به کار میروند | زایو و ماگولز2010 |
| استفاده از ماشین بردار پشتیبان، مدلی برای پیش بینی مصرفانرژی ایجاد شد. م[43]ین درصد خطای مطلق مدل 2.44 درصد و |  |  |
| ضریب تعیین مدل 94.72 2R درصد است که برازش کلی مدل را بیان می کند. این مدل برای همه شرکتکنندگان در طراحی ساختمان ها، به ویژه در مراحل اولیه مفید است. این می تواند به عنوان یک مدل پشتیبان تصمیم در طول فرآیند انتخاب طراحی ساختمان بهینه عمل کند. | پیش بینی مصرف انرژی در ساختمان ها با استفاده از ماشین بردار پشتیبان | ساماردزیوسکا و همکاران2021 |
| روش SVM می تواند مصرف انرژی ساختمان را با دقت خوبی باMSE کمتر از 31-E و ²r بیش از 0.991 تخمین بزند | استفاده از ماشین های بردار پشتیبان برای پیش بینی مصرف انرژی ساختمان در چین | ژیتونگ و همکاران2015 |
| شبکه عصبی مصنوعی )ANN( و ماشین بردار پشتیبان )SVM(، |  |  |
| به عنوان مدل های اپیدمی، از نظر پیچیدگی فرآیندهای پیش بینی، دقت نتایج، مقدار داده های تاریخی موردنیاز، تعداد ورودیها و غیره مقایسهشدند. از طریق مقایسه بین روش های یادگیری ماشین )ANN و SVM( بهصورت واحد و ترکیبی ،میتوان دریافت که مدل های مختلف دارای ویژگیهای مختلفی هستند که در شرایط مختلف قابلاجرا میباشند | تجزیه وتحلیل دقت و مقایسه مدلیادگیری ماشین که در پیش بینی مصرف انرژی ساختمان اتخاذشده | لیو و همکاران 2019 |

**جدول 3: مروری بر عملكرد الگوریتم ژنتیک در بهینه سازی مصرف انرژی ساختمان، مأخذ: نگارنده ،1402**

|  |
| --- |
| **الگوریتم ژنتیک** |
| **توضیحات** | **منبع** | **نویسنده** |
| بهینه سازی چند هدفه با تجسم مرزهای فضای راه حل به طور قابل ملاحظهای پیچیدگی مشکل را کاهش داده و می تواند طراح را دردستیابی به مجموعه ای از متغیرهایی که به طور همزمان مقادیر نسبتاًخوب از تمام توابع هدف در نظر گرفتهشده و امکان انتخاب گزینه هایی با الویت هر یک از اهداف متضاد برای دستیابی به توافق بین انتظارات پروژه و طراحی نهایی را پشتیبانی کند | بهینه سازی چند هدفه شاکله پنجرهبه منظور تأمین همزمان مؤلفه های آسایش بصری و کارایی انرژی از طریق الگوریتم ژنتیک )نمونه موردی: کلاس درس ابتدایی در تهران - ایران) | محمدی و مفیدی شمیرانی1399 |
| الگوریتم ژنتیک با یک موتور تحلیل مرتبط شد تا بتواند پاسخهای تولیـدش را توسـط آن ارزیـابی کرده و با اعمال پروسه بهینه سازی، بهترین پاسخها را برای مسئله طراحی ارائه کند | بهینه سازی مصرف انرژی در ساختمان با استفاده از الگوریتم ژنتیک | سعیدی و شهرآئینی1381 |
| مدل ترکیبی الگوریتم ژنتیک-شبکه عصبی نسبت به دیگر مدل های موردبررسی، دارای بالاترین دقت در پیش بینی مصرف انرژی هست | پیش بینی مصرف انرژی ایران با استفاده از مدل ترکیبی الگوریتم ژنتیک-شبکه عصبی مصنوعی و مقایسه آن با الگوهای سنتی | میرفخرالدینی و همکاران1400 |
| بهینه سازی مبتنی بر الگوریتم ژنتیک چند هدفه با دو مبرد مختلف )R134a و 717R( در چرخه تبرید فشردهسازی بخار سیستمها انجام |  |  |
| شد. سپس یک نقطه طراحی سیستم واحد با استفاده از تکنیک تصمیم گیری چند معیارِ انتخاب شد. مصرف برق هنگام استفاده ازسیستم مبتنی بر ذخیره انرژی حرارتی در مقایسه با سیستم معمولی برای برنامههای تهویه مطبوع کمتر بود. دو سیستم مدلسازی شده بر اساس رسانه ذخیره سازی، استراتژی های عملیاتی و مبرد مورداستفاده مقایسه شدند | تجزیه وتحلیل فنی-اقتصادی وزیست محیطی الگوریتم ژنتیک )GA(ذخیره سازی انرژی گرمایی سرد )CTES( بهینه سازی شده برای کاربردهای تهویه مطبوع | بارثوال و همکاران2021 |
| الگوریتم ژنتیک و الگوریتم بیزی، پلهایی را بین مدل های انرژیساختمان مبتنی بر فیزیک و ابزارهای بهینه سازی قوی موجود در پایتون ارائه می کند که می تواند امکان دستیابی به بهینه سازی جهانی را به شیوهای کارآمد محاسباتی فراهم کند | رویکردی جدید برای بهینه سازی مدل های انرژی ساختمان با استفاده از الگوریتم های یادگیری ماشین | [19]2023 |
| ابزارهای BI M و برنامه نویسی بصری را با تکنیک های هوش |  |  |
| مصنوعی مانند الگوریتم های ژنتیک و بهینه سازی مبتنی بر مدل RBFOpt ادغام می کند. الگوریتم های بهینه سازی برای شناسایی بهترین راه حل هایی که تمام اهداف طراحی را برآورده می کنند، استفاده می شوند و به معماران کمک می کنند تا طرحهای خود را بهینه کنند و به نتایج دلخواه برسند | بهینه سازی مبتنی بر مدل RBFOpt:پروژه GENI US به حداکثر رساندن راندمانانرژی و عملکرد نور روز در ساختمان هایاداری در BI M" | راتایچاک و همکاران2023 |
| عملکرد الگوریتم بهینه سازی می تواند با تغییر پیکربندی بافت شهری در حین حل مشکل مشابه تحت متغیرها و اهداف طراحی متفاوت باشد | بررسی عملکرد الگوریتم ژنتیک و ذرات ازدحام برای بهینه سازی روشنایی روز و عملکرد انرژی دفاتر در اسکندریه مصر | علام و بسیونی 2023 |
| راه حل های بهینه در تمام اقلیمها با موفقیت کاهش مصرف انرژی و LCC را متعادل کرده اند؛ اما ساعات عدم آسایش در هر دو اقلیم مدیترانه ای و نیمه خشک نسبت به اقلیم خشک درصد کاهش کمتری دارد. | مدل بهینه سازی الگوریتم ژنتیک چندهدفه برای بهره وری انرژی پوشش ساختمان مسکونی تحت شرایط مختلف آب و هوایی در مصر | الشیخ و همکاران2021 |
| از شبیه سازیهای دینامیک سیالات محاسباتی )CFD( و |  |  |
| شبکه های عصبی مصنوعی )ANN( برای پیش بینی حرکت هوای داخل خانه با زمان و بار محاسباتی کمتر استفاده کردند. این پژوهش همراه با الگوریتم ژنتیک )GA(، رویکردی را توسعه می دهد که تهویه طبیعی را در اتاقهایی با پنجره های یک طرفه امکانپذیر می کند | کاربرد یادگیری ماشین )ML( و الگوریتم ژنتیک )GA( برای بهینه سازی طراحی دیوار بال پنجره برای تهویه طبیعی | یی و همکاران 2023 |
| مصرف برق سرمایشی سالانه حدود 8/19 تا 3/33 درصد کاهش |  |  |
| و گرمایش و روشنایی سالانه به ترتیب 7/1 تا 8/4 درصد و 5/0 تا 6/2 درصد در مقایسه با مدل های دیگر افزایش داده شده است که منجر به کاهش بهینۀ 6/1 تا 3/11 درصد از کل تقاضای برق سالانۀ ساختمان می شود. | بهینه سازی مصرف انرژی ساختمان با استفاده از الگوریتم بهینه سازی ازدحام ذراتتک و چند هدفه و ژنتیک | زاهدی و همکاران1401 |

طبق بررسی مقالات مختلف در سایتهای معتبر انتشار مقالات علمی و همچنین جستجوی اسکوپوس )شکل (1 میتوان دریافت که از بین سه الگوریتم معرفی شده، در راستای کاهش و بهینه سازی انرژی ساختمان تا سال 2023، به ترتیب الگوریتم ژنتیک با 2787 موردپژوهشی، شبکه عصبی مصنوعی با 955 موردپژوهشی و شبکه بردار پشتیبان با 618 عنوان پژوهشی ،مورداستفاده قرارگرفته اند.

 

**شكل 1. جستجوی مقالات پژوهشی الگوریتم های معرفیشده و کاهش انرژی در اسكوپوس، مأخذ: نگارنده ،1402**

**6-بحث و نتیجه گیری**

هدف از این مطالعه مروری معرفی پرکاربردترین الگوریتم های یادگیری ماشین تحت نظارت هوش مصنوعی، برای بهینه سازی عملکرد انرژی ساختمان است .اخیراً به دلیل سرعت و دقت بالا ،الگوریتم های هوش مصنوعی، در بسیاری از تحقیقات به منظور بهبود عملکرد انرژی ساختمان ها مورداستفاده قرارگرفته اند. در این تحقیق ،پژوهش هایی با هدف بهینه سازی مصرف انرژی ساختمان ها با استفاده از هوش مصنوعی موردبررسی قرار گرفته و الگوریتم های مختلف هوش مصنوعی در این راستا استفاده شده اند. بر اساس نتایج بهدست آمده از جستجوی اسکوپوس، الگوریتم ژنتیک، شبکه عصبی مصنوعی و ماشین بردار پشتیبان به ترتیب بیشترین کارایی را در بهینه سازی و پیش بینی مصرف انرژی ساختمان ها از خود نشان داده اند. با توجه به پرکاربرد بودن الگوریتم ژنتیک در این حوزه ،میتوان آن را به عنوان یک گزینه مناسب برای بهینه سازی و پیش بینی مصرف انرژی در نظر گرفت. در این الگوریتم به دلیل اینکه معمولاً چندین متغیر برای ارزیابی عملکرد انرژی ساختمان در نظر گرفته می شود و این متغیرها را می توان به راحتی در لایه های مختلف ورودی الگوریتم قرارداد، می تواند به عنوان یکی از گزینه های اصلی برای بهینه سازی و پیش بینی مصرف انرژی مورداستفاده قرار گیرد. همچنین، الگوریتم ژنتیک همانند سایر الگوریتم ها دارای اشکالاتی است و در پژوهش های انجام شده تا به حال، از راه حل های مختلفی برای افزایش دقت و سرعت آن استفاده شده است .یکی از راه حل هایی که برای بهبود عملکرد الگوریتم ژنتیک به کار گرفته شده است ،تلفیق آن با الگوریتم ها و روش های دیگر هست. لازم به ذکر است که هر الگوریتم یادگیری ماشین، نیازهای شرطی خاص خود را دارد و برای انتخاب هر یک از آنها، باید با توجه به نیاز و داده های موجود، تصمیم گیری صورت گیرد. درصورتیکه الگوریتم های یادگیری ماشین به درستی انتخاب گردند، پیش بینی های دقیق تری را ارائه می دهند و در نهایت با اطمینان میتوان از نتایج برای بهینه سازی مصرف انرژی استفاده نمود. انتظار می رود این پژوهش دیدگاهی به خوانندگان بدهد تا بتوانند در شناسایی گزینه های موجود الگوریتم های هوش مصنوعی، تصمیمی آگاهانه بگیرند و سپس الگوریتم مناسب را در زمینه حل مسئله خاص انتخاب کنند.
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