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Abstract—The speed and volume at which misinformation spreads on social media have motivated efforts to automate fact-checking

which begins with stance detection. For fake news stance detection, for example, many classification-based models have been

proposed often with high complexity and hand-crafted features. Although these models can achieve high accuracy scores on a targeted

small corpus of fake news, few are evaluated on a larger corpus of fake and conspiracy sites due to efficiency limitations and the lack of

compatibility with the actual fact-checking process. In this article, we propose a practical two-stage stance detection model that is

tailored to the real-life problem. Specifically, we integrate an information retrieval system with an end to end memory network model to

sort articles based on their relevance to the claim and then identify the fine-grained stance of each relevant article towards its given

claim. We evaluate our model on the Fake News Challenge dataset (FNC-1). The results show that the performance of our model is

comparable to those of the state-of-the-art models, average weighted accuracy of 82.1, while it closely follows the real-life process of

fact-checking. We also validate our model with a large dataset from a real-life fact-checking website (i.e., Snopes.com), and the

findings demonstrate the capability of the model in distinguishing false from true news headlines.

Index Terms—Deep memory networks, stance detection, fake rumors detection/debunking, news retrieval systems, information retrieval

systems, fake news detection
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1 INTRODUCTION

WIDE distributed networks such as Twitter and Face-
book have improved democracy by enabling citizen

journalism [1], while the lack of verification and the speed
of information spreading on these platforms have caused a
growing problem of misinformation [2]. The proliferation of
false rumors on social media, for example, can negatively
impact political events [1], economics [3], individual users’
decision making [4], and the trustworthiness of the social
cyberspace [5] (see also [6]). Therefore, it is crucial to
authenticate social media claims early on and prevent mis-
information from going viral.

Fact-checking is the task of monitoring the accuracy and
truthfulness of popular news claims and is often carried out
by teams of professional journalists [7]. These teams attempt
to fight misinformation by evaluating the unverified claims
that surface the web and compiling evidence to verify or
refute the claim [8]. The number of fact-checking websites
has reportedly tripled since 2014, and more teams join the
cause every day [9]. Nonetheless, manual fact-checking can
be tedious, costly, and time-consuming. The false infor-
mation can well spread around the globe and cause
damage before it is discovered, reviewed, and debunked
by the human fact-checkers [10]. For example, a study
has reported that there is an average of 13-hour lag from
the time fake content appears on the web until it is
debunked [11].

Despite the growing need for automated fact-checking,
full automation of the process is not yet feasible. Fact-check-
ing is a judgment intensive task that requires an in-depth
understanding of the topic and sensitivity to details, which
is well beyond current implementations of artificial intelli-
gence (AI). Even in contexts where automation yields good
performance, human supervision is still necessary to mini-
mize the potential of errors [12]. Therefore, the current focus
is on developing tools that can assist humans in completing
parts of the process and stance detection is the crucial first
step aimed at evaluating and understanding the perspective
of each news article body towards a given claim [13].

Fake News Challenge Step 1 (FNC-1)1 was an initiative
by a coalition of academics and industry experts to develop
stance detection tools that could ultimately be implemented
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by fact-checking organizations. Submissions were judged
based on their prediction accuracy on the unlabeled test
dataset, and the three top models were meant to become
open-source and accessible to fact-checking organizations.
The proposed complex and powerful machine learning
models in this competition achieved high accuracy scores.
However, examining the current fact-checking resources
[14] suggests that the tools currently in use are still simple
ranking algorithms or supervised classifiers (e.g., iCheck
and ClaimBuster).

As mentioned by FNC-1 challenge organizers, the large
volume of content that needs to be evaluated is a critical
problem in fact-checking [15], and due to resource limita-
tions, it may be impractical to implement complex models.
In addition to conventional model performance metrics, it
may be necessary to consider the big data characteristics of
fact-checking content. Furthermore, to evaluate a claim,
fact-checkers need to find the relevant news articles first
and then identify the stance of the related articles towards
the claim in question [15]. However, all the models pro-
posed in the competition treat related and unrelated articles
simultaneously and allocate an equal amount of resources
regardless of the article’s relevance to the claim.

Manual encoding of all the features that determine a
stance label is practically impossible and such an attempt
will result in a very complex model with little scalability.
Therefore, featureless deep learning models are preferred
for the real-life fact-checking process. Among various deep
learning models, recurrent neural networks are recom-
mended as they capture the sequential information of sen-
tences in a set of facts/evidence which is required for the
task of stance prediction [16]. Understanding the stance of
an article toward a given claim often requires a careful
examination of the entire article as informative pieces may
appear throughout the article. For instance, an article may
provide supporting and refuting evidence and take a neu-
tral (discuss) stance at the end. However, recurrent neural
network models, such as LSTMs lack well-compartmental-
ized, long-term memory (knowledge is encoded into a
dense vector) and therefore cannot accurately remember the
past evidence of a potentially long article and predict its
stance [17]. Due to model limitations, the majority of prior
works use truncated article texts as the input of the RNN
models (e.g., [16], [18], [19]).

To address this memorization problem, memory network
models were introduced by Weston et al. [20], [21], and have
been successfully applied to various tasks of text classifica-
tion, language modeling, reading comprehension, etc.,
yielding superior performance over alternative deep learn-
ing methods such as LSTM [22], [23], [24]. Prior works sug-
gest that memory networks are efficient in handling large
chunks of text [25], and drawing transitive inferences about
the informative parts of the text utilizing different encoding
in memory component [26], making them appropriate for
the task of stance detection [18]. In this paper, we integrate
an information retrieval (IR) system with a memory net-
work model and propose a two-stage system that is consis-
tent with the actual process of fact-checking. In the first
stage, we use a lightweight algorithm to sort the articles
based on their relevance towards a given claim. Then, for
the articles that exceed the relevance threshold, we apply a

more complex end-to-end memory network model coupled
with the IR system to identify the article’s stance. Our con-
tributions in this paper can be summarized as the following:

� We design a practical two-stage stance detection
model based on a simple IR system and a sophisti-
cated yet featureless end-to-end memory network
that matches both the process flow and efficiency
requirements of fact-checking.

� Unlike the prior state of the art models that make
predictions with truncated news articles, the large
external component of our memory network model
allows for analyzing and making decisions based on
full article texts.

� We demonstrate the potential of our setup for real-
life news fact-checking problems on the Snopes data-
set and by comparing the performance of our model
on FNC-1 against the winners of the competition.

The rest of the paper is organized as follows: First, we
review the stance detection models in the literature (see Sec-
tion 2). In Section 3, we elaborate on the details of our
model. Next, we propose our algorithm in Section 4. Then,
we discuss the performance of our model on FNC-1 and
compare our performance with the winners of the competi-
tion in Sections 5 and 6. Finally in Section 7, we discuss the
performance on a real-life fact-checking dataset from
Snopes.com, prior to concluding the paper in Section 8.

2 RELATED WORK

Fact-checking is a complex problem and the full automation
of the process is still farfetched [27]. Therefore, researchers
have focused their efforts on developing AI models to auto-
mate some of the steps in this process and create tools for
human fact-checkers. Stance detection is the first step which
can be described as determining the position of one piece of
text towards another [13]. Earlier stance detection models
could use an individual’s discourse and determine their for
or against stance towards a certain issue [28]. These models
have applications in political and online debate studies, e.g.,
[29], [30], [31] and [32].

The idea of using stance detection models for fact-check-
ing was popularized by the organizers of the FNC-1 compe-
tition who extended this approach to compare article bodies
to social media news claims and determine if an article
agrees, disagrees, discusses or is unrelated to the claim in ques-
tion [33].

2.1 Early Stance Detection Models for
Fact-Checking

Along with the dataset, the FNC-1 organizers made avail-
able a simple baseline method that uses hand-crafted fea-
tures, namely: global word/n-gram co-occurrence features
along with polarity and refutation indicator features passed
through a Gradient Boosting classifier [34]. The baseline
achieves a weighted accuracy score of 79.53 percent with k-
fold cross-validation on the training set (in this evaluation,
the training and testing sets are split carefully to avoid
bleeding of articles and headlines between the two sets).

Early models that are proposed for this competition rely
heavily on hand-coded linguistic and lexical features and
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commonly use deep learning approaches. The top solutions
for FNC-1 challenge use an ensemble of gradient-boosted
decision trees and convolutional neural networks (CNN)
[35], an ensemble based on hard voting prediction between
five six-layer multi-layer perceptrons (MLP) [36], or a sim-
ple multi-layer perceptron model with one hidden layer fed
by text-based and similarity features, i.e., TF/TF-IDF repre-
sentation features and cosine similarity [13].

2.2 Fact-Checking as a Multistage Problem

However, the end-goal of developing stance detection mod-
els is to build tools that help human fact-checkers identify
and organize the arguments relevant to each claim [15]. In a
real-world scenario, fact-checkers must first retrieve and
sort the published news articles that are relevant to the
claim they are evaluating and then identify whether those
articles agree, disagree or discuss the claim at hand. Therefore,
the stance detection task is composed of three sub-tasks
with varying complexities: (1) retrieving related articles
(often, relatively simple. Most of the participating models
perform very well in this sub-task [18]), (2) extracting rela-
tive snippets/pieces of the articles (medium complexity);
and, (3) analyzing the perspective of these pieces to the tar-
get claim (complex).

However, most prior works disregard such complexity
variations and try to tackle all the sub-tasks with a single
model with fixed complexity. Since an equal amount of
resources are allocated to both simple and complex sub-
tasks, either performance or efficiency must be compro-
mised for the real-world implementation of these single-
stage models. Simple models which are based on BOW
representation of articles and headlines are generally effi-
cient in handling large-scale data but fail to achieve high
levels of accuracy, while high performing complex DNN
based models with their numerous trainable parameters
can be extremely complex and inefficient for actual imple-
mentation. Therefore, a multi-stage model using weak
learner and strong learner combination is recommended to
address the stance detection task both efficiently and
effectively.

2.3 The Importance of Sequential Processing and
Memory Component

More recent works highlight the importance of sequential
processing for the stance detection task and recommend the
use of recurrent neural networks [16]. Inspired by [37], Han-
selowski et al. [16] propose a feature-rich stacked LSTM
model with GloVe embeddings [38] that outperforms the
early models in predicting the minority classes. Moreover,
influenced by [39], Mrowca, and Wang [19] implement a
conditional bidirectional LSTM model to tackle the task of
stance detection. They combine the hand-coded features of
the FNC-1 baseline with the output of the bidirectional
LSTM and achieve decent results in comparison to other
state-of-the-art models. However, most of these complex
RNN based solutions make predictions with truncated text
inputs [16], [18], [19] as efficiency issues along with vanish-
ing gradient problems make it impossible to fit entire article
texts into these models. Therefore, information loss occurs
as key arguments that determine the stance against a claim

can be spread across a given article. For instance, a discus-
sing article may explain the evidence that supports a certain
claim in the first few paragraphs and take a neutral stance
towards the end. An RNN model that uses truncated text
can mistakenly label the above article’s stance as ‘agree’.
Therefore, long-term, well-compartmentalized memory is
necessary to analyze information in different paragraphs of
the article and identify the key information that determines
the article’s stance against the claim [18]. However, the
capability of RNNmodels such as LSTMS in modeling com-
plex dependencies is limited as they encode historical
knowledge into a dense hidden vector and fail to remember
the evidence when the data sequences are lengthy as is the
case in news articles [17]. Memory networks are designed to
handle large chunks of text using a large, long-term mem-
ory component [20], [21]. Memory networks are particularly
appropriate for stance detection because various inference
strategies can be customized over their large, well-compart-
mentalized memory component [18]. A key component that
is missing in other variants of DL models used for sequen-
tial analysis.

2.4 Memory Networks

Initially proposed by [20], memory networks are a class of
deep learning models that incorporate a long-term memory
component with a trainable inference mechanism on top,
i.e., using the supervised learning approach, the model
learns how to effectively read and write into the memory
component [25]. Memory networks are proven to be effi-
cient for the various tasks of sequence tagging, text classifi-
cation, aspect level sentiment analysis, and reading
comprehension, to name a few, which require transitive,
flexible reasoning over a potentially large memory compo-
nent [24], [40], [41], [42].

Memory networks generally have four components that
interact with the memory [18]: (1) input component encodes
the input sequence to its distributed vector representation
space [26]; (2) generalization component modifies the state
of the memory based on the input; (3) output component
outputs a value in the internal feature representation space
based on the input and the memory; and, (4) response com-
ponent transforms the output of the memory network to the
human-readable symbol, e.g., strings of words or sentences.
These components can be trained and various learning
models can be utilized for each of them. If these components
are neural networks, the model is called a memory neural
network (MemNN) model [21].

In this research, we leverage end-to-end memory neural
networks (MemN2N), proposed by [21], and customize it
for stance detection. In comparison to the general frame-
work, MemN2Ns require significantly less supervision,
thereby more suitable for the process of automatic stance
detection.

3 PROPOSED SYSTEM

As shown in Fig. 1, our proposed system consists of two
subsystems, namely: a) an information retrieval (IR) system,
and b) an end-to-end memory network (MemN2N) which
works in tandem with the IR system both sequentially and
through an attention layer.
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In this section, we explain our two-stage process model.
First, we present a simple while effective IR system which
computes the relevance of each claim to its paired article.
Then, we introduce a sophisticated end-to-end memory net-
work (with multiple hops and state-of-the-art sentence simi-
larity measures) integrated with the IR system to predict the
fine-grained stance label of each claim towards its paired
article. In what follows, we will explain in detail how we
design and integrate these two systems.

3.1 Overview of Stance Detection Task: Input,
Output and Problem Formulation

As mentioned in Section 2, stance detection is the task of
detecting the relative perspective of one piece of article
towards a given claim. In the context of fake news detection,
the goal is to investigate a set of articles that are potentially
related to a specific claim and determine the reaction of
each article to the claim at hand [43].

In this regard, the input is a corpus of claims paired with
potentially related body articles:

D ¼ fðci; D̂iÞgND
i¼1; ð1Þ

where ci denotes every claim and D̂i refers to the set

of paired body articles fðdijÞg
N
D̂i

j¼1 .
Formally, the goal of stance detection task is to design a

classifier f that learns to map every input claim-article pairs
ðci; dijÞ to one of the four following classes:

� Unrelated : The article and the claim discuss different
topics.

� Agree : The article agrees with the claim.
� Disagree : The article disagrees with the claim.
� Discuss : The article merely discusses the claim, tak-

ing a neutral position.

i.e., f : ðci; dijÞ ! y;where y 2 {agree, disagree, discuss,
unrelated}.

3.2 Information Retrieval System (STAGE(I))

As mention in Section 2 and [15], a crucial step to stance
detection is to retrieve relevant pieces of evidence to a given
claim. Therefore, we first design a simple IR system to
roughly determine the relevancy of the articles to a given
claim. The purpose of this basic estimation is to filter out the
claim-article pairs which are clearly unrelated and also
detect unrelated pieces of evidence within an article as a
weak learner for more fine-grained stance classification.

To build the IR system, we initially extract bag-of-word
(BoW) representations of the entire corpus using both TF-
IDF and BM25 ranking functions [44]. Then for every claim-
article pair the relevance score is computed based on the
summation of the BoW weights of the similar words
between the claim and its paired article.

In this regard, for every word in the claim, we extract a
list of similar words using cosine similarity and Global Vec-
tor representation of words (GloVe) pre-trained word
embeddings [38].2 Next, the claim-article relevance score is
computed by summing the weights of the similar words of
the claim found in the article adjusted by their cosine simi-
larity scores, formulated as follows:

rd ¼
X
i

X
j

r0wj;wi
�wfwj;d: ð2Þ

Fig. 1. Our proposed model consists of an Information Retrieval (IR) system and an end-to-end memory network (MemN2N). The IR system scores
the relevancy of paired articles, and through a thresholding process, the unrelated articles are filtered out. Then, potentially related articles along
with their relevancy scores are passed to the first hop of the memory network (an adaptive boosting process to filter “hard-to-distinguish” unrelated
articles). Finally, through multiple hops of analysis, the end-to-end memory network predicts the label for the remaining articles.

2. For the vocabularies that are out of the scope of the pre-trained
GloVe, we use Mittens [49] on a domain-specified corpus to extend
GloVe; as to map new words with similar word embeddings to existing
GloVe embeddings. We also pass the GloVe to the next stage of our
model.
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Which r0 is the cosine similarity between the most
similar words wj to every word wi of the claim. wfd;wj

refers to the TF-IDF or BM25 weight of word wj in
article d.

NOTE: As mentioned earlier, the reason for implement-
ing the IR system is to lighten the load on our main, sophis-
ticated stance detection model without compromising the
predictive power. Therefore, we seek to maximize recall (in
detecting unrelated articles) while maintaining precision at
100 percent. In other words, the goal is to filter out as many
unrelated articles as possible without misclassifying and
therefore losing any of the related ones.

3.3 End-to-End Memory Network (STAGE(II))

As for the sophisticated stance detection section of our
methodology, we design a supervised deep learning model
based on end-to-end memory networks (MemN2N), and
add customized attention layers along with an inference
mechanism coupled with the IR system from the first stage.
Next, we elaborate on the architecture of the implemented
model as well as the details of the inference mechanism
used to generate the stance output.

3.3.1 Input Component

First, we map the input claim-article pair to a sequence of
sentence embeddings as internal feature representation of
the memory component. In this regard, we parse each
body article into sentences and further tokenizes them
into words. Since the claims in the FNC-1 dataset are sin-
gle sentences, we only word tokenize them. Initially, the
vector embedding of every word is calculated using a
trainable word embedding matrix, initialized with GloVe
from Section 3.2. Next, we map the word vector embed-
ding to vs, a new vector embedding for sentences using
the sentence embedding scheme of smooth inverse fre-
quency (SIF) [50]:

xi ¼ 1

jsij
X
j

a

aþNðwjÞ �W
IðwjÞ: ð3Þ

Where si ¼ ðw1; w2; . . . ; wmÞ is a unique sentence in the data-
set, wj refers to the jth word in the sentence, WI is the train-
able word embedding matrix3 with embedding size d.
NðwjÞ is the global word frequency of wj, and a is a small
correction factor.4 Additionally a matrix is formed from all
the unique sentences in FNC-1, and the first singular vector
u is removed from each sentence:

xi
I ¼ xi � uuTxi: ð4Þ

Where xi
I refers to the input sentence representation of the

unique sentence si in FNC-1 dataset.

3.3.2 Memory and Generalization Component

As depicted in Fig. 2, the MemN2N part of our model is
composed of two memory components of keys K, and val-
ues V , each of which is fed by the feature representations of

the body article as a sequence of SIF sentence embeddings
from the input component, i.e., xi

I from Eq. (4).
Furthermore, each slot of each of the memory compo-

nents, i.e., ki and vi, also gets appended with an additional,
distinctive sentence embedding of the corresponding sen-
tence from the article, following the sentence embedding
strategy of the original implementation [21]. In other words,
ki ¼ ½xi

K ;xi
I � and vi ¼ ½xi

V ;xi
I � which xi

K is computed
through the following equation (xi

V is also computed simi-
larly):

xi
K ¼

X
j

lj �WKðwjÞ þ TKðiÞ; 8i: ð5Þ

Where xi
K is the the additional sentence embedding of

the ith sentence of the article for keys memory compo-
nent. wj refers to the jth word in the sentence, WK is the
trainable word embedding matrix for keys (with embed-
ding size d). lj is the jth column of the positional encod-
ing matrix for words, and TKðiÞ is the ith row of the
positional encoding matrix for sentences to make use of
the order of words within a sentence, and sentences
within a body article respectively. l is a fixed matrix,
whereas TK is trainable (see [21] for more details). The
equations for the values memory component V are quite
identical–the trainable embedding matrix is WV (with the
same embedding size d) and positional encoding matrix
for sentences is TV .

In every memory slot, xi
K and xi

K indicate the distrib-
uted representation of the sentences locally, i.e., within the
input article. xi

I denotes the globally distributed represen-
tation of the sentences across the whole FNC-1 dataset. In
the training session, the SIF’s word embedding WI gets
updated every iteration,5 similar to all trainable parameters
including WK and WV ; however, the singular vector u of
Eq. (4), gets updated every epoch, once the word embed-
ding is updated for the whole dataset.

Finally, the claim as a query is also embedded using the
same sentence embedding mechanism ofK:

q ¼ ½xcQ;xc
I � ;where xc

Q ¼
X
j

lj �WQðwjÞ: ð6Þ

Where c is the claim as a query, and xc
Q is its sentence

representation that we embed using the word embedding
matrix of the keys (i.e.,WQ ¼WK), and xc

I is the input’s SIF
sentence representation of the claim.

3.3.3 Output Component

The model produces the output vector based on an attention
function over the claims as a query, and the keys and values
memory components [47]. The output is a weighted sum of
the values memory component V . The corresponding
weights, however, are computed with local and global sen-
tence similarity measures along with the IR system’s rele-
vance score at the paragraph level.

The local and global sentence similarity measures are
computed between the claim as a query and the keys K

3. WIðwjÞ is the row ofWI which refers to theword embedding ofwj.
4. 103 in our case

5. both sentence embedding schemes use the same initial word
embedding.

1362 IEEE TRANSACTIONS ON BIG DATA, VOL. 8, NO. 5, SEPTEMBER/OCTOBER 2022

Authorized licensed use limited to: Carleton University. Downloaded on March 22,2023 at 23:29:58 UTC from IEEE Xplore.  Restrictions apply. 

Downloaded from https://iranpaper.ir
https://www.tarjomano.com https://www.tarjomano.com



using their corresponding local and global representations.
This is mathematically formulated as follows:

plocali ¼ softmax
xc

Q � xi
K

jxc
Qjjxi

K j
� �

; 8i ð7Þ

pglobali ¼ softmax
xc

I � xi
I

jxc
I jjxi

I j
� �

; 8i; ð8Þ

plocali and pglobali are the local and global attention weights
corresponding to the ith memory slot (i.e., ith sentence in
the body article). Also Softmaxð�iÞ ¼ e�i=

P
jðe�jÞ.

Additionally, we use the IR system to compute another
semantic similarity vector and detect unrelated pieces of
evidence. To do so, every article is segmented into para-
graphs, as text snippets, which can be a potential piece of
evidence for the overall stance–a paragraph represents a
coherent argument about one or more inter-related topics.
The relevance score of the IR system is assigned to the corre-
sponding sentences in the paragraph pIRi . The main purpose
of this attention weight is to filter out the most unrelated
evidence at the paragraph level.

With the maximum and average of the local and global
attention weights masked with pIRi , a single attention weight
is computed for every memory slot:

p̂i ¼ softmaxððmaxðplocali ; pglobali Þ þmeanðplocali ; pglobali ÞÞ � pIRi Þ:
ð9Þ

Next, using the resultant attention weights p̂i, the output
o is generated as a weighted summation of the representa-
tions of the values vi:

o ¼ Attentionðq;Q; V Þ ¼
X
i

p̂i � vi; o 2 R2d�1; ð10Þ

where ATTENTION(q;K; V ) refers to all the procedure of com-
puting the attention weights p̂i from query q and Keys K
and multiplying to the corresponding values from V .

3.3.4 Response Component

Single-Hop Setting. Finally, the response mechanism con-
verts the output vector to a vector of size 4 corresponding to
the stance labels: agree, disagree, discuss, and unrelated.

ŷ ¼ softmaxðWOðq þ oÞÞ; ð11Þ
WO is a trainable matrix 2 R4�2d which converts the summa-
tion of the claim and output vectors q þ o to the predicted
stance label using a softmax operation.

Multi-Hop Setting. To predict the stance accurately, our
MemN2N may need to read each article several times.
Therefore, the above operations must be conducted within a
multi-hop model and the following iterations:

qðhþ1Þ ¼ qh þ oh; for h ¼ 1; 2; . . . ; H ð12Þ

ŷ ¼ softmaxðWOðqH þ oHÞÞ: ð13Þ

Where h refers to the number of the hop. H is the total
number of hops. The other operations and parameters
stay the same, e.g., WKð1Þ ¼WKð2Þ ¼ ::: ¼WKðHÞ and
WV ð1Þ ¼WV ð2Þ ¼ ::: ¼WV ðHÞ .

3.4 IR + MemN2N (Boosted)

For every claim as a query in MemN2N, we only consider a
subset of all the articles for two reasons. i) It may not be compu-
tationally efficient to run a neural network model on the full
dataset for the simple task of identifying unrelated pairs.
Although it is a complex task to determine whether an article
agrees, disagrees, or discusses a certain claim, understanding
whether the article and the claim are related is far less

Fig. 2. The architecture of the second stage of our model is based on multi-hop end-to-end memory networks. The first hop is broken down to M
small single-hop MemN2N with an embedding size of d=M. Each small MemN2N is coupled with a thresholded IR system followed by a nonlinear
function as weak learners to a boosted classifier– a medium learner to detect ”hard-to-distinguish” unrelated articles (hard to the IR system). Next
hops of MemN2N perform more fine-grained stance classification.
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complicated [18]. ii) For every query there are farmore negative
samples, i.e., unrelated articles, than positive ones–more than
73 percent of claim-article pairs in the FNC-1 dataset are unre-
lated. We achieve down-sampling of the negative samples by
considering only a subset of samples that passed the first stage
of our model. Specifically, each claim is, first, fed to the IR sys-
tem (weak learner) as a query and the articles in the corpus are
ranked based on their relevance score.Next,we feed the articles
that exceed a determined threshold to themain stance detection
module, multi-hop memory network (strong learner), which
performs more complex operations to detect the final stance
label, vanilla version of ourmodel (IR +MemN2N).

Detecting some of the unrelated articles may require a
more sophisticated approach than an IR system. Yet, allocat-
ing the full processing resources is not reasonable. There-
fore, we devise a medium learner to detect such “hard-to-
distinguish” unrelated articles by integrating the IR system
and the first hop of the memory network. In this regard, we
use adaptive boosting algorithms to boost the performance
by improving generalization and reducing bias to the distri-
bution of the input data.

As for the weak learners of our boosting algorithm, we
divide the first hop of the memory network into M similar
operations (as those of a single hop) performed in parallel.
Instead of a single hop with 2d-dimensional embeddings
(query andmemory components),we linearly project the input
M times with different, learned linear projections to 2d=M
dimensions–the overall computational complexity is similar to
that of a single hop with full dimensionality. On each of these
projected versions of queries and memory components we
next perform the similar operations of a single-hop memory
network which yields M output vectors of size 2d=M, and M
final responses. The outputs are once again concatenated and
passed to the next hops for more fine-grained stance classifica-
tion. The M final responses are, however, used as the weak
learners’ response to our boosting algorithm.

We trainM weak learners using the adaptive boosting algo-
rithm from Beygelzimer et al. [48]. Every weak learner is
trained with weighted samples from training dataset to detect
unrelated from related samples (weak u/r classifiers). After
training everyweak learner, weights are updated based on the
learner’s overall accuracy andwhether the sample is predicted
correctly or not (see [48] formore details).

For every weak learner, we also use two base learners: i)
the IR system’s thresholded relevance score passed through
a non-linear function; z

0
m ¼ sðr� thmÞ; and ii) one of the

divisions of the memory network which takes z
0
m as a bias

factor; zm ¼ sðWB
mðq1m þ o1mÞ þ z

0
mÞ. To train every weak

learner, we initially train z
0
m (i.e., set thm) to maximize accu-

racy and the weights are updated accordingly, then the
memory network division zm is trained to classify the
updated inputs.

The final “medium” learner is formed using a linear com-
bination of the weak learners (boosted u/r classifier).

During the main training session, for every batch, we first
train our medium learners using weighted samples and
update their weights along with the weights of the first hop
of the model. Then, we train the whole multi-hop MemN2N
to detect finer-grained stances, using uniformly weighted
samples. All trainable weights of the model are updated
including those of the first-hop.

4 ANALYSIS OF ALGORITHM AND TIME

COMPLEXITY

4.1 Algorithm Flow

First, we perform an initial analysis of the data and
extract various bag-of-words representation features that
will be used to compute the relevance score of the claim-
article pairs. Next, based on the score, articles can either
be labeled “unrelated” or be passed to the memory net-
work stage.

Algorithm 1. Stage I: the IR System Either Labels Articles
“Unrelated” or Passes Them to the Second Stage.

procedure STANCE-DETECTION D, Q
for ðci; D̂iÞ inD do
for d in D̂i do
rd ¼

P
i

P
j r
0
wj;wi

�wfwj;d
" STAGE(I), Section 3.2

if rd � th0 then
return ‘unrelated’

else
return STAGE(II)(ðci; dÞ, Q)

Algorithm 1 summarizes the first stage of our stance
detection model. It details the procedure through which the
IR system computes the claim-article relevance score, labels
the highly unrelated articles, and feeds the rest to the sec-
ond stage.

Algorithm 2. Stage II: Multi-Hop MemN2N Model Pre-
dicts the Final Stance for Every Article Passed From the
IR System

procedure STAGE(II)ðci; dÞ, Q
q1; K; V  ci; d " sentence embedding, Section 3.3.2
fq1m;Km; Vmg

m¼1;...;M
 q1;K; V " dividing toM sets. Section 3.4

form in number of divisionsM do
o1m ¼ ATTENTIONðq1m;Km; VmÞ " Section 3.3.3
zm ¼ sðWB

mðq1m þ o1mÞ þ sðr� thmÞÞ
end for

r̂ ¼
X
m¼1

M

amzm " boosted u/r classifier, Section 3.4

if r̂ � t̂h then
return ‘unrelated’
continue

else
o1 ¼ concatenateðfo11; . . . ; o1MgÞ

end if
for h = 2 : H do " H is the number of hops. Section 3.3.4
qh ¼ qðh�1Þ þ oðh�1Þ

oh ¼ ATTENTIONðqh;K; V Þ " Section 3.3.3
end for
ŷ ¼ softmax ðWOðqH þ oHÞÞ
return argmaxðŷiÞ

i
" i 2 {‘unrelated’, ‘agree’, ‘disagree’, ‘discuss‘}

Algorithm 2 describes the second stage. A multi-hop
MemN2N that outputs the fine-grained stance for the claim-
article pairs that pass the first stage. During the first hop, M
weak learners are combined to detect the remaining unre-
lated articles. Then, the outputs of the weak learners are
concatenated and are used to perform multiple hops of
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operations for the final stance prediction. Q denotes all the
trainable parameters and hyper-parameters of our model,
e.g.,WI;K;V;O;B, TK;V , thm etc.

4.2 Time Complexity Analysis

In this section, we present a time complexity analysis for
our stance detection model, comparing it to those of the
baselines. Table 1 shows the asymptotic growth of the over-
all models as well as their individual components with
respect to model dimensions d; vocabulary size for the vari-
ous bag of words representations VBoW, number of words,
sentences and paragraphs in each pair nw; ns; np; and num-
ber of layers/hops L=H. The overall time complexity of our
model is relatively less than the baselines in terms of model
dimensions.

Besides, RNN and/or CNN-based models grow by O(d2)
and therefore, the number of words can cause them serious
scale-up challenges. However, our proposed model grows
by the number of sentences rather than words, making it
more efficient to apply to lengthier articles and larger cor-
pora (since the model requires more dimensions to encode
more articles and topics).

The run time for our proposed model is defined as:

T ðNDÞ ¼ NDT
IR þ ND̂

ru=r
�ND

 !
TMemN2N: ð14Þ

Where T ðNDÞ is the total run time for a corpus size of ND,
ND̂ refers to the average number of paired articles with
every claim, and ru=r shows the proportion of unrelated to
related articles. T IR; TMemN2N are the run time for the IR and
MemN2N stages.

The IR + MemN2N complexity shown in Table 1 is based
on a worst-case scenario where the IR component is unable
to detect the input as unrelated and therefore the data has to
pass through all the stages of the model. However, the rise
in the number of daily published news stories increases the
size and the topics inside a stance detection corpus [49],
[50]. Therefore, we expect the dataset to skew even further
towards the unrelated articles as the dataset gets larger
resulting in a greater ru=r ratio in Eq. (14). We believe our
two-stage model is more efficient and practical to scale up
for real-world stance detection tasks.

5 EXPERIMENTAL EVALUATIONS

5.1 FNC-1 Dataset

To evaluate our system, we use the Fake News Challenge -
stage 1 dataset (FNC-1) that is launched by a non-profit
organization to explore and detect the relative perspective
of two pieces of text (a claim and a body article) as a means
to help fact-checkers. The challenge is derived from a digital
journalism project called Emergent [9] which attempts to
address the task of fake rumors debunking.

The dataset contains 1,648 distinct claims about 300 topics
that are paired with relative news articles. Every claim-article
pair has a stance label annotated by professional journalists
that indicates the stance of the article towards the paired claim.
The stance labels are from three classes of agree, disagree and
discuss (see Table 3). Every claim is paired with 5-20 news
articles. Furthermore, FNC-1 organizers generate an additional
stance class of unrelated by randomly matching claims and
articles belonging to different topics. Finally, the overall data-
set includes 75,385 claim-article pairs along with their stance
labels. Stance labels are biased towards the unrelated class,
while agree, disagree, and discuss classes are far less repre-
sented. The descriptive statistics are shown in Table 2. To
avoid data bleeding between the topics, claims, and articles of
training and testing sets, claim-article pairs regarding 200
topics are set aside for training, while remaining pairs of 100
topics are reserved for testing [16]. To avoid outsourcing,
FNC-1 organizers provide additional 266 claim-article pairs in
the testing set. The length of claims varies from 10 to 220
words, while the lengths of the articles are between 25 to 5000
words.

5.2 Evaluation Metrics

We present multiple evaluation measures to understand and
compare our model performance against the state-of-the-art

TABLE 1
Time Complexity Analysis, Comparing Our Proposed Model With the Baselines

Model Complexity of Individual Components Overall Complexity

UCL 1�MLP: O(nw þ VBoW � d) O(VBoW � d)
Athene 5�MLP: O(2nw þ 5VBoW � dþ d2 � Lmlp) O(VBoW � dþ d2 � Lmlp)

SOLAT CNN: O(wk � nw � d2 � Lcnn) + MLP: O(d2Lmlp) + GBDT: O(MT � nw � Lgbdt) O(nw � d2 � ðLcnn þ LmlpÞ)
sMemN2N CNN: O(wk � nw � d2 � Lcnn) + RNN: O(4nw � d2 � Lrnn) + MemN2N: O(2np � d �H) O(nw � d2 � ðLcnn þ LrnnÞ)
IR + MemN2N IR: O(nw þ VBoW) + MemN2N1: O(2ns � ðd=MÞ �M) + MemN2N2�H : O(2ns � d � ðH � 1Þ) O(ns � d �HÞ�

wk is the window kernel size for convolutional neural networks. MT is the number of trees for the gradient boosting decision tree. * is the worst case where the
input is not detected as unrelated and has to go through all stages of our model.

TABLE 2
The Distribution of Stance Classes in the FNC-1

Train and Test Sets

Dataset Unrelated Discuss Agree Disagree

Train 36,545 8,909 3,678 840
(N = 49,972) (73%) (18%) (7%) (2%)
Test 18,348 4,464 1,903 697
(N = 25,413) (72%) (18%) (7%) (3%)

The four classes are imbalanced with about 75 percent unrelated and 25 per-
cent of the three related stances.
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stance detection models. The official metric for the FNC-1 is a
two-step weighted accuracy scoring system that is designed to
value the correct detection of agree, disagree and discuss labels
over unrelated label by first assigning a score of 0.25 for identi-
fying related or unrelated claim-article pairs and another 0.75
for determining the stance of the related pairs. Then, by divid-
ing the overall score by the number of tested samples, the score
is normalized. However, because the dataset is imbalanced,
such a weighting system tends to overestimate the accuracy of
models that perform better in the overrepresented class, i.e.,
discuss [16].

To address this shortcoming, apart from the weighted
accuracy score, we calculate the F1 scores for each class and
also consider the Macro-F1 score which is the F1 averaged
across all the four classes.

5.3 Ablation Analysis

In this section,we elaborate on the performance of the different
parts and combinations of our two-stagemodel on the training
dataset. As for the IR system, we use both the TF-IDF and
BM25 bag-of-words representation features and apply the
ranking function with/without the related words of the fine-
tuned GloVe. Table 4 a depicts the results of their performan-
ces–n-grammatching is also implemented as a baseline for rel-
evance scoring. The analysis shows the superiority of BM25
over TF-IDF and suggests the use of word representation. The
best performing IR system is coupled with the first hop of the
memory network and shows significant improvement, specifi-
cally in the F1 score.

As for the MemN2N, we implement various models with
different hyper-parameters that are tuned using a grid search
algorithm [51]. In this section we provide results from the two

best performing versions; i) v1: includes 2 hops ofmemory net-
works with d=200 and memory size of 150; and v2: includes 3
hops of memory networks with d=200 and memory size of
200. We also compare the performance of the model once we
feed in the entire dataset (i.e., including the unrelated samples),
as well as a memory network model without pre-trained
GloVe. We combine these memory network models with the
best performing IR systems, as the vanilla two-stagemodel (IR
+ MemN2N), and the one coupled with the adaptive boosting
algorithm of Section 3.4 (IR + MemN2N (boosted)). Table 4 b
shows the ablation analysis for the MemN2N stage of our
model. The utilization of GloVe and the IR system significantly
improves performance, especially through the adaptive boost-
ing algorithm.

6 COMPARISON WITH PRIOR WORKS

As mentioned in Section 2, the FNC-1 organizers proposed a
baseline method which is evaluated on the training set
using a 10-fold cross-validation evaluation scheme. How-
ever, due to repetitive headlines and articles presented in
the dataset, data bleeding occurs in such evaluation. There-
fore, the organizers also made available a testing dataset
which addresses the data bleeding issue. We utilize the
same testing set for evaluation and comparison purposes.

To compare our stance detection models with the state-
of-the-art ones, we use the open source code of the winners
of the FNC-1, [13], [16] and [52] in addition to the baseline.
We further implement a two-stage version of the state-of-
the-art models using our best performing IR system. All the
baselines are also fine-tuned using the training set, similar
to our models.

TABLE 3
Example of a Claim With its Paired Body Articles From the FNC-1 Dataset Along With Their Respective Stance Labels

Claim: Justin Bieber saves man from bear attack.

Stance Body Article

Agree Aman fishing in northern Russia was attacked by a bear. But the bear fled when the men’s cellphone rang. The
ringtone was Bieber’s song “Baby.”

Disagree According to Google Translate, the original Russian version said the bear was scared away when Igor
Vorozhbitsyn’s phone began speaking out the current time. So, yes, the phone apparently scared off the bear mid-
mauling. But no Bieber.

Discuss A Russian fisherman says a Justin Bieber ringtone on his phone scared away a bear that was mauling him near his
favorite fishing spot, according to video from Newsy.

Unrelated An airline passenger headed to Dallas was removed from a plane at La Guardia Airport on Christmas Eve because
he raged after workers wished him a Merry Christmas, The New York Post reports.

TABLE 4
(a) Shows the Ablation Analysis for Our Information Retrieval System

Model Accuracy F1-Score Model Agree Disagree Discuss Unrelated

n-gramMatching 78.9% 78.2% MemN2N (w/o GloVe) 43.6% 3.3% 77.2% 94.7%
IR (BM25) 82.2% 84.1% MemN2N (v1) 37.2% 5.1% 80.2% 94.1%
IR TF-IDF 81.9% 82.1% MemN2N (v2) 32.5% 7.3% 88.8% 95.2%
IR (TF-IDF + GloVe) 92.9% 91.5% IR + MemN2N (v1) 58.4% 9.9% 74.7% 98.5%
IR (BM25 + GloVe) 98.9% 95.9% IR + MemN2N (v2) 54.3% 22.1% 81.2% 99.0%
IR (BM25 + GloVe) + MemN2N (H1) 99.9% 99.6% IR + MemN2N (boosted) 57.1% 21.6% 85.9% 99.9%

(a) (b)

IR + MemN2N (H1) and BM25 + GloVe systems perform better than the competitors. (b) shows the ablation analysis for the sophisticated stage of the model.
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We use the evaluation metrics mentioned in Section 5.2,
namely stance score (weighted accuracy), Macro-F1 score, and
F1 score for each stance label. Since the distribution of the
FNC-1 data is highly imbalanced, inspired by [18], we also
compare the performance of our model with two classifiers
which assign a default stance label to all the test data points;
we do this for the two common classes of unrelated and discuss.

To evaluate the efficiency of our stance detection model
during the procedure, we also present the training cost of each
model. Following [47], we have formulated the training cost as
the number of floating points used during the training proce-
dure estimated as the training time multiplied by the number
and the single-point floating capacity of the utilized GPUs.
Table 5 summarizes the performance of our system on the
FNC-1 dataset and compares its performance and training cost
to those of the baselines. The MemN2N performs better than
the baseline without using any hand-coded features, and at a
significantly smaller training cost than other baselines. It per-
forms very well on detecting discuss articles and achieves the
highest F1 score which we believe is due to capturing valuable
text snippets and not truncating the articles.

Integrating the memory network with the IR system both
as an initial filtering stage and a linear attention layer over
the memory component significantly improves the overall
performance by a 0.5 stance score. In detecting the unrelated
headline-article pairs, it performs very well, given the fact
that it uses an unsupervised algorithm (the IR algorithm) to
detect a great portion of the unrelated samples. It also
decreases the training costs by 65.3 to 74.5 percent.

This is while integrating other state-of-the-art models with
the IR system–albeit improving their training cost–only
slightly improves their performances, maximum improve-
ment is a 0.1 stance score for the model of [16]. In some cases,
the performancemay even decrease such as the F1 score of [52]
in unrelated and discuss classes, even stance score of [13]
decreases by 0.1. The reason is that the other models may not
be compatible with the first stage of the IR system (weak
learner). Asmentioned in Section 2 Thesemodels are not suffi-
ciently flexible to learn various sub-tasks involved in the stance
detection problem. This issue is further amplified when the
model is remained with “hard-to-distinguish” classes of unre-
lated-related and fine-grained sub-categories of agree,

disagree, and discuss. They either focus more on the classifica-
tion of the articles that are very similar and lose their ability in
detecting other stance classes or vice versa. While as for mem-
ory networks, utilizing a well-compartmentalized memory
component combined with a flexible inference mechanism
facilitates the stage-wise reasoning for the various sub-tasks of
stance detection. As such the overall performance of IR +
MemN2N is significantly higher than that of the stand-alone
MemN2N; however, as shown in Table 5, the F1 score for the
class of discussdrops by 3.1.

The training cost for all two-stage models is improved in
comparison to their single-stage versions, which we believe is
due to more efficient coverage of related articles. On average,
models achieve their optimum Macro-F1 score on 61 percent
fewer number of iterations. However, our models (even the
boosted version) is still superior in terms of training costs
which shows that it is not only faster at inference time (as dis-
cussed in Section 4, by the ratio rhou=r), but also is more effi-
cient during the training time.

Finally, the last row of the table shows the performance of
our two-stage model coupled with an adaptive boosting algo-
rithm, IR + MemN2N (Boosted). As expected, it outperforms
IR + MemN2N due to better segregation of stance detection
sub-tasks and amore advanced integrationmechanism. It also
doesn’t require much more training cost than the vanilla ver-
sion since it divides the encoding dimensions by the exact
boosting numberM (see Section 3.4).

Although our boostedmodel is featureless and significantly
less complex, its performance is on par with the two-stage
implementation of the top-performing solutions, while it has a
significantly lower training cost. Our proposed model outper-
forms all the other models across all classes except [52] and
[16]which performbetter in detecting agree anddiscuss labels,
respectively; however, our model achieves higher perfor-
mance in terms ofMacro-F1 score.

7 IMPLICATIONS ON SNOPES DATASET

To examine the potential of our proposed model in real-life
scenarios, we collect data from Snopes.com which is among
the most popular fact-checking websites in the United States.
For each claimpresented on Snopes.com, the origin of the story

TABLE 5
The Comparison of One and Two-Stage Implementation of Our System Against the Competition in Terms of

Performance and Training Cost

F1-Score Training Costs

Model Stance Score Macro Agree Disagree Discuss Unrelated (Peta FLOPS)

All Unrelated 39.4 21.0 - - - 83.7 -
All Discuss 43.9 7.6 - - 30.5 - -
FNC Baseline 79.5 26.7 19.1 1.1 70.0 97.0 -
SOLAT in the SWEN 82.1 58.0 52.9 3.1 77.0 98.9 2,765.8
Athene (UKP Lab) 82.0 60.0 48.7 15.1 78.0 98.1 2,073.6
UCL Machine Reading 81.8 56.8 46.9 8.3 74.7 97.4 1,036.8
IR + SOLAT in the SWEN 82.1 59.1 53.3 5.4 76.8 98.8 794.9
IR + Athene (UKP Lab) 82.1 60.9 50.4 17.2 76.8 98.6 656.6
IR + UCL Machine Reading 81.7 56.2 46.8 5.8 75.3 97.1 276.5
MemN2N 81.4 53.3 31.2 6.8 78.2 95.1 709.8
IR + MemN2N 81.9 60.3 49.6 17.6 75.1 98.9 181.1
IR + MemN2N (Boosted) 82.1 61.1 50.3 19.9 77.1 99.1 245.6
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along with the fact-checking team’s decision (credibility rat-
ing) and the supporting or refuting arguments are provided.

7.1 Snopes Dataset

In this section, we focus only on the claims that were rated
true or false. We collect the original articles from which the
claims had propagated, and the argument snippets pro-
vided by the Snopes team. We pair each claim with every
original article and argument snippet. Our final dataset con-
sists of 7,478 claim-article pairs on which we run our two-
stage model. 1,622 pairs are removed by the IR system since
their relevance scores were zero and the remaining 5,856
are fed into the memory network model. Table 6 shows
examples of these claim-article pairs.

The existence of true/false credibility labels enables us to
examine the predicted stance output for true and false
claims separately. We use the predicted probability of each
claim-article pair belonging to stance classes of agree, dis-
agree and discuss–instead of one-hot encoded version–and
compare the mean of these probabilities across the true and
false groups. The mean comparisons between the two
groups are shown in Table 8.

As shown in Table 8, at a = 0.05 level of significance, we
have enough evidence to reject the null hypotheses and
state that the mean probability score of predicting agree
stance for the true group is significantly higher than the
false group while the mean score for disagree and discuss
labels are significantly lower. The comparison between the
mean score of the two groups is shown in Fig. 3. It is impor-
tant to note that the articles examined in our dataset are the
argument snippets provided by journalists to prove or reject
a certain claim and therefore, it is natural to expect more

supporting articles for a true claim and more disagreeing
articles for a false one. These findings show that our model
is capable of distinguishing between the true and false
labels based on the detected stance of claim-article pairs.

8 CONCLUSION AND FUTURE WORK

In this research, we propose a novel stance detection
model to address the problem put forth by the FNC-1
organizers. Inspired by the real-life process of stance
detection, our two-stage model combines a simple IR sys-
tem with a sophisticated MemN2N. Examining the FNC-1
dataset and reviewing the prior works reveals that the
instances of the unrelated class are overrepresented and
most models perform well in detecting them [18]. Consid-
ering the difficulty of identifying the three stance classes,
we design an IR system that can easily filter out the
majority of unrelated claim-article pairs (more than
70 percent) with minimal loss of related instances. After-
ward, the more complex task of identifying the remaining
unrelated pairs along with detecting the stance of the
related ones is carried out by a MemN2N model that
operates without any handcrafted features. We evaluate
the performance of our model in terms of weighted accu-
racy and Macro-F1 scores and the results suggest that our
two-stage model performs on par with the top-perform-
ing models of the FNC-1.

TABLE 6
Examples of Claims and Ratings on Snopes.com Along With Their Source Articles, Arguments, and Detected Stances

Claim: The skeletal remains of
Joyce Carol Vincent were found
in her home, with the television
on, years after her death.
Rating: True

Confirming Report: The TV and heating were still on when housing officers discovered
the body of Joyce Vincent, 40, in her living room.

Stance: Agree
Source Article: The skeleton of a woman was discovered in her flat nearly three years after
she is believed to have died, it emerged today. Stance: Agree

Claim: President Trump
instructed his acting secretary of
state to nullify oaths taken on the
Quran.

Debunking Report: The CNN anchor Jake Tapper responded: ”You don’t actually have to
swear on a Christian Bible. You can swear on anything, really. I don’t know if you knew
that.” - Stance: Disagree

Rating: False
Source Article: The Constantinople Clause says that Christianity must be observed for
oaths ‘lest they have no meaning.’ This isn’t about church and state. This is about assigning
Christian morals and ideals where appropriate in our Christian society. If you can’t take an
oath on a bible, you can’t serve this country. Period.” - Stance: Agree

TABLE 8
At the a = 0.05 Level of Significance we Have Enough Evidence
to Reject the Null Hypotheses and State That the Mean Proba-
bility Score of Predicting agree Stance for the True Group is Sig-
nificantly Higher Than the False Group While the Mean Score

for disagree and discuss Labels are Significantly Lower

Rating N Mean Std.
Deviation

Std. Error
Mean

Mean
Difference

Agree False 433 0.2954 0.07367 0.00354 -0.46479 ***
True 93 0.7602 0.05184 0.00538

Disagree False 235 0.5779 0.03921 0.00256 0.23561 ***
True 26 0.3423 0.04311 0.00845

Discuss False 11070.5102 0.03067 0.00092 0.03435 ***
True 336 0.4758 0.03989 0.00218

***p < 0:001

TABLE 7
The Snopes Dataset Consists of ND ¼ 4; 720 True/False Claims
Verified by Expert Journalists, and ND̂ ¼ 5674 Articles Corre-

sponding to These Claims

Claims Source Articles

Dataset True False True False

Size 848 3872 1037 4637
(%) (18%) (82%) (18%) (82%)
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Our study has a number of limitations. First, the propor-
tion of unrelated instances is a characteristic of the dataset
and while article-claim relevance is crucial in a stance detec-
tion task, the usefulness of our IR system depends on the
number of unrelated articles. Second, although we combine
multiple ranking functions and word representation techni-
ques, we cannot achieve the precision of 100 percent in our
IR system which means losing a small number of related
pairs (approximately 4 in every 1000).

Future studies should consider metrics beyond accuracy to
compare stance detection models. In particular, it would be
helpful to compare more models based on their sensitivity,
robustness, and data handling capabilities in addition to effi-
ciency and run-time. Also, to investigate the issue of overfit-
ting, it would be beneficial to consider other datasets and
evaluate the generalizability and scalability of the models by
training them on some topics and testing them on other ones
within the same dataset or training and testing models on the
same topic across different datasets.
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