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Abstract 

Identity authentication is of great importance in the digital age where ID information is commonly used in finance, 
insurance, transportation and other fields. Challenges of identity authentication lie in the verification of the ID card 
provided by the user and the information extraction from the user’s ID card. To meet the challenge, an identity 
authentication framework is proposed, which can extract and verify personal information through face verification and ID 
image recognition. The identity authentication is realized by the proposed face verification model which is called Inception-
ResNet Face Embedding (IRFE). IRFE uses an Inception-ResNet structure to ensure a good feature extraction aiming at 
accurate face verification. Moreover, a robust ID card extraction method named Morphology Transformed Feature Mapping 
(MTFM) is proposed to extract ID information. Experimental results demonstrate that the proposed IRFE and MTFM 
outperform state-of-the-art methods both in face verification and in ID extraction. 
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1. Introduction 

Mobile devices are widely used to perform remote operations benefited from their portability [1]. Mobile 
applications, particularly mobile payments, are indispensable for our daily lives. Meanwhile, the phenomenon 
of identity theft (unauthorized use of other people's identification information or confirmed fraud) has grown 
very rapidly in many countries. In many interactive scenarios, especially financial scenarios, the user's identity 
information needs to be authenticated in case of identity theft [2].  
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The question that naturally follows is that can we automatically verify the user’s identity information to 
avoid identity theft. To achieve this goal, we need to extract the identity information from the photo taken by 
the user, and to verify that the ID information belongs to the user. Every Chinese citizen holds an ID card that 
contains the holder’s identity information and his face portrait which is shown in Fig. 1(a). 

 

  

Fig. 1. (a) The sample of citizens’ ID card; (b) The sample photo that should be taken by the user on mobile devices for verification 

According to the design of Chinese ID cards, a unified framework is developed that can perform personal 
identity authentication automatically with face verification and ID card recognition. In particular, the 
framework only needs one photo taken by the user as input and then it will return the recognized information 
and the face verification result as output. The user is supposed to use a mobile device to take a photo with his 
hand-held ID card. The sample photo is shown in Fig.1(b). Once this photo is uploaded to the proposed system, 
the identity authentication result will be achieved in seconds automatically.  

The proposed IRFE model adopts the novel face feature embedding structure with a strong feature 
representation for face verification. The proposed MTFM method is able to extract the ID information with 
high accuracy. Thus IRFE and MTFM are combined to achieve promising results in identity verification.  

The remaining of this paper is organized as follows. In Section 2, the related works are discussed. In Section 
3, a detailed description of the proposed authentication framework is presented. In Section 4, the 
implementation details and experimental results are demonstrated. Section 5 is the conclusion of our work. 

2. Related works 

Identity information extraction refers to reading the text in ID card images. It belongs to the research field of 
text detection and recognition, which have been studied over the last few decades [3, 4, 5]. Current researches 
focus on the standard horizontal direction of the ID card [6, 7, 8, 9], and the ID card area occupies the entire 
image. Thus most detection methods are based on horizontal projection and vertical projection [4, 10]. There 
are no previous researches for skewed ID image recognition within natural backgrounds. Considering the lack 
of ID card datasets, an image morphology-based method is proposed to detect texts on ID cards. The task of 
Chinese character recognition is achieved by the deep learning method based on Convolutional Neural 
Networks (CNNs). The ResNet [11] is a novel architecture in deep CNN models, which has made many 
breakthroughs in the domain of computer vision. The ResNet-50 is integrated into the character recognition 
procedure. 

Face verification is a sub domain of face recognition. It focuses on verifying whether the two face images 
belong to the same person which is also known as one-to-one face verification [12]. Face recognition focus on 
choosing who this person is in the existing dataset. It’s also called one-to-many face identification [13]. In the 
proposed authentication framework, face verification is indispensable. In order to ensure the claimed identity 
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information belongs to the user, it’s necessary to verify the faces on the captured ID photo to avoid fraudulent 
attackers.  

Modern face recognition methods [14, 15] often regard CNNs as robust feature extractors. A CNN is trained 
with a large face image dataset in [16] and it works as a feature extractor for the face verification. FaceNet is a 
unified embedding for face recognition and clustering [12], and it directly maps a face image into a compact 
Euclidean space where distances directly correspond to a measure of face similarity. This idea is borrowed by 
the proposed IRFE, in which the feature extractor is updated by replacing GoogLeNet from FaceNet with 
Inception-ResNet-v1 [17], making it more efficient for feature extracting. A Light CNN framework is 
presented in [18] to learn a compact embedding on the large-scale face data with massive noisy labels. A deep 
cascaded multitask framework, MTCNN, is proposed in [19] to exploit the inherent correlation in face tasks. 
There are pros and cons of previous researches, their strengths are adopted and weaknesses are ignored to 
develop the unified identity verification framework. 

3. The identity authentication framework 

3.1. Framework overview 

In order to verify the user’s identity information before identity theft, the key task is to ensure that the 
identity information provided by the user belongs to him.  The IRFE is implemented to realize face verification 
and ensure the security. The face verification part is accomplished by judging the similarity between the face of 
the user and the face on his ID card, which is shown in Fig.1(b). Afterwards the texts on the ID card are 
extracted. To deal with a skewed ID card in the photo, a skew correction method based on MTCNN is proposed. 
Furthermore, a text detection method based on image morphology is implemented to detect texts on ID images. 
Then we use the projection algorithm to segment each character from the ID card. Finally, a deep CNN model 
is constructed to recognize more than 3,500 Chinese characters covering most frequently used Chinese 
characters. With the proposed IRFE and MTFM, personal identity is verified to avoid identity theft.  

3.2. Face verification phase 

The face verification phase is first performed in the proposed framework to guarantee the reliability of 
identity information. The face detection is the prerequisite of face verification because the captured photo 
contains two faces as shown in Fig.1(b). Once two faced are detected, they will be compared with each other.  
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Fig. 2. The overall structure of face embedding model 

Face verification can be a classification problem in judging the similarity between two faces. Thus we 
improve the architecture of deep convolutional neural network described in FaceNet to achieve the face feature 
expression. The GoogLeNet Inception structure is replaced by Inception-ResNet-v1 to build the IRFE model 
and generate better face features (i.e. face embeddings). Once the face embedding is obtained, the question is 
transformed into measuring the distance between two face embeddings. The verification result is obtained by 
thresholding the distance. 

The details of Fully-Conv Net are shown in Fig. 2. The input image size is 148148 with 3 channels. The 
inception and reduction structure are shown in Fig. 3(a) and Fig. 3(b). “5 Inception-A” means there are 5 same 
Inception structures in the unit. V means the “Valid” padding and S is the “Same” padding. The output shape of 
each layer is summarized on the right of each layer. 
 
 
 
 
 
 
 
 
 
 
 
 
 

   

Fig. 3. (a) The Inception structure in face embedding model; (b) The Reduction structure in face embedding model 

In Fig 3(a), “I” represents the different Inception section and “L” represents the output length. I = 32, L = 256 
when Inception-A, I = 128, L = 896 when Inception-B and I = 192 L = 1792 when Inception-C. 

Fig 3(b) shows the reduction structure where “V” denotes the “Valid” padding and “S” denotes the “Same” 
padding. It is a sampling unit in the model. The units are connected to construct the face embedding model.  

After constructing the deep model, it is then trained on face dataset to extract face features. The 11 conv-
layers are added between the standard convolutional layers. The dimension of output embedding is set to 11
128. The output of IRFE is a feature representation of the input data. Benefitting from the deep model, the face 
images are densely embedded into 128-dimension space, resulting in an efficient feature representation.  

 

3.3. ID image recognition in MTFM 

After the verification of the user’s face, the information on his ID card should be extracted for authentication. 
In most cases, the photos captured by users are not horizontal, causing a low text recognition rate. This drives 
us to horizontally correct the ID card first before recognition. The proposed image skew correction method 
based on MTCNN is a very effective method to horizontally correct ID card images. The aligned face is used to 
calculate the card direction and locate the card area, and the horizontally corrected image can be obtained by 
rotating the corresponding angle to the original image.  
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Image morphology operation is widely used in image processing, which helps to extract image components 
that are meaningful for expressing the shape of region-of-interest in an image. In pace with the image 
morphology operation, the subsequent image recognition can obtain the most distinguishable shape features of 
the target object. 

With the face detection of the ID card, a complete ID image without background can be obtained according 
to the standard configuration of Chinese ID card. Then the top hat operator (the difference value between the 
original image and the close operation image) is applied on the image to obtain the black foreground region. 
The close operation is then used to decrease the space between the words. Then the Otsu method is applied to 
threshold the image. By applying the close and erode operations, the text fields of ID card are then separated. 
Thereby text lines are detected. After the detection of text lines, in order to obtain a single character in each line 
of text, the projection method is used to segment characters; thereby a single character image is obtained after 
text segmentations. 

In the character recognition phase, due to the large number of Chinese characters, some Convolutional 
Neural Network models are tested to achieve the best recognition task of more than 3,500 characters. We 
implement the ResNet-50 model to deal with the problem and it achieves the best recognition rate. The ResNet 
is different from traditional CNN structure owing to the shortcut connection module which is shown in Fig. 4.  

 

 

Fig. 4. The short connection block of ResNet 

Deep CNN models are complex since they often have millions of parameters. The complexity also makes 
deep CNN models difficult to fit in training data. As the depth of the model increases, the parameters increase 
rapidly. The short connection block is designed to reduce parameters, meanwhile, increase the depth of the 
network. Also, the well-designed model is trainable. The results show that this idea is concise and effective. 

4. Implementation and experiments of the proposed framework 

4.1. Face and character datasets 

Labeled Faces in the Wild (LFW) is the de-facto academic test set for face verification [20]. It is mainly 
used to study face recognition in unconstrained situations. The LFW database mainly collects images from the 
Internet, not laboratories. It contains more than 13,000 face images. Each image is identified with the name of 
the corresponding person. Among them, 1,680 people correspond to more than one image, that is, about 1,680 
people contain more than two faces. VGGFace2 [21] is another large-scale face recognition dataset which 
contains more than 9,000 identities and 3.3 million faces, spanning a wide range of different ethnicities, accents, 
professions and ages. CASIA-WebFace [22] is also a public large dataset with about 10,000 people and more 
than 500,000 images. Our face embedding model is trained on this largest dataset. 
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For the purpose of good character recognition, a character dataset is needed. However, the ID card dataset is 
hard to obtain because ID cards are personal belongings. To achieve the goal, we use the method of text image 
generation to generate a text dataset used in the experiment. The produced dataset contains a total of 3,562 
categories of character, including 3,500 Chinese characters, 52 English uppercase and lowercase characters, 
and 10 Arabic numerals. The dataset contains a total of 363,210 text images of single-channel data, each of 
which is 3232 pixels in size. At a 5:1 ratio, the total dataset is randomly divided into a training set and a test 
set. At the same time, we also use data enhancement operations when making training data. Random image 
rotation, random cutting, perspective transformation, deformation and others are applied to each image, which 
greatly increases the training data. The data enhancement also makes the training set contain more image 
features, which makes the trained model more robust.  

4.2. Face verification 

In order to make the face embedding model trainable, a Softmax layer is followed after the fully connected 
layer. The loss function is defined as cross-entropy loss, and then the back-propagation is used to update 
parameters of the model. After training on the CASIA-WebFace and VGGFace2 dataset, we can get a well-
trained model.  

Table 1. Test accuracy results in public datasets 

Network Training Dataset Validation rate on LFW 

FaceNet CASIA-WebFace 89.4% 

IRFE CASIA-WebFace 96.1% 

FaceNet VGGFace2 90.3% 

IRFE VGGFace2 97.5% 

For more comparable tests, face verification results are tested on the open large-scale dataset LFW. The 
original FaceNet is implemented. The verification performance in Table 1 shows that the proposed IRFE 
increases the face feature representation and outperform state-of-the-art face verification methods with 97.5% 
validation rate. 

 

 

Fig. 5. Processing of text localization 
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4.3. Text recognition 

For images that have been located in the ID area, a series of morphological transformations are implemented 
to detect text areas on the ID card. 

Firstly, we apply the morphological black hat operation on the image to find the dark areas on a light 
background (Fig. 5(b)). Secondly the rectangular core is used to apply the close operation to eliminate the gap 
between the letters (Fig. 5(c)). Thirdly, the Otsu threshold is applied to obtain the binary image (Fig. 5(d)). 
Finally another close and erode operation is applied to get the final text area. 

Two convolutional networks are implemented and experimental results are compared with previous methods. 
As shown in Table 2, a comparison of ID image recognition accuracy is listed. The recognition performance is 
tested in our self-collected dataset which consists of 47 ID card images.  

The LeNet-5 [23] is implemented by applying ReLU activation function instead of the sigmoid function. 
Other implementation details of LeNet-5 are the same as described in its original paper. 

Table 2. Comparison of recognition results 

Name Method Accuracy 

Fang et al. [9] SVM 71.1% 

LeNet-5 CNN 73.9% 

Cheng et al. [15] Local Similarity Voting 92.0% 

MTFM Deep CNN 96.83% 

 
Previous works such as [15] can only deal with the PIN recognition because that problem is much simpler: 

personal identification numbers have only ten categories of characters. When facing Chinese character 
recognition, which has more than 3,500 categories of character, it is a hard mission. Benefiting from the 
development of deep learning, it can be easily solved by well-designed MTFM. The ResNet is a deep model in 
computer vision and it is end-to-end trainable, improving many vision problems. The ResNet-50 is applied to 
our scheme and achieves the best recognition result among all similar works. From Table 2, we could safely 
draw a conclusion that the proposed MTFM outperform state-of-the-art character recognition methods with the 
highest 96.83% accuracy. 

5. Discussion and conclusion 

To avoid identity theft, traditional ID authentication scheme has a very tedious process. To meet the 
challenge, an automated personal identity authentication framework is proposed, which can extract and verify 
identity through one photo. Usually the user should take an ID image first to provide his identity, and then the 
liveness detection is verified by blinking or nodding. Finally, the face image captured by the user and the ID 
image are compared to ensure that the identity is true. The proposed framework has reduced the interaction 
process considerably. The identity verification is achieved by IRFE where face embedding is enhanced by 
adopting Inception-ResNet. The proposed ID recognition procedure MTFM provides an accurate information 
extraction result to improve identity verification accuracy. The procedure can deal with complicated situations 
such as skewed ID image, illumination and so on. Experimental results show that the proposed framework 
outperforms state-of-the-art methods with high accuracy to guarantee the reliability of identity verification. 
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Two convolutional networks are implemented and experimental results are compared with previous methods. 
As shown in Table 2, a comparison of ID image recognition accuracy is listed. The recognition performance is 
tested in our self-collected dataset which consists of 47 ID card images.  

The LeNet-5 [23] is implemented by applying ReLU activation function instead of the sigmoid function. 
Other implementation details of LeNet-5 are the same as described in its original paper. 

Table 2. Comparison of recognition results 

Name Method Accuracy 

Fang et al. [9] SVM 71.1% 

LeNet-5 CNN 73.9% 

Cheng et al. [15] Local Similarity Voting 92.0% 

MTFM Deep CNN 96.83% 

 
Previous works such as [15] can only deal with the PIN recognition because that problem is much simpler: 

personal identification numbers have only ten categories of characters. When facing Chinese character 
recognition, which has more than 3,500 categories of character, it is a hard mission. Benefiting from the 
development of deep learning, it can be easily solved by well-designed MTFM. The ResNet is a deep model in 
computer vision and it is end-to-end trainable, improving many vision problems. The ResNet-50 is applied to 
our scheme and achieves the best recognition result among all similar works. From Table 2, we could safely 
draw a conclusion that the proposed MTFM outperform state-of-the-art character recognition methods with the 
highest 96.83% accuracy. 

5. Discussion and conclusion 

To avoid identity theft, traditional ID authentication scheme has a very tedious process. To meet the 
challenge, an automated personal identity authentication framework is proposed, which can extract and verify 
identity through one photo. Usually the user should take an ID image first to provide his identity, and then the 
liveness detection is verified by blinking or nodding. Finally, the face image captured by the user and the ID 
image are compared to ensure that the identity is true. The proposed framework has reduced the interaction 
process considerably. The identity verification is achieved by IRFE where face embedding is enhanced by 
adopting Inception-ResNet. The proposed ID recognition procedure MTFM provides an accurate information 
extraction result to improve identity verification accuracy. The procedure can deal with complicated situations 
such as skewed ID image, illumination and so on. Experimental results show that the proposed framework 
outperforms state-of-the-art methods with high accuracy to guarantee the reliability of identity verification. 
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