AI Crisis : dialogue
Post-Selections Do Not Abstract
Format the dialogue like other dialogues in the past

I will share an observation about the a deep problemerrors that occurs when using artificial intelligence based on Post-Selection. We can demonstrate the behavioral patterns of artificial intelligence using the unique characteristics likeof neural networks in LLMs, along with the superficialthe distinct advantages that have blindedthese features offer many of us.  
[bookmark: _GoBack]While a reply from ChatGPT looks responsive to my question, such a replied text are from human programmers, instead of machines’ volition and understanding. the accuracy of Many people have reported egregious mistakes from ChatGPT (such as “an empty room without elephant”), this is because all Post-Selection based AI Methods do not abstract and generalize based on abstraction.  For example, if a method can abstract an concept called location, then the location applies to all object types--- type invariance.  Namely, at a poticular location of my retina, can appear any times, such as a dog, a chat, or an edge.   If a human programmer uses convolution (Transformer does not use it), the location concept is gone.  In the “an empty rom without elephant” story, the machine did not abstract between “with” and “without” among many features like room, elephant, empty).  Therefore, Post-Selection is hopelessly wrong experimental protocol, since the protocol only does brute force data fitting in the presence of a test.the conversations is promising, it's important to monitor and report the error rate in the future to enhance our ability to make more accurate predictions.
It's important to recognize that many technologies are not entirely perfect and error-free, and there is a possibility of errors and mistakes. This means that artificial intelligence also has the potential for errors, and it can be challenging to accurately identify the source of these errors. Some of these mistakes may have serious consequences. Two main reasons for reported errors are overly optimistic views about artificial intelligence and a failure to consider the possibility of errors.
 Which systems have shown examples of these errors in the past?
Microsoft's Copilot has reportedly falsely accused veteran court reporter Martin Brenklau of committing serious crimes, including child abuse and fraud. The tool produced offensive content that accused Brenklau of numerous crimes he covered as a journalist and provided his personal contact information. Microsoft's efforts to remove the false entries were only temporarily successful, as reports of the offending information reappeared(2024)
As an example of errors made by humans and artificial intelligence, 22 students at Richmond-Burton Community High School in Illinois were tasked with creating deep nude images. One student, Stevie Hyder, was targeted by classmates who used deepfake technology to alter his prom image in April 2023 to nude photos that were then shared on social media. Two unidentified teenagers were arrested in late April 2024(2924).
In another AI blunder, Google has run into problems with its latest A.I. Features immediately upon their launch. In February 2023, when Google unveiled Bard, a chatbot designed to compete with ChatGPT, it spread false information about outer space, causing the company to lose $100 billion in market value. In February of this year, the company introduced Bard's successor, Gemini, a chatbot capable of generating images and serving as a voice digital assistant. Users soon discovered that the system often refused to produce images of white people and produced inaccurate images of historical figures(2023).
Why do all artificial intelligence methods suffer from misbehavior? In short, it can be said that they lack proper monitoring of errors and the correctness of information, because the fuzzy logic model and algorithm are not used correctly. Due to the fallibility of artificial intelligence, the ability to detect errors is considered a necessity and must be confirmed. If this capability is not realized, we will witness false progress in artificial intelligence.
