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A B S T R A C T   

The comprehensive modeling and hierarchical positioning of a new concept in an ontology heavily relies on its 
set of proper subsumption relationships (IS-As) to other concepts. Identifying a concept’s IS-A relationships is a 
laborious task requiring curators to have both domain knowledge and terminology skills. In this work, we 
propose a method to automatically predict the presence of IS-A relationships between a new concept and pre- 
existing concepts based on the language representation model BERT. This method converts the neighborhood 
network of a concept into “sentences” and harnesses BERT’s Next Sentence Prediction (NSP) capability of pre-
dicting the adjacency of two sentences. To augment our method’s performance, we refined the training data by 
employing an ontology summarization technique. We trained our model with the two largest hierarchies of the 
SNOMED CT 2017 July release and applied it to predicting the parents of new concepts added in the SNOMED CT 
2018 January release. The results showed that our method achieved an average F1 score of 0.88, and the average 
Recall score improves slightly from 0.94 to 0.96 by using the ontology summarization technique.   

1. Introduction 

The maintenance process of an ontology includes ontology enrich-
ment, namely, the addition of new concepts into the ontology. The 
enrichment is divided into two parts. The first part is discovery of new 
concepts to-be-added. The second part is placement of the new concepts 
into the proper positions in the ontology. 

The discovery of new concepts may be initiated by requests of users 
of the ontology, or by searching literature repositories or knowledge 
bases. Examples of research regarding the discovery of new concepts 
have been reported by other authors [1–3]. The curators of the ontology 
need to assess whether a concept suggested is proper for addition to the 
ontology, and if so, to which hierarchy of the ontology it should be 
added. The name of this concept may be changed to follow the naming 
conventions of the target hierarchy. 

The placement of a new concept into a hierarchy of an ontology in-
volves identifying all the proper parents of this concept in order to insert 
it into the IS-A hierarchy, which is the backbone of the ontology. In 
SNOMED CT, the target of our investigation, there are 19 hierarchies 
that are disjoint, thus all of a concept’s parent(s) must be in the same 
hierarchy as the concept. In this paper, we are concentrating on the task 
of automatically identifying the parents of a new concept within the 

hierarchy to support the work of SNOMED CT curators. 
Finding the right place for a new concept is a fundamental task in the 

curation of an ontology. The position of a concept, represented by its IS- 
A relationships to other concepts, determines how accurately it is 
modeled in terms of granularity. Therefore, considering as many related 
parent candidate concepts as possible leads to a more comprehensive 
modeling of this concept. Finding all the parents is a challenging and 
time-consuming task, because it requires both domain knowledge and 
ontology skills. Placing concepts is difficult and error prone, because 
oftentimes parents are missing, wrong, or too general. As a rule, a parent 
should be the most specific generalization of its child concept. Some-
times the name (the text string) of the parent concept is very different 
from the name of the new concept, which makes the task even more 
difficult. As a well-known example, Legionnaires’ disease (SNOMED CT 
ID: 035187010) has a parent Pneumonia due to Gram negative bacteria 
(ID: 430395005), but the two concept names have no word in common. 

Traditionally, curators rely on classifiers such as Snorocket [4] or 
HermiT [5] to place concepts into ontologies based on a Description 
Logic. However, this approach relies on the relationship modeling of the 
new concept as well as the relationship modeling of existing concepts. 
Since many concepts in a Description Logic ontology, like SNOMED CT 
[6], are underspecified in terms of their relationships, the placement by 
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classifier algorithms may be wrong. In cases where the curator does not 
manually check the automatic placement by classifiers, concepts may 
end up in wrong positions in the hierarchy. Hence, a user searching for 
such a concept, without knowing its name in SNOMED CT, would not 
find it in its expected location. Thus, a Machine Learning (ML) model 
that automatically prepares a set of candidate parent concepts for a new 
concept can assist curators to improve the ease and accuracy of place-
ment of a new concept in the process of ontology curation. 

As neural network models have succeeded in computer vision and 
natural language processing, they also show great promise in addressing 
ontology related tasks, including insertion of new concepts. Liu et al. [7] 
proposed to use a Convolutional Neural Network (CNN) model [8] to 
verify an IS-A relationship between a new child concept and an existing 
parent concept. This model recommends the location of the new concept 
in the hierarchy. In this approach, concepts are mapped to low- 
dimensional vectors using a paragraph/sentence embedding model. 
Zheng et al. [9] showed that it is possible to further improve the per-
formance of the CNN model by using summarization of ontologies, based 
on Abstraction Networks [10–12]. 

Recently, the research interest in language modeling has shifted from 
training unsupervised low-dimensional neural embedding models to 
training general language representation models for their easy reuse in 
downstream tasks. For instance, the Bidirectional Encoder Representa-
tions from Transformers (BERT) [13] model, developed by Google, 
advanced the state-of-art of many English NLP benchmarks [14–16]. It is 
easy and efficient to preform Transfer Learning from BERT to the task of 
interest. Few attempts have tried to employ BERT for ontology related 
tasks. Liu et al. [17] utilized the “next sentence prediction” capability of 
BERT for IS-A relationship classifications and demonstrated a perfor-
mance improvement with combining pre-training and fine-tuning of 
BERT. However, the utilization of the “next sentence prediction” capa-
bility of BERT was not optimal. 

Hence, we have demonstrated two independent ways to improve on 
the performance of previous work by Liu et al. [7]. The first improve-
ment was achieved by using the BERT model rather than the CNN model 
and the second by utilizing ontology summarization to provide a more 
accurate training of a CNN model. In this paper, we consider combining 
the two improvements by utilizing ontology summarization together 
with the BERT model and with an improved presentation of the training 
data to better utilize the “next sentence prediction” capability of BERT. 
It is a challenge to further improve the performance of the BERT model, 
which is already high, e.g., it shows a recall of 0.94 [17]. 

We measured the performance of our proposed method with the two 
largest hierarchies of the SNOMED CT [18] ontology, the Clinical Finding 
hierarchy and the Procedure hierarchy. The SNOMED CT release of July 
2017 was used as training data, and the subsequent January 2018 
release was used for testing, building on prior art [9,17]. The results of 
evaluating the placement of 2005 new concepts into the Clinical Finding 
hierarchy and of 911 new concepts into the Procedure hierarchy are 
reported in this paper. 

2. Background 

2.1. SNOMED CT 

SNOMED CT ® is an internationally leading clinical ontology, 
managed by SNOMED International. It contains 19 hierarchies covering 
various subdomains of biomedicine. The largest two hierarchies are the 
Clinical Finding hierarchy and the Procedure hierarchy. SNOMED CT is 
released twice every year on January and July. Each release of SNOMED 
CT includes three views: “full”, “snapshot” and “delta.” The “full” view 
contains all versions of all SNOMED CT components ever released. The 
“snapshot” view contains the most recent content of all components. In 
addition, the “delta” view identifies the individual changes of all com-
ponents between the previous release and the current (snapshot) release. 
The January 2018 release of SNOMED CT consists of 111,081 active 

concepts in the Clinical Finding hierarchy and 57,806 active concepts in 
the Procedure hierarchy. By comparing it with the previous (July 2017) 
release using the delta view, we found that 2005 new concepts were 
added into the Clinical Finding hierarchy and 911 new concepts were 
added into the Procedure hierarchy. 

2.2. BERT 

BERT is a general-purpose “language understanding” model trained 
on a large text corpus (Wikipedia and BookCorpus). Different from 
traditional context-free word embedding models such as word2vec [19], 
GloVe [20], or fastText [21], BERT generates a representation of each 
word that is based on the other words in the context. BERT is an unsu-
pervised, deeply bidirectional system that outperforms previous language 
processing methods. BERT is based on multi-layer bidirectional trans-
former encoders, which are based on the original implementation pro-
posed by Vaswani et al. [22]. BERT can be used for various downstream 
NLP tasks without heavy task-specific engineering. BERT has advanced 
the state-of-the-art for several major NLP benchmarks, including named 
entity recognition on CoNLL-2003 [14], question answering on SQuAD 
[15], and sentiment analysis on SST-2 [16]. Variants of BERT are also 
available in the bioinformatics research area, for example, BioBert [23], 
ClinicalBERT [24] and NCBI BlueBERT [25] are obtained by training the 
original BERT model with biomedical or clinical research text. 

The BERT model is pre-trained with two tasks Masked Language 
Modeling (MLM) and Next Sentence Prediction (NSP). The training 
objective of the MLM task is to predict the masked words of a text 
sequence. The training objective of NSP is to classify whether two sen-
tences are consecutive for any given sentence-pair. The model pre- 
trained with these two tasks can be easily adapted to other types of 
NLP tasks. 

2.3. Areas and Area Taxonomy 

Area Taxonomies were introduced by Min et al. [10] to achieve 
summarization of large ontologies. Ontology concepts with exactly the 
same set of lateral (i.e., non-IS-A) relationships are grouped into an area. 
Areas, considered as nodes, are connected via child-of hierarchical links 
to form a network, called an Area Taxonomy, since it has only hierar-
chical relationships. Fig. 1 illustrates the derivation of an Area Taxon-
omy. Fig. 1(a) shows an excerpt of 14 concepts from SNOMED CT’s 
Clinical Finding hierarchy, drawn as labeled ovals. A dashed rectangle 
contains a set of concepts each of which has exactly the same lateral 
relationship type(s). The list of relationships for the concepts in each 
dashed rectangle appears in bold. The arrows denote IS-A links. Lateral 
relationships are inherited down along the IS-A links between concepts. 
Fig. 1(b) shows the Area Taxonomy for the excerpt of the subhierarchy 
in Fig. 1(a). All colored dashed rectangles are represented as “nodes,” 
(shown as colored rectangles) which are connected by hierarchical 
child-of links (drawn as bold arrows) that are derived from the IS-A 
relationships in the ontology. The list of the relationship types of an 
area is used as its name (in bold). For example, because Bradyarrhythmia 
and Diastolic heart failure (and two other concepts) in Fig. 1(a) all have 
the same lateral relationships, Finding site and Has definitional manifes-
tation, they are grouped together as area node (represented as a green 
rectangle) in Fig. 1(b). 

Areas shown at the same level are displayed in the same color, 
indicating that all of their concepts have the same number of lateral 
relationship types. For example, the areas {Finding site, Occurrence} and 
{Finding site, Has definitional manifestation} appear in the second level in 
green. The concept Heart disease and its descendants in the grey rect-
angle in Fig. 1(a) are represented by the area {Finding site} in Fig. 1(b). 
Similarly, the concept Neonatal bradycardia and the concept Fetal 
bradycardia are represented by the red area {Finding site, Has definitional 
manifestation, Occurrence} in level 3. Areas inherit relationships along 
the hierarchical child-of links. For example, the red area inherits its 
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relationships from both green areas. 

2.4. Quality assurance of IS-A relationship in SNOMED 

The IS-A relationship hierarchy is the backbone of the SNOMED 
ontology. It enables inheritance of lateral relationships from parents to 
children and to all descendants. In a user study of SNOMED [18,26], 
users expressed high concerns for errors in IS-A relationship. SNOMED 
curators use the Snorocket classifier [4] for placement of a new concept 
into the IS-A hierarchy. The classifier utilizes the lateral relationships to 
identify the proper position for the new concept. However, many 
SNOMED concepts are primitive, i.e., they are underspecified, which 
means that they are missing lateral relationships. As a result, many 
concepts are misplaced by Snorocket. Hence, quality assurance of IS-A 
relationship in SNOMED is a high priority. 

An example of such placement errors is as follows: the concepts 
Cardiovascular operative procedure, Implantation to cardiovascular system, 
Procedure on heart, Procedure on pericardium removal of device from car-
diovascular system and Removal of thrombus are all listed as children of 
Procedure on cardiovascular system. However, Implantation to cardiovas-
cular system, Removal of device from cardiovascular system and Removal of 
thrombus should be children of Cardiovascular operative procedure. Pro-
cedure on pericardium should be a child of Procedure of heart. Hence, out 
of the above six children of Procedure on cardiovascular system only two 
are correct children while the four other concepts should be grand-
children, connected by IS-A links to these two children, respectively. 

Cui et al. [27] presented a hybrid structural-lexical quality assurance 
method to detect missing IS-A relationships and concepts in ontologies, 
based on mining non-lattice subgraphs with lexical patterns. The SABOC 
research group previously developed several techniques to identify 
concepts with high likelihood of errors. Among the errors found, there 
were many instances of missing and wrong IS-A relationships, which 
were reported to SNOMED curators. Examples of categories of concepts 

with high likelihood of errors are concepts in small partial area 
[12,28,29], overlapping concepts [30,31], and concepts with multiple 
parents or many lateral relationships [32]. 

2.5. IS-A prediction in Natural Language Processing 

In Natural Language Processing, the IS-A relationship is sometimes 
referred to as Hypernymy, which expresses the subsumption relation 
between a general concept (hypernym) and its specific concepts 
(hyponyms), for example, tiger IS-A animal or car IS-A vehicle. The sub-
ject of hypernymy prediction has been actively studied in the NLP 
literature, with an evolution from lexical pattern-based methods to 
embedding-based language representation approaches [33]. Nguyen 
et al. [34] describe HyperVec, a system of hierarchy-oriented embed-
dings for hypernymy detection, which can distinguish between hyper-
nyms and hyponyms in a hypernymy pair. Carmona et al. tested the 
ability of embeddings to encode hypernymy across different datasets 
[35]. Wang et al. proposed a model to improve hypernymy prediction by 
coupling an adversarial training algorithm with hierarchical knowledge 
in Web-scale taxonomies [36]. In addition, various studies have been 
conducted to extend hypernymy prediction in monolingual and cross- 
lingual manners [37–39]. The studies mentioned above mainly focus 
on using distributed word embeddings to represent entities and to train 
machine learning models to perform pairwise hypernymy predictions. In 
contrast, our research takes advantage of BERT’s Next Sentence Pre-
diction (NSP) capability to identify a concept’s proper parent(s) in the 
hierarchy of an ontology. In addition, our method is specialized to the 
context of a medical ontology that contain terms, expressions, and se-
mantics that are quite different from a general English corpus. 

3. Methods 

We used the SNOMED CT 2017 July release as training set and the 

Fig. 1. Derivation of Area Taxonomy. (a) Excerpt of a subhierarchy of 14 concepts from SNOMED CT’s Clinical Finding hierarchy. (b) Area Taxonomy for the excerpt 
subhierarchy in (a). 

H. Liu et al.                                                                                                                                                                                                                                      



Journal of Biomedical Informatics 112 (2020) 103607

4

following 2018 January release as testbed. Due to the different sizes and 
inconsistent modeling schemas across hierarchies, we focused on SNO-
MED’s two largest hierarchies, Clinical Finding and Procedure, as our data 
source. The models were implemented with Tensorflow [40]. We trained 
the models and ran the test cases on a machine with two Nvidia Tesla 
P100 “Pascal” video cards with 16 GB RAM per GPU and two Intel Xeon 
E5-2630-v4 CPUs with 2.2 GHz processor speed and 128 GB memory per 
CPU. 

Google released two BERT models: BERTBASE (12 Transformer 
layers) and BERTLARGE (24 Transformer layers). Both models are trained 
on their Cloud TPUs (Tensor Processing Units), which have 64 GB of 
RAM. They are trained on English Wikipedia (2,500 M words of text) 
and BookCorpus [41] (800 M words of text) with one million update 
steps. As advised by the BERT creators, we avoided the use of BERTLARGE 
on GPUs with 16 GB of RAM, because the RAM size limited the number 
of training instances in each batch to avoid out-of-memory issues. 
Therefore, we only used BERTBASE in this experiment. The number of 
parameters for the pre-trained BERTBASE model is 110 M, with the 
default training settings L = 12, H = 768, A = 12, where L is the number 
of layers (i.e., Transformer blocks), H is the hidden size, and A is the 
number of self-attention heads. The feed-forward/filter size is set to 4 
times H, i.e., 3072 for H = 768. 

Fig. 2 illustrates the process of training and testing an IS-A rela-
tionship classifier using taxonomy data from SNOMED CT. In the 
following sections we described in detail the three major components of 
the process: (a) pre-train BERT model with concept-level documents 
(blue arrows), (b) fine-tune BERT model with data derived from Area 
Taxonomy (black arrows), and (c) test the two trained models with 
testing data from new release (red arrows). 

3.1. Pre-train BERT model with concept-level documents 

As a general language representation model, BERT was trained with 
Wikipedia and BookCorpus data, which do not provide a domain specific 
orientation for our ontology enrichment task. Liu et al. [17] demon-
strated that pre-training BERT with a task-related corpus can improve 
the model’s classification performance over directly fine-tuning the 

BERT model. Thus, we use an improved methodology by running 
additional steps of pre-training the BERT model with Clinical Finding/ 
Procedure hierarchy data, prior to training an IS-A relationship classifier 
using BERT. For the pre-training setup and process (Fig. 2(a)), we 
elaborate here on how we extracted data from Clinical Finding hierarchy 
of SNOMED CT (3.1.1 Data Preparation), and converted it into the 
format that is compatible with BERT (3.1.2 Data Preprocessing) (Fig. 2 
(b)). 

3.1.1. Data preparation 
The original BERT is pre-trained with general English sentences. To 

pre-train BERT with the knowledge of a hierarchy of a medical ontology 
is a challenge, because BERT is trained only to handle text, while the 
hierarchy consists of concepts connected through IS-A relationships. 
Therefore, we treat each concept’s name as a “sentence.” The concept’s 
hierarchically closely related concepts are considered as part of its 
definition in the ontology hierarchy. This is demonstrated in the 
SNOMED CT browser, where the concept is listed with a larger font in 
the central blue area, with its parents in the top rectangular frame above 
and the children in the rectangular frame below (Fig. 3). The synonyms 
are listed below the concept’s name in the central blue area. Thus, for a 
given concept A, we also consider A’s hierarchically closely related 
concept(s)’ names as “sentences.” 

The challenge is to harness the capability of BERT to model these IS- 
A relationships between concepts in an ontology. We need to express the 
hierarchical relationship from a specific concept to a general concept 
utilizing the features of the BERT model. 

BERT was created for tasks such as Next Sentence Prediction (NSP), 
in which it needs to predict whether one sentence logically (based on 
human-like intuition, not on formal logic) follows another sentence in a 
given text. Given two concepts A and B and a relationship A IS-A B, we 
trained the BERT model to recognize the sentence of A as the next 
sentence following the sentence of B. 

We prepared an ontology-oriented corpus for pre-training BERT with 
Clinical Finding/Procedure IS-A relationships. For each concept, we 
created a document that consists of the concepts that are hierarchically 
related to it in a textual form. Though the choices for textual 

Fig. 2. Flowchart of training and testing an IS-A relationship classifier model with summarization data from Area Taxonomy of SNOMED CT (CLF = Classifier).  
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representation of hierarchically related concepts for a focus concept can 
vary, we preferred a simple pattern of a triple to form the document with 
a Parent – Focus concept – Child in each triple. In this way, two IS-A 
relationships are embedded, one from the focus concept to the parent 

concept, the other one from the child concept to the focus concept. Since 
the parents and children are important contextual knowledge elements 
of a focus concept, an immediate neighborhood [42], contains the concept 
itself plus all concepts connected to it by a single relationship, either 

Fig. 3. Concept Neoplasm of kidney shown in SNOMED CT browser.  

Fig. 4. Generate a document for a focus concept F: (a) the hierarchical structure of a focus concept F with m parent concepts P1 to Pm and n child concepts C1 to Cn, 
assuming n ≥ m. (b) n (P, F, C) triples obtained from (a). (c) F’s document representation by converting each triple in (b) into a three-line paragraph, with one 
concept’s name per line. Each paragraph is separated from another paragraph by an empty line. 
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hierarchical or lateral. Derived from this definition, the immediate hier-
archical neighborhood of a concept is defined as follows. 

Definition. ((Immediate hierarchical neighborhood)) A concept’s im-
mediate hierarchical neighborhood contains the concept itself plus all 
concepts connected to it by a hierarchical relationship. That is, the im-
mediate hierarchical neighborhood of a concept contains itself and all 
concepts at a hierarchical distance of one, i.e., its parents and children. 

We illustrate a general configuration of a focus concept with its im-
mediate hierarchical neighborhood in Fig. 4(a). Consider a focus concept F 
(in yellow) with its m parents P1 to Pm (in green) and n children C1 to Cn 
(in grey). We represent this configuration by triples of the form (Parent, 
Focus concept, Child) to capture all the (m + n) IS-A relationships be-
tween the focus concept and its parent(s) and child(ren). We constructed 
triples by using the focus concept and matching the parents and children 
by their indexes, e.g. the second parent matching with the second child 
(P2, F, C2) as shown in Fig. 4(b). Assuming m is less than n (the number of 
parents is smaller than the number of children), after exhausting all 
parents, we continue to match remaining children with the parents from 
the beginning, e.g. (P1, F, Cm+1), and ending with (P(n mod m), F, Cn) as 
shown in Fig. 4(b). In this matching process, for each child with index n 
≥ m, for cases where n mod m = 0 (e.g. n = 2*m), parent Pm is used 
instead of P(n mod m) to get (Pm, F, Cn). In the case when n is less than m, a 
similar modification is used to deal with the remaining parents. In Fig. 4 
(c) we demonstrate the transition from the ontology dimension, to the 
textual dimension that is needed for BERT, by converting each triple into 
a “paragraph.” A paragraph consists of three lines to accommodate the 
three names, the parent concept, the focus concept, and the child 
concept, one name per line. The collection of n paragraphs for the n 
triples forms the document for the focus concept. 

We demonstrate the above transformation with a concrete example 
with the focus concept Neoplasm of kidney in Fig. 5. Fig. 5(a) shows the 
neighborhood network of Neoplasm of kidney in yellow with its two 
parents (Neoplasm of urinary system, Kidney disease in green), and three 
children (Benign neoplasm of kidney, Malignant tumor of kidney, Neoplasm 
of renal pelvis in grey). These concepts are used to construct (Parent, 
Focus concept, Child) triples in which the focus concept is fixed and the 
parent concept and child concept are matched by their indexes, e.g. 
(Kidney disease, Neoplasm of kidney, Malignant tumor of kidney) is a triple 
matching the second parent with the second child. We stop generating 
triples when every concept is used in at least one triple. Each triple is 

converted to a three-line paragraph with one concept’s name per line 
(Fig. 5(b)). Two paragraphs are separated by an empty line. For 
example, starting in Line 5 there are “(Line 5: Parent) Kidney disease – 
(Line 6: Focus concept) Neoplasm of kidney – (Line 7: Child) Malignant 
tumor of kidney – (Line 8) EMPTY LINE …”. Thus, we generated a list of 
ontology-oriented documents by creating one “document” per concept. 
For simplicity, all the generated documents are concatenated in one text 
file, separated by two empty lines, as the input to pre-train the BERTBASE 
model. 

3.1.2. Data preprocessing 
After we obtained the list of ontology-oriented documents, we 

needed to perform preprocessing of the data prior to training BERT. The 
samples were preprocessed in three steps: 1) Text normalization (E.g., 
Fournier’s gangrene, → fournier’s gangrene), 2) Punctuation splitting 
(E.g., fournier’s gangrene, → fournier ’ s gangrene), and 3) WordPiece 
tokenization (fournier ’ s gangrene, → four ##nier ’ s gang ##ren ##e). 
BERT employs the WordPiece tokenizer [43] to segment a word into 
subword-level tokens, when necessary. Specifically, the Out-Of- 
Vocabulary (OOV) words are split as the combination of existing to-
kens in the vocabulary, e.g., “gangrene” is split into three tokens “gang,” 
“##ren,” and “##e.” BERTBASE then converted the preprocessed sam-
ples into input embeddings, which are the sum of the token embeddings, 
the segmentation embeddings and the position embeddings [13]. We 
refer the reader to the BERT paper [13] for input embedding details, as 
we can only present the operations that are essential for pre-training. 

In Fig. 6, we demonstrate an example of how a training instance is 
formed from the concept-level document. For example, Formestane al-
lergy is the child of Estrogen antagonist in the SNOMED CT Clinical Finding 
hierarchy. The input sequence will be “1 Estrogen antagonist (\t) For-
mestane allergy (\t)”. The first token of the sequence is the classification 
embedding ([CLS]), representing a classification label. It is “1” for 
positive instances and “0” for negative instances in the training data. A 
special token ([SEP]) is used to separate sentences. Out-of-vocabulary 
words are split into word pieces and denoted with ##. For example, 
“estrogen” is denoted as two items “est” and “##rogen.” This input will 
be converted into one training instance as “[CLS] est ##rogen antago-
nist all ##ergy [SEP] form ##est ##ane all ##ergy [SEP]” as shown in 
Fig. 6(a). Similarly, Main spoken language Turkmen is not a child of Born 
in Scotland. The input sequence “0 Born in Scotland (\t) Main spoken 
language Turkmen (\t)” will be converted to “[CLS] born in scotland 

Fig. 5. Pre-training data: Serializing (a) the hierarchical structure of Neoplasm of kidney into (b) one document.  
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[SEP] main spoken language turk ##men [SEP]” in Fig. 6(b). 

3.1.3. Pre-train BERT model 
The goal of pre-training is to embed ontology knowledge into BERT’s 

language model. Therefore, we advanced to training BERTBASE with 
concept-based documents (prepared above) from SNOMED CT. To 
ensure the obtained model is compatible with the original BERT model, 
we adopted the same two training tasks, Masked Language Modeling 
(MLM) and Next Sentence Prediction (NSP) that BERT was originally 
trained for, since BERT is intended to process text. The training objective 
of the MLM task is to predict only the masked words. The training 
objective of NSP is to learn relationships between sentences (concepts, in 
our case) for any given sentence-pair. For the MLM task, 15% of the 
words are randomly masked out among all the concept-based docu-
ments, and for each document, an upper bound for the number of masks 
is set. Then the BERTBASE model is trained to output the masked words 
rather than other possible words. For the NSP task, the training objective 
is to learn the IS-A relationships between concepts: Given two concepts 
A and B, is B a child of A, or not. In Fig. 7, we extracted two “sentences” 
Skin finding and Centrifugal rash from the document for the focus concept 
Centrifugal rash. After preprocessing these two concepts (treated as two 
“sentences”) as shown in the middle level, we masked out two token – 
“##ri” and “rash.” The BERTBASE model was trained to raise the prob-
abilities of two correct tokens “##ri” and “rash” over other tokens in the 
vocabulary. In addition, as Centrifugal rash IS-A Skin finding, the BERT-
BASE model was also trained to raise the probability for the correct 
classification label “IsNext.” The obtained model is denoted as 

BERTBASE+SNO (SNO = SNOMED CT). 
The training parameters used for Pre-training are as follows: batch 

size = 64, sequence length = 128, training steps = 200,000, learning 
rate = 2e-5, dropout rate = 0.1, and activation function = gelu (Gaussian 
error linear unit). 

3.2. Fine-tuning BERT with data prepared using Area Taxonomy 

3.2.1. Data preparation 
To fine-tune a BERT model into an IS-A relationship classifier, we 

needed to train the model with both IS-A connected concept pairs 
(positive instances) and concept pairs with no IS-A connections (non-IS- 
A concept pairs, in short, i.e., negative instances). The IS-A connected 
concept pairs are explicitly defined in the ontology’s hierarchy. As dis-
cussed in Section 2.4, there may be errors in the IS-A hierarchy of 
SNOMED, and we have studied the identification of such errors exten-
sively in the past. Nevertheless, almost all SNOMED IS-A relationships 
can be assumed to be correct. Thus, we are using existing IS-A re-
lationships to prepare positive training instances. More precisely, the 
positive training data consists of all IS-A concept pairs in the Clinical 
Finding and Procedure hierarchies, respectively. However, the selection 
of negative training data (non-IS-A concept pairs) is critical for the ac-
curacy of the model. To compare the performance of models trained 
with and without the Area Taxonomy-based summarization technique, 
we prepared two sets of negative training data using the following two 
methods. 

Fig. 6. Preprocessing (a) IS-A and (b) non-IS-A concept pairs.  

Fig. 7. Pre-training the BERTBASE model with concept-based documents to obtain BERTBASE+SNO model. FFNN is short for Feedforward neural network.  
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3.2.1.1. Negative training data from hierarchy. In the previous study [7], 
for a CNN model, we limited the non-IS-A pairs only to nephew-uncle 
pairs in the same hierarchy. The rationale was that a non-IS-A pair 
formed by two randomly sampled concepts that are likely completely 
unrelated concepts, will result in negative examples with a large se-
mantic distance, that do not contribute to learning the “border surface” 
between positive and negative instances. Thus, for a given IS-A pair A IS- 
A B, it is more useful to learn differences between IS-A and non-IS-A 
pairs from a non-IS-A pair (A, C), where C is a “near miss,” close to 
the border surface. We chose to use an uncle concept, i.e., a sibling of B, 
rather than an arbitrary concept D, which is likely not relevant to 
concept A, but still semantically close (see Fig. 8). The training data 
including all IS-A pairs and nephew-uncle pairs from the same hiearchy 
will be referred to as Hierachy data. 

3.2.1.2. Negative training data from Area Taxonomy. Utilizing the Area 
Taxonomy, the nephew-uncle pairs can be further divided into two 
types: uncle and nephew concepts are from the same area or uncle and 
nephew concepts are from different areas. A classification model can 
benefit more from training with nephew-uncle non-IS-A pairs from the 
same area, because in a pair from the same area the two concepts are 
more closely related than in a pair from different areas. Thus, the clas-
sification model can learn the features representing the subtle differ-
ences between IS-A pairs and nearby non-IS-A pairs. As a result, the 
extracted features will enable the classification model to better verify 
whether a concept pair should be connected by an IS-A link or not, 
achieving better testing performance. 

We demonstrate the above observation with a concrete example 
(Fig. 9) from the Clinical Finding hierarchy. Let the nephew concept be 
Hearing difficulty (in yellow). Its five uncle concepts are Acquired hearing 
loss, Audiogram abnormal, Hearing symptoms, Perception of hearing loss, 
and Hearing disorder. The first two concepts are the siblings of the 
concept Decreased hearing, which is a parent of Hearing difficulty, in the 
same area. The other three uncle concepts are siblings of the concept 
Decreased hearing, because they are all children of Hearing finding in 
different areas from Hearing Difficulty. 

As Fig. 9 shows, the first two uncle concepts (in green) are from the 
area {Finding site, Interprets} that contains Hearing difficulty. In contrast, 
two uncle concepts Hearing sympotoms and Perception of hearing loss (in 
red) are in the area {Finding site, Interprets, Finding informer}, while the 
other uncle concept Hearing disorder is in the area {Finding site, In-
terprets}. Both are in different areas than the nephew concept Hearing 
difficulty. Hearing difficulty is semantically more similar to Acquired 
hearing loss, and Audiogram abnormal from the same area as they are all 
various kinds of hearing findings similar to Hearing difficulty. Hearing 
difficulty is less similar to Hearing sympotoms and Perception of hearing loss 
in a different area, since they represent symptoms and the perception of 
hearing. Similarly, Hearing difficulty is also less similar to Hearing dis-
order in another area, which is a more general concept that is the root of 
a subhierarchy consisting of hearing disease concepts (not shown in the 
diagram). The training data including all IS-A pairs and nephew-uncle 
pairs from the same area is refered as Area Taxonomy data, in 

contrast to the previously introduced Hierarchy data. 

3.2.2. Training an IS-A relationship classifier 
In each experiment, we trained two independent classifiers (models) 

using different data sets prepared with the above two techniques for 
performance comparison. In an ontology, there are more non-IS-A 
concept pairs (negative pairs) than IS-A concept pairs (positive pairs). 
In case of an extreme imbalance between the number of positive pairs 
and the number of negative pairs, the balancing of the dataset is a 
common practice to prevent a bias of the model’s prediction [44]. We 
followed this practice, since in a hierarchy the number of non-IS-A 
concept pairs is of a higher magnitude than the number of IS-A 
concept pairs. To avoid an imbalanced training data issue, after we 
extracted the positive and negative pairs, we randomly downsampled 
the collection of negative pairs to the size of the set of positive pairs in 
each training round for both models. Then the dataset was divided ac-
cording to a 90:10 ratio for training and validation, respectively. 

Thus, the BERTBASE+SNO model was fine-tuned in the training phase 
to predict the correct labels for the IS-A concept pairs and the non-IS-A 
concept pairs, utilizing the NSP binary sentence-pair classification task. 
We have used the sentence prediction capability of BERTBASE+SNO, and 
added a softmax layer with categorical cross-entropy on top of it. The 
obtained model is denoted as BERTBASE+SNO+CLF (CLF = classifier), the 
model after fine-tuning. 

To achieve this, the model and the classifier were trained at the same 
time to predict IS-A links between concept pairs of a ontology concepts, 
i.e., the parameters of BERTBASE+SNO and the classifier were fine-tuned 
to maximize the log-probability of the correct label (IS-A or non-IS-A). 
We illustrate this process with the concept Edema of wrist as an 
example in Fig. 10. The input “1 Finding of wrist region (\t) Edema of wrist 
(\t)” was converted as one training instance to “[CLS] finding of wrist 
region [SEP] ed ##ema of wrist [SEP]” with Class label = 1. Class 1 
means that there should be an IS-A link between the two concepts, and 
Class 0 means that there shouldn’t be such a link. The BERTBASE+SNO+CLF 
model computes the probabilities for Class 0 and Class 1, and records the 
result as a 2 element vector. The label of the class with the higher 
probability is reported as the prediction output. The error between the 
predicted label and the true label was backpropagated through the 
model to improve the model’s parameters. For this we used the default 
model hyperparameters in pre-trained BERTBASE+SNO, with one excep-
tion, the number of training epochs (=6). 

3.3. Test with new data 

To evaluate the BERTBASE+SNO+CLF models on previously unseen 
data, we created separate test tasks, using new concepts from the Clinical 
finding and Procedure hierarchies of the January 2018 release. For each 
new concept that was added to the Clinical finding/Procedure hierarchy 
in this release, we prepared both positive and negative samples for 
testing. To obtain positive testing samples, we extracted each new 
concept and its parents as IS-A concept pairs. For example, Lesion of left 
ear has two parents Disorder of left ear and Ear lesion. The corresponding 
positive testing samples are “Disorder of left ear (\t) Lesion of left ear” and 
“Ear lesion (\t) Lesion of left ear” with the class label = 1 (true). 

For the negative samples, we are not limited to nephew-uncle pairs, 
but can use any combination of non-IS-A concept pairs. However, it is 
not practical to test each new concept by pairing it with all existing 
111,081 (or 57,806) concepts in the Clinical Finding (or Procedure) hi-
erarchy, because computing would take an inordinate amount of time. 
As mentioned above, it is a common practice in Machine Learning (ML), 
in case of extreme imbalance between two categories, to extract a 
smaller random sample for testing [45]. The benefit of sampling an 
equal number of positive and negative testing instances is that the cal-
culations of Precision, Recall, and F1 scores is straightforward. Other-
wise, additional metrics may be needed for evaluation measures [46]. 
Thus, we have chosen an equal number of positive and negative Fig. 8. The nephew-uncle pair (A, C).  

H. Liu et al.                                                                                                                                                                                                                                      



Journal of Biomedical Informatics 112 (2020) 103607

9

instances. To obtain negative testing samples, we paired each new 
concept with a randomly chosen concept from the other new concepts’ 
parents as non-IS-A concept pairs. For example, we randomly selected 
Disorder of soft tissue of upper limb, which is the parent of Congenital 
trigger finger of right hand, and paired it with Lesion of left ear to form a 
testing instance “Disorder of soft tissue of upper limb (\t) Lesion of left ear” 
with the expected label = 0. 

We randomly shuffled all the testing concept pairs into batches and 
sent them to the trained BERTBASE+SNO+CLF models for prediction. The 
tested models use the previously learned weights to process each input 
pair and return a class label (0 or 1) as prediction result. Label 1 is 
correct for a positive testing sample, indicating the existence of an IS-A 
link in the new SNOMED CT release. In other words, the existence of an 
IS-A link in the new release of SNOMED CT is correctly predicted. In the 
Background section, we discussed the possibility of errors among the 
existing IS-A relationships in SNOMED. Nevertheless, such errors would 
occur in a very small proportion of the concepts, given the extensive 
work that has gone into improving the SNOMED CT over the past 

decade. Thus, we are considering the parents of the new concepts that 
were added in the new release as gold standard for evaluating the cor-
rectness of our predictions. For a negative testing sample, there should 
be no IS-A link between these two concepts, so label 0 is correct. We 
calculated the prediction accuracy in terms of Precision, Recall, F1 and 
F2 scores by comparing the result labels predicted by the tested model 
with the ground-truth labels. 

4. Results 

We report the prediction results of the two models, one trained with 
Hierarchy data (referred to as Hierarchy model) and the other one 
trained with Area Taxonomy data (referred to as Area Taxonomy 
model). The testing samples (concept pairs) were extracted from the 
Clinical Finding and Procedure hierarchies of the SNOMED CT 2018 
January release, which were not included in the training. In each 
experiment, we tested the two trained models using the same testing 
samples. Besides the typical metrics Precision, Recall and F1, we used 

Fig. 9. Uncle-nephew pairs within/without the same area.  

Fig. 10. Fine-tuning the BERTBASE+SNO model with concept pairs to obtain BERTBASE+SNO+CLF model.  
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another metric called F2. The F2 score is calculated from the generalized 
F score Fβ where 

Fβ = (1 + β2)*
precision*recall

(β2*precision) + recall 

with β = 2. We set β = 2 to emphasize that recall is considered more 
important than precision in this task. This experiment was repeated ten 
times and the Precision (P), Recall (R), F1, and F2 scores for the corre-
sponding ten tests with the Clinical Finding hierarchy are presented in 
Table 1. Each model was tested against 8,574 pairs (4,287 positives and 
4,287 negatives). For example, in Test 5 for IS-A classification, the 
Precision is 0.83, Recall is 0.93, F1 score is 0.88, and F2 score is 0.91 for 
the Hierarchy model. When testing the Area Taxonomy model, Precision 
is 0.81, Recall is 0.96, F1 score is 0.88, and F2 score is 0.93. The Pre-
cision score dropped from 0.83 to 0.81 while the Recall score increased 
from 0.93 to 0.96, improving by 3%. For Non-IS-A tests, the Recall score 
dropped from 0.81 to 0.78 while the Precision score increased from 0.93 
to 0.95. Comparing the average of ten experiments between the Hier-
archy model and the Area Taxonomy model shows that the Area Tax-
onomy model improves the recall score from 0.94 to 0.96 at the cost of 
the Precision score dropping from 0.85 to 0.80, and the F1 score drops 
from 0.89 to 0.87, while the F2 score remains the same as 0.92. 

Table 2 shows the Precision (P), Recall (R), F1, and F2 scores of the 
ten experiments with the Procedure hierarchy. Each model was tested 
against 3,908 pairs (1,954 positives and 1,954 negatives). For example, 
in Test 9 for IS-A classification, the prediction results for the Hierarchy 
model are Precision = 0.78, Recall = 0.98, F1 score = 0.87, and F2 score 
= 0.93. When testing the Area Taxonomy model, the Precision is 0.74, 
Recall is 0.99, F1 score is 0.85, and F2 score is 0.93. Comparing the two 
models by averaging ten experiments, the Precision score dropped from 
0.776 to 0.703 while the Recall score increased from 0.980 to 0.985. The 
average F1 scores for the two models are 0.867 and 0.821, respectively, 
while the F2 scores are 0.931 and 0.912. 

Regarding the prediction of IS-A links for new concepts, we show ten 
examples of our two models’ prediction results (Table 3) for ten pairs for 
which the second concept was newly added to SNOMED CT’s Clinical 
finding hierarchy in the 2018 January release. The first five examples are 
IS-A connected concept pairs, which is indicated by the value 1 in the 
True label column. The other five examples are synthesized non-IS-A 
concept pairs, indicated in the True label column by 0. 

For each test, we paired one Test Concept with one New Concept as one 
test instance, then we let the model predict IS-A links between them. For 
instance, for Example 3, we chose Cerebrovascular disease as the Test 
concept and paired it with the new concept Occlusion of left pontine ar-
tery. Then the task became to predict whether there is an IS-A link be-
tween the two concepts. Both the Hierarchy model and the Area 
Taxonomy model returned the correct label (=1). Correct predictions 
are marked in green. In example 4, the Hierarchy model is wrong, and 

the Area Taxonomy model is correct that Congenital conductive hearing 
loss IS-A Decreased hearing. Both models are wrong about Bone cyst of 
right foot, because it is not an Osteomyelitis of right ankle (Example 9), 
thus they are marked in red. 

After downsampling the training data from the majority class 
(negative training samples), we also experimented with combining 
upsampling the minority class (positive training samples) and down-
sampling the majority class to tackle the imbalanced training dataset 
issue. We refer to this as “mixed sampling.” For the Clinical Finding hi-
erarchy, we upsampled the positive training data to two times its orig-
inal size and then downsampled the negative training data to three times 
of the original size of the positive training data, to obtain a positive to 
negative data ratio of 2:3. For the Procedure hierarchy, we upsampled 
the positive training data to five times its original size and then down-
sampled the negative training data to the (same) size of the positive 
upsampled data, to obtain a positive to negative data ratio of 1:1. For 
both hierarchies, 20 experiments were conducted, namely ten experi-
ments with summarization and ten without summarization. 

The average Precision, Recall, F1 and F2 results for the Clinical 
Finding hierarchy with downsampling only are compared with mixed 
sampling in Table 4. For IS-A classification, the averaged F1 score of the 
Hierarchy model with downsampling-only is 0.89, which is marginally 
better than the F1 score of 0.88 for mixed sampling. Similarly, for the 
Area Taxonomy model, the average F1 scores are 0.87 vs. 0.86. These 
differences are practically not significant. We observed a similar trend 
for the non-IS-A classification, where the models with downsampling- 
only achieved slightly higher averaged F1 scores. 

The averaged Precision, Recall, F1 and F2 results of ten experiments 
with downsampling-only for the Procedure hierarchy are compared with 
mixed sampling in Table 5. For IS-A classification, the averaged F1 
scores of the Area Taxonomy model using downsampling-only is 0.82, 
which is better than for mixed sampling, where the F1 score of 0.81. For 
the Hierarchy model, the average F1 scores are the same: 0.87. We 
observed a similar trend for the non-IS-A classification, where the model 
with downsampling-only achieved higher averaged F1 scores for the 
Area Taxonomy model, while having the same F1 scores for the Hier-
archy model. 

5. Discussion 

In this paper, we have moved from the CNN model in previous work 
[7,9] to using the BERT model. We investigated a hybrid technique, 
testing whether ontology summarization can be used with BERT, a 
model targeting NLP applications, to improve the recall for concept 
placement. The model differences lie in the neural network structures. 
BERT is composed of transformers, while CNN is a neural network 
performing layer-wise convolutions. Transformers in BERT are 
attention-based, which means BERT can learn the underlying 

Table 1 
Precision (P), Recall (R), F1, and F2 scores for ten experiments of Clinical Finding hierarchy.  

Clinical Finding IS-A Classification Non-IS-A Classification 

Hierarchy Area Taxonomy Hierarchy Area Taxonomy 

No. P R F1 F2 P R F1 F2 P R F1 F2 P R F1 F2 

1  0.83  0.94  0.88  0.92  0.79  0.95  0.87  0.91  0.93  0.81  0.87  0.83  0.94  0.75  0.84  0.78 
2  0.84  0.93  0.88  0.91  0.8  0.96  0.87  0.92  0.93  0.82  0.87  0.84  0.95  0.77  0.85  0.80 
3  0.85  0.94  0.9  0.92  0.8  0.96  0.87  0.92  0.94  0.84  0.88  0.86  0.95  0.76  0.84  0.79 
4  0.87  0.94  0.9  0.93  0.8  0.96  0.87  0.92  0.93  0.86  0.9  0.87  0.95  0.76  0.85  0.79 
5  0.83  0.93  0.88  0.91  0.81  0.96  0.88  0.93  0.93  0.81  0.87  0.83  0.95  0.78  0.85  0.81 
6  0.86  0.94  0.9  0.92  0.81  0.96  0.88  0.93  0.93  0.85  0.89  0.86  0.95  0.78  0.86  0.81 
7  0.85  0.94  0.89  0.92  0.79  0.96  0.87  0.92  0.93  0.84  0.88  0.86  0.95  0.75  0.84  0.78 
8  0.84  0.94  0.89  0.92  0.8  0.96  0.87  0.92  0.93  0.83  0.88  0.85  0.95  0.76  0.84  0.79 
9  0.83  0.94  0.89  0.92  0.8  0.96  0.87  0.92  0.94  0.81  0.87  0.83  0.95  0.76  0.84  0.79 
10  0.87  0.94  0.9  0.93  0.8  0.96  0.87  0.92  0.93  0.85  0.89  0.86  0.95  0.75  0.84  0.78 
Average  0.85  0.94  0.89  0.92  0.80  0.96  0.87  0.92  0.93  0.83  0.88  0.85  0.95  0.76  0.85  0.79 
Standard Deviation  0.02  0.00  0.01  0.01  0.01  0.00  0.00  0.00  0.00  0.02  0.01  0.02  0.00  0.01  0.01  0.01  
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“attention” of the input text and each word’s relationships to its context. 
This makes BERT more appropriate for this concept placement task 
(which is text-based relationship identification) as CNN is merely 
functioning as a classifier. 

One question is whether an ML model should be better trained with 

the whole SNOMED or just with the hierarchy to which we are adding 
this concept. The ontological modeling differences among the 19 hier-
archies of SNOMED CT will inevitably propagate to the downstream ML 
model. This may impair the performance of the trained ML model in 
distinguishing IS-A links in different hierarchies, because different hi-
erarchies are often modeled by different curators and are modeled 
following different modeling principles. The features learned from the 
Clinical Finding hierarchy are most likely less useful for distinguishing IS- 
A links in other hierarchies, e.g., Specimen, that are covering a different 
subject. Verifying this plausible conjecture remains a task for future 
work. 

To assess the performance of traditional Machine Learning methods 
for classification or prediction problems, the common approach is to 
evaluate a model/system’s performance with the F1 score, the harmonic 
average of recall and precision. However, there are applications, where 
recall is more important than precision. In some areas, such as web 
search, the precision is almost impossible to ascertain, because many 
web searches report tens of thousands of hits that cannot be evaluated 
manually. When recall is more important than precision, researchers 
traditionally switch to a higher order F-measure such as F2, as was done 
in this paper, contrasting it with F1. Recall is considered more important 
whenever the penalty for missing a positive instance is much higher than 
the penalty of getting a negative instance falsely reported as positive. 
Thus, in medicine/medical informatics, we want all cancer cases to be 
discovered by a (cheap) test, at the risk of getting false positives that can 
be disproved by a subsequent (more expensive) test. 

A similar situation exists in NLP, when a two-step process of a fast 
and simple tagger and a more complex parser is used. The tagger is 
expected to have high recall, which will improve the accuracy of the 
parsing step [47]. The task of finding one or several parents for 2005 
new concepts is difficult and time-consuming for a human curator. Thus, 
we view our model-based prediction as corresponding to the NLP tagger, 
while the human curator takes on the role of the parser. This makes the 
recall of the model-based prediction more important than the precision. 

Our objective is to increase the recall when identifying the parent(s), 

Table 2 
Precision (P), Recall (R), F1, and F2 scores for ten experiments of Procedure hierarchy.  

Procedure IS-A Classification Non-IS-A Classification 

Hierarchy Area Taxonomy Hierarchy Area Taxonomy 

No. P R F1 F2 P R F1 F2 P R F1 F2 P R F1 F2 

1  0.78  0.98  0.87  0.93  0.7  0.99  0.82  0.91  0.97  0.72  0.83  0.76  0.98  0.58  0.73  0.63 
2  0.78  0.98  0.87  0.93  0.69  0.98  0.81  0.90  0.98  0.72  0.83  0.76  0.97  0.56  0.71  0.61 
3  0.77  0.98  0.86  0.93  0.7  0.98  0.82  0.91  0.98  0.71  0.82  0.75  0.97  0.58  0.73  0.63 
4  0.77  0.98  0.86  0.93  0.69  0.98  0.81  0.90  0.98  0.7  0.82  0.74  0.97  0.56  0.71  0.61 
5  0.77  0.98  0.86  0.93  0.7  0.99  0.82  0.91  0.97  0.71  0.82  0.75  0.98  0.57  0.72  0.62 
6  0.77  0.98  0.87  0.93  0.69  0.98  0.81  0.90  0.98  0.71  0.82  0.75  0.97  0.56  0.71  0.61 
7  0.77  0.98  0.87  0.93  0.73  0.99  0.84  0.92  0.98  0.71  0.82  0.75  0.98  0.64  0.77  0.69 
8  0.8  0.98  0.88  0.94  0.71  0.98  0.82  0.91  0.98  0.75  0.85  0.79  0.97  0.59  0.73  0.64 
9  0.78  0.98  0.87  0.93  0.74  0.99  0.85  0.93  0.98  0.71  0.83  0.75  0.98  0.66  0.79  0.71 
10  0.77  0.98  0.86  0.93  0.68  0.99  0.81  0.91  0.97  0.7  0.81  0.74  0.97  0.54  0.7  0.59 
Average  0.776  0.980  0.867  0.931  0.703  0.985  0.821  0.912  0.977  0.714  0.825  0.755  0.974  0.584  0.730  0.635 
Standard Deviation  0.01  0.00  0.01  0.00  0.02  0.01  0.01  0.01  0.00  0.01  0.01  0.01  0.01  0.04  0.03  0.04  

Table 3 
Prediction results of two models on five IS-A & five non-IS-A examples from 
Clinical Finding hierarchy. Green fill indicates that the model correctly predicted 
the True Label.  

Index Test Concept New Concept True 
Label 

Hierarchy 
model 
prediction 

Area 
Taxonomy 
prediction 

1 Visual cortex 
injury 

Injury of right 
visual cortex 

1 1 1 

2 Drug therapy 
finding 

Has supply of 
rescue 
medication 

1 1 1 

3 Cerebrovascular 
disease 

Occlusion of left 
pontine artery 

1 1 1 

4 Decreased 
hearing 

Congenital 
conductive 
hearing loss 

1 0 1 

5 Congenital 
anomaly of fetus 

Malformation of 
central nervous 
system of fetus 

1 1 1 

6 Disorder of 
bilateral ulnar 
nerves 

Loss of tissue of 
right eye co- 
occurrent with 
laceration 

0 0 0 

7 Gastric ulcer Complex burn of 
wrist 

0 0 0 

8 Occlusion of left 
cerebellar artery 

Dissection of 
basilar artery 

0 0 0 

9 Osteomyelitis of 
right ankle 

Bone cyst of 
right foot 

0 1 1 

10 Injury of toe Open wound of 
left foot 

0 1 0  

Table 4 
The average Precision (P), Recall (R), F1, and F2 scores for ten experiments of the Clinical Finding hierarchy with two sampling approaches.  

Clinical Finding IS-A Classification Non-IS-A Classification 

Hierarchy Area Taxonomy Hierarchy Area Taxonomy 

P R F1 F2 P R F1 F2 P R F1 F2 P R F1 F2 

Downsampling-only Average  0.85  0.94  0.89  0.92  0.80  0.96  0.87  0.92  0.93  0.83  0.88  0.85  0.95  0.76  0.85  0.79 
Standard 
Deviation  

0.02  0.00  0.01  0.01  0.01  0.00  0.00  0.00  0.00  0.02  0.01  0.02  0.00  0.01  0.01  0.01 

Upsampling positive sample 
and downsampling 
negative sample to 
achieve 2:3 

Average  0.83  0.92  0.88  0.90  0.79  0.95  0.86  0.91  0.91  0.81  0.86  0.83  0.93  0.74  0.83  0.77 
Standard 
Deviation  

0.01  0.00  0.01  0.00  0.01  0.00  0.01  0.00  0.01  0.01  0.01  0.01  0.00  0.02  0.01  0.02  

H. Liu et al.                                                                                                                                                                                                                                      



Journal of Biomedical Informatics 112 (2020) 103607

12

thus placing more concepts algorithmically in their proper positions in 
the hierarchy. High recall and low precision mean that some parents 
proposed by the system will be wrong, but most or all real parents will be 
identified. A manual review by a curator will easily expose false parents. 
For a curator it is a much easier task to verify a proposed placement and 
reject false parents, than to find the proper placement without algo-
rithmic help. Hence, we chose to increase the recall at the expense of 
lowering the precision. 

To illustrate this point, consider an example with 100 true IS-A links 
to correct parents. Method 1 finds 120 IS-A links, of which 90 are cor-
rect. Method 2 finds only 100 links, of which 80 are correct. For Method 
1 the numbers are (R = 0.9, P = 0.75); for Method 2 (R = 0.8, P = 0.8). 
For the human curator it is easier to reject the 30 false positives of 
Method 1 than to find the 10 links that Method 2 is missing relative to 
Method 1, because she would potentially need to review the complete 
hierarchy. For example, in our testing there are five parent candidates for 
concept Laceration of adductor muscle of thigh: Traumatic injury of skeletal 
muscle, Laceration of lower limb, Weakness of extremities as sequela of 
stroke, Paresthesia, Subretinal lesion. As Laceration of adductor muscle of 
thigh is essentially a muscle laceration of the thigh, a domain expert can 
easily accept the first two concepts Traumatic injury of skeletal muscle and 
Laceration of lower limb as the parents, and reject the other concepts 
because they are out of scope of muscle laceration. 

Consider our novel transformation from the immediate hierarchical 
neighborhood (Fig. 4(a)) to a text format fitting for training BERT (Fig. 4 
(c)). In Fig. 4(a) there are m + n IS-A relationships, which are all 
captured in the text, where n-m IS-A relationships from the focus concept 
F to parents are repeated. In our earlier work [17], the modeling was 
different. It was composed of three sentences. In the first sentence, all 
the parents’ names were concatenated. The second sentence was the 
focus concept’s name. The third sentence was obtained by concatenating 
all the children’s names. In that configuration, only two IS-A relation-
ships of the m + n IS-A relationships in the immediate hierarchical 
neighborhood of F were captured: from F to the last parent Pm and from 
the first child C1 to F. Those were the only two occurrences of consec-
utive pairs of phrases, reflecting IS-A relationships in the resultant text. 
The name of F is not the next sentence for the phrase with the name of 
any of the other parents, as the name of Pm is in the middle. 

A similar situation exists for the children. Thus the previously re-
ported modeling [17] was inferior to the one presented in this paper. 
Indeed, comparing with the testing result for the Clinical Finding hier-
archy [17], while the average recall here is about the same, the precision 
is improved from 0.79 to 0.85, reflecting a better training of the BERT 
model to distinguish between IS-A links and non-IS-A links. This 
improvement shows the importance of accurate modeling of such a 
transformation from the immediate hierarchical neighborhood to a text 
format. The test data in both studies has been the same, reflecting the 
upgrade of SNOMED from the July 2017 release to the January 2018 
release. However, the previous research [17] was important as the first 
work showing that it is possible to harness the power of the BERT model 
to differentiate between IS-A pairs and pairs not linked by IS-A re-
lationships in an ontology. 

For training, we selected negative instances that are close to positive 

instances to better train the model to distinguish between IS-A and non- 
IS-A concept pairs. Better training should yield better performance in 
testing. However, during testing, we need to test with a sample taken 
from all concepts in the hierarchy, since we do not know where the 
parents will be. 

For both hierarchies, the new transformation from the immediate 
hierarchical neighborhood of the ontology to the text format yields a 
very high recall without ontology summarization, 0.94 and 0.98 for the 
Clinical finding and Procedure hierarchies, respectively. This high recall 
result leaves only little room (0.06 and 0.02) for improvement by the 
taxonomy summarization. For the Clinical finding hierarchy, the 
improvement of 0.02 in the Recall was one third of the potential 
improvement (0.06). For the Procedure hierarchy, the improvement of 
0.005 in the Recall was one quarter of the potential improvement (0.02). 
When the Recall is already high, it is harder to achieve an improvement. 
The relative improvement (one third vs. one quarter) is similar. 

To address the issue of imbalanced training data, we repeated our 
experiments with mixing the use of downsampling for the majority class 
and upsampling for the minority class. In addition, we tested the impact 
of using equal sizes of training data (ratio of 1:1) versus using different 
sizes (2:3). In these experiments, we observed the same phenomenon 
that the recall for the model with summarization data is improved versus 
the recall for the model without summarization data. 

Future work: The essence of transfer learning is to exploit knowl-
edge gained from a pre-trained model and apply it to solve another 
problem. Hence, the quality, richness, and bias of the pre-trained model 
determines its compatibility with a downstream task. In this paper, we 
fine-tuned the BERTBASE model (due to hardware limitations) for an IS-A 
relationship classification task. In the future, we will experiment with 
the BERTLARGE model, which has more parameters than the BERTBASE 
model and was proven to be more powerful in various NLP benchmark 
tests. Another possibility to improve performance is to fine-tune a pre- 
trained model embedded with rich medical knowledge. Hence, we will 
employ BERT’s variants in the biomedical or clinical domains, for 
instance, BioBert [23], ClinicalBERT [24] and NCBI BlueBERT [25], to 
deal with the IS-A relationship classification task in a medical ontology. 
In addition, our proposed method has the potential to be modified for 
use as a quality assurance tool, e.g., recommending missing IS-A re-
lationships for primitive concepts, or identifying intermediate IS-A re-
lationships to uncover concepts that are too general and should be 
ancestors rather than parents. 

6. Conclusions 

We demonstrated that the language representation model BERT can 
be fine-tuned to predict IS-A relationships between new concepts and 
pre-existing concepts in SNOMED CT. This model can not only identify 
potential parents of a new concept, but also filter out irrelevant con-
cepts, reducing the number of improper placement choices for a concept. 
We showed that the trained BERT model achieved an average F1 (F2) 
score of 0.87 (0.92) in testing with 8,574 concept pairs containing 2005 
new concepts in the Clinical Finding hierarchy of SNOMED CT. The 
average F1 (F2) score in testing with 3,908 concept pairs containing 911 

Table 5 
The averaged Precision (P), Recall (R), F1, and F2 scores for ten experiments of the Procedure hierarchy with two sampling approaches.  

Procedure IS-A Classification Non-IS-A Classification 

Hierarchy Area Taxonomy Hierarchy Area Taxonomy 

P R F1 F2 P R F1 F2 P R F1 F2 P R F1 F2 

Downsampling-only Average  0.78  0.98  0.87  0.93  0.70  0.99  0.82  0.91  0.98  0.71  0.83  0.75  0.97  0.58  0.73  0.63 
Standard 
Deviation  

0.01  0.00  0.01  0.00  0.02  0.01  0.01  0.01  0.00  0.01  0.01  0.01  0.01  0.04  0.03  0.04 

Upsampling positive sample 
5 times and downsampling 
negative sample to 1:1 

Average  0.79  0.97  0.87  0.93  0.70  0.98  0.81  0.90  0.96  0.74  0.83  0.77  0.96  0.58  0.72  0.63 
Standard 
Deviation  

0.02  0.00  0.01  0.00  0.01  0.00  0.01  0.00  0.00  0.03  0.02  0.02  0.00  0.02  0.01  0.02  
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new concepts for the Procedure hierarchy was 0.821 (0.912). Further-
more, we employed the Area Taxonomy ontology summarization tech-
nique to refine the training data, which resulted in a higher Recall. 
Ontology curators can benefit from this high Recall, since it indicates 
that the trained model will propose a higher ratio of proper parents for a 
given concept. Therefore, the proposed method can save curators time 
and effort that would be needed to search for those parent candidates 
manually. 
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