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Abstract

The power load demand of a data centre is in many ways different to that of
a residential area. There are differences in the load profiles, the impact of the
environmental parameters, the number of peak load demand occurrences in
a day as well as peak and off-peak demand. The residential load demand is
a complex function of human behaviour which varies based on the geograph-
ical, economical, and social characteristics of the consumers. In contrast,
estimating the power load of a data centre is rather straightforward. Due to
the specific nature of the power load demand of a data centre, finding the
optimal configuration of the supplying microgrids can be achieved using off-
the-shelf optimisers once an optimisation model has been established. This
paper presents a model for finding high-quality microgrid configurations for
an enterprise-size green data centres. We present an optimisation model that
considers the costs and greenhouse gas emissions associated with all compo-
nents of the microgrid system, as well as their interactions. The capital,
operational, and degradation costs are calculated based on a lifetime of 20
years for the system. Our application of this model to a real scenario of a
data centre with a given load demand in a specified environment demon-
strates that the model can compose good-quality microgrid configurations
for different tradeoffs of cost and sustainability.

Keywords: microgrid design optimisation, green data centre, sustainable
computation, metaheuristic optimisation
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1. Introduction

Data centre facilities provide businesses with servers, virtual machines,
data storage and other services for rent. In 2019, data centres have consumed
around 3% of all power generated on the planet [1]. In general, data centres
rely on the main power grid for providing the necessary power, which in most
countries is still generated using fossil fuels. With the dramatic worldwide
growth of the information technology sector, the traffic of data centres and
their energy consumption are projected to increase considerably over the
coming decades. This will increase the overall cost of running the data centres
as well as the greenhouse gas emissions. In this case, one solution that can
reduce the power consumption cost is to supply data centres with renewable
energy based microgrids, also known as green microgrids [2].

On the other hand, a green microgrid system provides several benefits
as an alternative to a conventional electricity infrastructure, especially when
the load is concentrated, as it is in a data centre. These include the reduc-
tion of transmission losses, increased power generation efficiency, increased
reliability, and pollution reduction [3, 4].

Whitfield [1] recently elaborated the importance of green data centres and
laid out the opportunities arising from cheaper photovoltaics, which provides
the opportunity to self-generate renewable power, which invariably leads to
establishing a microgrid for the data centre. This is particularly relevant
in the context of Microsoft, Amazon and Google all committing to 100%
renewable energy use.

Existing work on green microgrid design discusses mostly two major
themes which have to be considered for a successful microgrid architecture:
1. microgrid component selection and sizing and 2. microgrid configuration
and operation planning [5, 6, 7].

The first concerns itself with the sizing and selection of components with
the objective of minimising capital and operational costs while considering
environmental aspects. The selection of the distributed energy resources
(DERs), the energy storage system and other components have to satisfy
constraints imposed by the power loads, information technology, capital, op-
erational and maintenance costs, climate information, and utility tariff. In
addition to the variable nature of renewable energy sources, human behaviour
causes load demand fluctuations, which have to be accommodated by the mi-
crogrid design methodology [8, 9, 10].

Microgrid operation planning, on the other hand, regulates the optimal
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operation in the short/medium term. The aim is to minimise cost while
accommodating uncertainty, load fluctuations and unplanned disturbances
[11, 12].

Optimising the microgrid system requires considerable computation. Many
researchers have focused on developing efficient methodologies that save com-
putations [14, 15]. Several studies have proposed using heuristic optimisation
techniques to find near-optimal microgrid configurations. Heuristic tech-
niques have the advantage of converging quicker and escaping from local
optima, over most of the mathematical optimisation methods [13, 14].

Radial Movement Optimisation (RMO) is a particle-based optimisation
algorithm which has been shown to provide high-quality solutions quicker
than other techniques in the categories of Genetic Algorithms (GA) and
Particle Swarm optimisation (PSO) [15]. However, any other stochastic op-
timiser could be used to find good quality results. The main contribution of
this work lies in the optimisation model, where the tradeoff between green-
house gas emissions and cost as part of the objective function is detailed by
taking into consideration the degradation of storage and generation units,
feed-in tariffs and grid electricity costs as well as defining a cost for emis-
sions. The selection criteria of the renewable energy sources and the param-
eters affecting the generation of renewables as well as storage are explained
and generation and storage units are selected. This contribution is useful in
practice, as many smaller data centres decide their proportion of renewable
energy based on financial and regulatory considerations [16]. We evaluate
the formulation by presenting different variations and their annual costs over
a period of 20 years to enable a comparison between microgrid options as
well as different assumptions of renewables obtained from the grid.

2. Green Microgrid System Components

The first step in designing a microgrid is the selection of generation and
storage components. Since the generation units of a green microgrid are
mainly renewables, the local environmental parameters are important for an
accurate prediction of the expected power and energy generation. The load
demand profile is another key factor in sizing the generation units.

Data centre power loads are less affected by consumer behaviour than
residential power consumption. Although consumers cause the demand for
the services of data centres, IT load demand is distributed over a wider area.

3



Therefore, meteorological parameters are more important than demograph-
ics, when designing microgrids for data centres. The key components and
their parameters are discussed in the following.

2.1. Green data centre load demand
Green data centres are designed, constructed and operated with sustain-

ability as a key criterion [17]. This includes low-emission building materials,
sustainable landscaping, and the use of alternative energy technologies such
as photovoltaics and wind. Green data centres are designed and constructed
for maximal energy efficiency and minimal environmental impact. The micro-
grids of green data centres also participate in the demand response programs
(DR) required by the main power system, managing the data centre’s power
and communications effectively such that renewable power can be fed to the
main grid [18, 19, 20].

Most existing studies focus on modelling and analysing the subsystems of
a data centre as independent entities without taking into consideration their
interconnections and the influence they have on the energy consumption of
other parts of the data centre [21, 22].

The data, air and power flow, as well as the interconnection of all compo-
nents in a typical green data centre, are shown in Fig. 1, in which the cooling
system is assumed to be based on chilled water, the most common design.
The data load of a data centre determines its total power consumption. Nev-
ertheless, this relationship is not linear and affected by the heat transfer
equations and the power consumption of the electricity supply equipment.

In general, there are three main components for a data centre which are
briefly explained in the following.

2.1.1. Information Technology Equipment

Information technology equipment (ITE) consists of a server farm and its
power supply which consume about half of the total energy consumed by a
typical data centre [23]. This component consists of servers, an uninterrupt-
ible power supply (UPS) unit, and power distribution units (PDUs). The
computing and storage units of the server farm are placed on racks which
contain tens of servers each. A regular data centre facility may be composed
of 10,000 racks or about 300,000 servers.

2.1.2. Cooling System

The cooling system is the second most significant power consumer in a
data centre. Removing the heat from the servers, it is commonly based on a
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Figure 1: The interactions of green data centre, microgrid, and the main grid.
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water chiller plant in which a vapour-compression or absorption cycle is used
to reduce the temperature of the cooling fluid. There are different techniques
for transferring heat between the data centre and the cooler using transport
fluid in data centres [24]. The ambient temperature has a considerable impact
on the power consumption of the chiller plant.

2.1.3. Miscellaneous Power Consumption

Lighting, security devices, control and monitoring systems, as well as
networking facilities are categorised as miscellaneous power consumption,
which is independent of server utilisation or environmental parameters. It
is affected only by the size of data centre and makes up approx. 6% of the
total power consumption.

2.2. Generation units and energy storage system

The selection of distributed energy resources (DER) for a microgrid re-
quires the consideration of load type and priority, average load and available
distributed energy resource technologies [25, 26]. The optimal size of the
selected DERs are dictated by considerations of capital cost, installation
cost, operation and maintenance cost, power rating, reliability of the system,
greenhouse gas emissions, and the lifetime of microgrid. The cost benefit of
microgrids based on renewable energy is often calculated by comparing the
cost of energy extracted from the DER units with the same amount purchased
from the main grid. However, cheap energy is not the sole aim of designing a
DER based microgrid system; environmental friendliness and energy security
are factors to consider when planning power distribution systems [27].

The power generation system considered in this research includes photo-
voltaics and wind with a battery system for energy storage. Hydro-power
is not included in the mix of renewable energy sources, because it does not
lend itself for inclusion as a component. The opportunity for hydro arises
in specific environments, whereas microgrids that serve a specific data cen-
tres are co-located with the data centre to avoid transmission losses. Due to
the large size of hydro stations, unlike in previous centuries, these are now
connected to the main grid rather than a microgrid [28].

The power generation of photovoltaic (PV) panels mainly depends on the
solar irradiation which can be obtained from Eq. (1) [29].

PPV =
H

1000
× (1)
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[
Pmax + µPmax

(
Tamb + H NOCT − 20

800
− 25

)]
where H is the solar irradiation in W/m2, Pmax is the peak power being

generated by the PV panel, µPmax denotes the temperature coefficient of the
maximum power point, Tamb is the ambient temperature of the PV panel,
and NOCT denotes the normal operating cell temperature of the PV panel.
The 25 denotes the standard ambient temperature in Celsius, while other
constants are 800 as global solar flux in W/m2, and 20 as air temperature in
Celsius, measured in the nominal terrestrial environment (NTE) and reported
by Stultz and Wen [30].

The power generation model used for the wind turbines is shown in Eq.
(2). Each wind turbine’s rated power is 100 kW; therefore, the optimal size
of the wind energy system is to find the optimal number of wind turbines. It
is worth mentioning that the wake effect in a wind farm is neglected in this
study [31].

PWT = β1 × V 2 + β2 × V (2)

where 4 ≤ V ≤ 25 is the wind speed in m/s, and PWT is equal to zero
for other values of the wind speed due to cut in and cut off constraints of
the wind turbine. The β1 and β2 constants are based on the wind turbine
characteristics which are equal to 1.43 and -4.29, in this study.

In energy management systems, the mathematical model of the battery
system includes the state of charge (SOC) and charging/discharging rate
(C-rate) [29] while detailed battery model consisting of a set of partial dif-
ferential equations (PDE) for the voltage level and its associated constraints
as presented by Zou et al. [32], is neglected. While the charge and discharge
time vs. C-rate depend on the battery type, in general, a higher C-rate
leads to faster charge and discharge for the battery energy stored [33]. A
high C-rate degrades the battery lifetime and efficiency. Regarding the SOC
of the battery system, some constraints have to be taken into account. As
suggested by Prajapati et al. [34], a SOC greater than 20% can help bridge
the gap between the renewable energy shortage and the load demand. On
the other hand, overcharging of the battery to more than 80% of SOC is not
recommended due to possible physical damages to the storage system.

The energy storage system has been mainly used to enhance the stability
and efficiency of the microgrid system. It provides the possibility of reducing
the peak generation value as well as adapting the generation with consumer’s
time of use pattern by performing power balancing between the load demand
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and energy generation [35, 36].

3. Microgrid Optimisation Model

This section provides mathematical models for the costs and the green-
house gas emissions associated with all components of the microgrid system,
in order to optimise the size of renewable generation units and the storage
system using hourly simulation of electricity power, costs, and emissions.

Each arbitrary sizing of the microgrid is evaluated based on the sum-
mation of hourly operational costs and an equivalent present-time cost for
their capital and lifetime costs, as well as the greenhouse gas emissions. The
evaluation is performed using a fitness function composed of the associated
costs and emissions. For a given configuration, the output power of each
renewable generation unit and the load demand are calculated based on the
local environmental parameters.

Ultimately, the optimal size of the microgrid components for the given
green data centre will have the minimum annual fitness value. The opti-
misation algorithm and the fitness function are presented in Section 4. The
technical aspects of the microgrid topologies such as AC or DC are not within
the scope of this research work.

3.1. Generation and storage costs

Photovoltaic generation generally does not incur much operational cost,
but its capital cost is quite considerable. Both maintenance and operational
cost of wind turbines and the capital investment cost are high. In this study,
the fixed annual cost (Cfix

an ) of PV and wind energy are set to 650 and 480
$/kWyear, as used by Mizani and Yazdani [37]. Since some utility companies
agree to buy the excess renewable energy generation using a feed-in tariff,
this has to be considered in the model as a feed-in rate (R ) which normally
varies based on the utility companies and also the type of renewable energy
system. The feed-in rate is usually quite small compared to the retail price
of the electricity, and was set to 0.14 $/kWh for both PV and wind energy,
in this study. Eq. (3) shows the annual cost Can for gth renewable energy
generation units.

Can[g] = Cfix
an [g]−

8760∑
h=1

Pg[h]× Rg (3)
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where Pg[h] is the power sold to the utility company at h hour from gth

renewable energy generation unit, here assuming a year (8760 hours).
For the battery system, in addition to a fixed installation and invest-

ment cost, degradation cost (D) has to be considered. Although the exact
degradation cost of a battery system can be dependent on the depth of dis-
charge (DOC) and SOC, it is accurate enough to assume it as a fixed cost
per kW. The total annual cost of the battery system consists of a fixed an-
nual cost (Cfix,bat

an ) representing the investment and installation costs, and
the charge/discharge degradation cost which is calculated by multiplying the
charge/discharge power (Pbat) by the degradation rate (D). The annual cost
of the battery system is obtained using Eq. (4).

Cbat
an = Cfix,bat

an +
8760∑
h=1

Pbat[h]×D (4)

In this study, the (Cfix,bat
an ) is 240 $/kWyear and the degradation rate

(D) is 0.04 $/kW.
In addition, the total annual cost for generation and storage is then cal-

culated as shown in Eq. (5), where Can[g] represents the annual cost of the
gth generation unit and NRE denotes the total number of renewable energy
generation units.

Ctotal
an =

NRE∑
g=1

Can[g] + Cbat
an (5)

3.2. Grid electricity costs

The electricity purchased from the utility companies is considered as pur-
chased from the grid which can be represented by various cost functions rel-
ative to the tariff (fgrid(Pgrid)). Therefore, the annual cost of the electricity
purchased from the grid can be obtained from Eq. (6).

Cgrid
an =

8760∑
h=1

fgrid(Pgrid[h]) (6)

where Pgrid is the hourly power purchased from the grid in kW. In this study,
the price function of the grid electricity is considered to be flat rate at 0.26
$/kWh.
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Table 1: Emission factors for different green gas pollutants

pollutant CO2 CO UHC SO2 NOx PM
Xp 0.632 6.5e-3 7.2e-4 7.2e-4 1.34e-3 4.9e-4

3.3. Emissions costs

The greenhouse gas emissions are another factor in microgrid design and
planning which is modelled as a cost in this study. No pollutant is taken into
account for PV, wind generation and battery system, but the total annual
emissions (Ean) of the electricity purchased from the grid is obtained using
Eq. (7).

Ean =
8760∑
h=1

Pgrid[h]×
M∑
p=1

Xp (7)

where M is the number of pollutants and Xp is the emission factor of pth pol-
lutant in kg/kWh. The major pollutants considered in this study are Carbon
Monoxide (CO), Carbon Dioxide (CO2), Sulfur Dioxide (SO2), Unburnt Hy-
drocarbons (UHC), Particulate Matter (PM), and Nitrogen Oxides (NOx)
which are represented with their emission factors in Table 1 [37]. Since the
emission factors depend on the fuel mix burnt in the power plants, their
real values might vary between two power systems. Therefore, the presented
values are rough assumptions for a power system relying on coal fired power
plants. For instance, if the majority of the grid electricity is generated by the
nuclear power plants, the grid emission factors are lower than what presented
in Table 1. The unit for the pollutant emission factor is kg/kWh that results
in kg being the unit for the total annual emissions.

3.4. Microgrid Power Balance

There are two factors for consideration in microgrid reliability which are
loss of power supply (LPS) and loss of load (LOL) [29]. In this study, the
prime power suppliers for the load demand of the green data centre (PGDC)
are solar power (P tot

PV ) and wind power (P tot
WT ). If the load demand PGDC is

greater than the total renewable power generation (P tot
PV +P tot

WT ), there are two
options to supply the excess load: battery power Pbat, and purchasing from
the grid Pgrid. In case that there is excess renewable generation P tot

PV +P tot
WT >

PGDC , the battery will be charged first, the remaining power will be fed into

10



the main grid. Therefore, battery power and the grid power are used to
ensure that the power balance shown in Eq. (8) must always hold.

P tot
PV + P tot

WT + Pgrid = PGDC + Pbat (8)

4. Radial movement optimisation

Radial Movement Optimization (RMO) [38] is a metaheuristic global op-
timisation algorithm that uses a vectorised search space to model the problem
environment where each particle at each step proposes a solution to the prob-
lem and the overall movement of the particles is towards better areas of the
search space. RMO is initialised according to Eq. 9.

Xi,j = Xmin(j) + rand(0, 1)×
(
Xmax(j) −Xmin(j)

)
(9)

where Xi,j is the location matrix of the particles, i represents the number
of particles and j the number of dimensions. Xmin(j) and Xmax(j) represent
the constraints for the jth dimension. rand(0, 1) is drawn from a normal
distribution.

The centre point cp is the location of the particle with the best fitness
value, obtained after the initialisation.

The velocity matrix Vi,j determines how far each particle moves. The
inertia weight Wk (Eq. 10) is updated after each generation to determine the
convergence rate of the algorithm.

Wk = Wmax −
(
Wmax −Wmin

itmax

)
× itk (10)

V k
i,j = Wk × rand(0, 1)× Vmax(j)

Since the velocity matrix is dependent on the inertia weight, the values of
Wmax and Wmin determine the convergence strategy. In this study, they are
set to 1 and 0.2 respectively based on preliminary investigations.

The location of the best fitness value is stored as the radial best (Rbest).
The best Rbest of all past iterations is the global best (Gbest). The vector
diagram of the particle movement is shown in Fig. 4.

The location of the Rbest and Gbest are used to create the update vector
up, which is obtained by Eq. (11) and used to update the location of cp for
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After the particles are sprinkled, their locations must be evaluated using the objective 

function. The location of the best fitness value is stored as the radial best (Rbest). The best 

Rbest found through all the generations past is known as the global best (Gbest). The location 

of the Rbest and Gbest are used to create the Update (up) vector which is obtained from 

Equation (7). Later on, as in Equation (8), the up vector is used to update the location of the 

cp for the next generation. The vector diagram of the particle movement is shown in Figure 3. 


  upcpcp kk 1

      (7) 

   kk cpRbestCcpGbestCup 


21    (8) 

 

 

Figure 3. A simple diagram of updating the cpusingup vector. 

 

In Equation (8), C1 and C2 are the movement coefficients and must be adjusted prior to 

running the algorithm. Afterwards, for the new generation, the sprinkling of the particles will 

be done from the new cp. Again, the location of the particle with the best fitness value 

represents the Rbest and must be compared to the current Gbest. If the current Rbest has a 

better fitness, the value of the Gbest will be replaced with Rbest for the next generation. The 

process is running until we meet the stoppage criteria as discussed before. A scenario of two 

tandem generations is represented in Figure 4 where the up vector is used to update the cp.  

kcp  

Gbest  

kRbest  

1kcp  

 k
cpGbestC 1  

 kk
cpRbestC 2  

up  

Figure 2: How to update the centroid.

the next iteration, as shown in Eq. (12).

cpk+1 = cpk + up (11)

up = C1×
(
Gbest− cpk

)
+ C2×

(
Rbest− cpk

)
(12)

In Eq. (12), C1 and C2 are the movement coefficients and must be set
by the user. The process is repeated for the set number of iterations, where
the particles’ positions will be determined based on new centroids cp.

The stopping criterion can be either a maximum number of iteration or
a minimum value of deviation for the Gbest; i. e. the α value being smaller
than a predefined number in Eq. (13).

α =
∣∣Gnew

best −Gold
best

∣∣ (13)

For a detailed description of the algorithm see Rahmani and Yusof [38].

4.1. Search space and fitness function

For RMO to find good solutions to a problem, the multidimensional so-
lution space which contains all possible solutions has to be defined. In this
study, the search space consists of NPV , NWT and Nbat which are the num-
bers for PV panels, wind turbines and battery banks respectively. Each 20
PV modules of 250 W (i.e. 5 kW) is considered to be the minimum scale for
installation. In general, the configuration that proposes the lowest cost and
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emissions is desired; however, there is always a trade-off between these two
parameters. Hence, the optimisation problem and its constraints become as
stated in Eq. (14).

min
(
θ · Ctotal

an + (1− θ) · Ean

)
(14)

subject to : NPV = 20× x1 : x1 ∈ Z∗

NWT = x2 : x2 ∈ Z∗

Nbat = x3 : x3 ∈ Z∗

0 ≤ θ ≤ 1

where the θ value denotes the trade-off factor between the cost and emis-
sions.

5. Simulation Results and Discussion

In this section, we present the power load demand based on real climate
data and the microgrid design optimisation results.

5.1. Environmental parameters

In this study, the hourly environment temperature, irradiation, and wind
speed are obtained from the National Renewable Energy Laboratory (NREL)
website [25]. Fig. 3 shows the hourly temperature profile for the first week
of June 2016 (summer week) and December 2016 (winter week). In addition,
the hourly solar irradiation and wind speed for a summer week is shown in
Fig. 4.

5.2. Data centre load demand simulation

As a case study for modelling, we assume a data centre with a structure
shown in Fig. 1 and a server farm consisting of 40,000 computer servers. The
annual hourly server utilisation and power consumption of the data centre
are generated based on the weekly utilisation profile presented by Maćıas and
Guitart [39] and the simulation power model presented in [40]. Fig. 5 shows
the annual hourly power consumption profile of the data centre for whose
microgrid configuration is optimised.

The statistical analysis of the power load, presented in Table 2, shows
that the power consumption is never less than 60% of the average power
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Figure 3: Hourly outdoor ambient temperature of data centre for one week.
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Figure 4: Hourly outdoor ambient temperature of data centre for one week.

consumption which means the data centre always requires a huge amount of
power, even at its off-peak times. Also, the total annual energy consumption
of the data centre is about 118.7 GWh.
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Table 2: Statistical analysis of the annual power consumption profile of the data centre.

Min. Max. Mean Median Stdev Range
8.1e+06 2.3e+07 1.4e+07 1.3e+07 3.6e+06 1.5e+07
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Figure 5: Generated annual hourly power consumption profile of the data centre.

5.3. Microgrid design optimisation

Based on the annual hourly data and the models for renewable energy
generation units and battery system, the a near-optimal configuration of the
microgrid is obtained using RMO. The number of particles is set to 10 and
the stopping criterion is either reaching the maximum iteration of 200 or the
α value in Eq. (13) be less than 105. The experiment included 10 simulation
runs, whose results were identical. Each run takes less than 10 minutes. As
the base scenario, the trade-off factor between the cost and emissions was
set to 0.7. Further analysis on the impact of this factor on the resulting
configuration is presented in Section 8.
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Table 3 shows the capacity of PV, wind and battery systems and some
details about the cost and emission for the configuration obtained from the
optimiser as well as the grid-only solution. The annual 24-hour moving aver-
age of the data centre load and the total renewable power generation of the
optimised configuration is demonstrated in Fig. 6.
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106 Moving Average Power for Load and Renewable Generation

Figure 6: 24-hour moving average of the data centre load and the total renewable power
generation during one year for the base scenario.

Fig. 7 shows the annual contribution of different energy sources in sup-
plying the electricity of the green data centre. It can be observed that the
renewable sources supply 38% of the load demand for a year while wind en-
ergy provides 6% more than that of PV systems with 16%. The main grid
still provides 62% of the electricity required for the data centre.

The energy control and management strategy is based on supplying the
load demand with the renewable energy generation and storing the excess
green energy generation in the batteries. In case that the batteries are
charged fully, the power can be fed into the grid. If the renewable energy is
insufficient, first, the batteries will be discharged to supply the load demand,
and in the second instance, power will be purchased from the grid. Fig. 8
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Figure 7: The contribution of PV, wind and grid in supplying the load demand, in the
configuration provided by RMO.

Table 3: Comparison between the optimised and grid-only configurations over one year

configuration PV Wind Battery Total Annual Ean

(kWh) (kWh) (kWh) Cost ($) (ton)
RMO 1.0e+4 1.7e+4 5.5e+3 3.7e+7 5.2e+4
Grid only 0 0 0 3.2e+7 8.4e+4

demonstrates the power dispatch for the microgrid configuration produced
by RMO, over a 24-hour period. It can be observed that at 15th hour, the
control and management strategy of the microgrid let the excess renewable
power generation be stored in the batteries first, and if exceeds will feed in
to the main grid.

6. Analysing the impact of emission-free power in the grid

Traditionally, the grid has mainly relied on power plants based on fossil
fuels. Some grids include nuclear energy and increasingly, renewable energy
in the mix. The proportion of renewable energy varies. As an example, in the
United States, renewable energy provided 17.6% of the grid power in 2018,
while about 38% of the annual energy generation was CO2 free [41].
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Figure 8: Power dispatch for the RMO configuration of the microgrid, over a 24-hour
period.

In the simulation design explained in Section 5.3, the main grid was con-
sidered to be mainly relying on fossil fuels; therefore, greenhouse gas emis-
sions are considered as listed in Table 1. Due to a changing climate, na-
tions and their grid operators increasingly include renewable energy sources.
Therefore, we analyse the impact of including emission-free energy genera-
tion sources such as PV systems, wind energy, nuclear power plants, and
hydro-power in the main grid, on the resulting microgrid configuration.

We assume that the inclusion of emission-free power sources does not
affect the electricity price. Nonetheless, for this investigation, we have used
contemporary electricity pricing as experienced in Australia, listed in Table 4.
Including renewable energy in the grid mix makes it necessary to adjust the
emissions calculation as shown in Eq. (15).

Ean =
8760∑
h=1

Pgrid[h]× (1− ζ)×
M∑
p=1

Xp (15)

In Eq. (15), ζ represents the fraction of emission-free power generation
in the main grid. If ζ equals zero, the results are the same as the base
scenario with all parameters as explained in Section 5.3. In contrast, if
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the grid is completely emission-free, there will be no fraction of renewable
energy in the microgrid configuration. We considered 11 different values for
ζ and simulated the microgrid configuration for each of them individually.
Fig. 9 shows the results for the contribution of renewable generation in the
microgrid configuration, based on the proportion of emission-free power in
the grid. As expected, by increasing ζ, the contribution of the grid increases.
At ζ equals 0.9, all electricity is purchased from the main grid. There is
a linear relationship between the increase in the fraction of emission-free
generation in the grid, and the contribution of the grid in supplying the load
demand of the microgrid.

The model assumes that the reason for installing a dedicated microgrid for
a data centre is to supply the data centre with renewable energy. Installing
renewable energy generation units in a microgrid is more more expensive and
time-consuming than purchasing electricity from the power system. Another
possible reason for a microgrid is a remote location. In such cases, there
usually is no chance of obtaining grid energy. Our model is obviously not
suite for such conditions. Therefore, based on the problem definition and
scope of this study, if the grid is emission-free, there is no reason to include
a microgrid in the solution.

7. Analysing the impact of variable electricity price on the micro-
grid configuration

The electricity being purchased from the grid in the base scenario is at
a flat rate of 0.26 $/kWh. However, it is not always the case, and some
utility companies or main grid operators sell electricity at a variable price.
The time of use (ToU) tariff is a popular pricing scheme that determines the
electricity price based on the peak of community usage. It usually comprises
of peak, shoulder, and off-peak periods from which peak period is when the
load demand is at its highest, so as the electricity price. The off-peak period
mostly covers the times that the load demand is at its lowest, e.g., usually
after midnight till early morning. The remaining times is covered by shoulder
period in which the electricity price is between the peak and off-peak. Table
4 shows the electricity tariff for peak, shoulder, and off-peak periods as well
as the definition of each period. This pricing is obtained from the website
of a typical utility company [42]. The peak period lasts for 4 hours with
the electricity price of about 30% more than the flat rate used in the base
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Figure 9: Impact of emission free power source inclusion in the main grid on the microgrid
configuration.

scenario. In contrast, for 9 hours of each day during the off-peak period, the
electricity price is about 19% less than the flat price of 0.26 $/kWh.

Table 4: Time of use tariff for electricity purchase from the grid.

Time Period Price (c/kWh)
Peak 4pm to 8pm, weekdays 33.92
Shoulder 7am to 4pm, weekdays 25.44

8pm to 10pm, weekdays
7am to 10pm, weekends

off-peak all other times 21.20

If we update the Eq. 6 with the tariff shown in Table 4, and run the
simulation for the grid-only situation with no microgrid and keep all param-
eters as explained in Section 5.3, the total electricity cost will be $3.083e+7,
which is 3.8% less than purchasing the grid electricity at a flat price. In the
microgrid configuration, this overall lower price of grid electricity has led to
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more contribution from the main grid and less renewable energy fraction.
The resultant microgrid configuration comprises of 4.1% more grid contribu-
tion on annual energy supply, compared with Fig. 7, while the contribution
of wind turbines and PV panels in the annual energy supply of the microgrid
is about 21% and 13% respectively.

8. Analysing the impact of trade-off factor on the optimised con-
figuration

In order to analyse the impact of the trade-off factor, we define eight
scenarios in addition to the base scenario (θ = 0.7). The trade-off factor
was changed from 0.1 to 0.9 and the optimisation was carried out for each
scenario separately. The simulation parameters were kept constant for all
simulations. The results are shown in Fig. 10. It is obvious from the figure
that the higher a trade-off factor is selected, the lower the renewable energy
contribution. This is due to the higher capital cost of renewable energy
generation units. However, the change in the renewable fraction is not linear
in the trade-off factor. The change is more dramatic when the trade-off value
is closer to the constraints of 0 and 1. Almost the same pattern can be seen
in Fig. 11 where the total annual cost and the total annual emissions graphs
based on the trade-off factor are shown. It can be observed from the figure,
that the total annual cost decreases with increasing trade-off factor, while
the emissions have the opposite relationship with the trade-off factor. This
is rationally conclusive, as we expect the total cost to decrease when the
importance of the cost is higher in our optimisation problem.

9. Conclusions

In this paper, we presented an optimised microgrid configuration design
for a green data centre. The necessity to use green energy for data centres
has been recognised by larger and smaller providers. Depending on financial
means, environmental conditions and local regulations, providers may be
more or less ambitious in including self-generated renewables in their power
supplies [16]. Technologies that optimise for different tradeoffs of renewables
are therefore useful in practice. The proposed optimisation model provides
such a tool, which includes mathematical models for the costs and the green
gas emissions associated with all components of the microgrid system. The
capital, operational, and degradation costs during a lifetime of 20 years of
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Figure 10: The optimised renewable energy fraction for different scenarios.
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Figure 11: The change in optimised annual cost and emissions for different scenarios.
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the system are also being considered. Hourly environmental data such as
ambient temperature, solar irradiation and wind speed is used to calculate
the renewable energy generation of the microgrid and the load demand. As
a case study, a green data centre composed of 40,000 servers is modelled and
its power load demand is analysed. The resulting microgrid configuration
for the base scenario is composed of about 38% renewable energy generation
that increases the total cost by 16.7% while the greenhouse gas emissions is
reduced by 37.6%.
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