Synergistic Drug Combinations for Cancer Therapy

Peiran Jiang et al. conducted a study focusing on predicting synergistic anticancer drug combinations for specific cancer cell lines using a Graph Convolutional Network (GCN) model. The researchers constructed a multimodal graph incorporating drug-drug synergy (DDS), drug-target interaction (DTI), and protein-protein interaction (PPI) networks. The GCN was applied to heterogeneous graph embedding and link prediction to identify drug synergies. The model achieved an average AUC of 0.84 across 39 cell lines and outperformed traditional machine learning models like Random Forest and SVM. Many predicted drug combinations were found to have synergistic activity in the literature. This approach has practical applications in identifying promising drug combinations for experimental validation, potentially optimizing anticancer therapies. .(1)

Personalized Chemotherapy for TNBC Patients

Xinyi Yang et al. performed a retrospective cohort study using deep learning methods to evaluate the effectiveness of personalized chemotherapy for triple-negative breast cancer (TNBC) patients. They developed the Self-Normalizing Balanced (SNB) model, which predicted individual treatment effects using advanced causal inference and survival regression techniques. Data from 10,070 TNBC cases in the SEER database were analyzed. The SNB model reduced 10-year mortality rates by half for patients who adhered to its recommendations. It identified older patients with larger tumors and more positive lymph nodes as optimal candidates for chemotherapy. This method outperformed traditional clinical guidelines and other machine learning models, facilitating personalized treatment plans and reducing overtreatment. .(2)

Neoadjuvant Therapy Suitability in Breast Cancer

Enzhao Zhu et al. conducted a population-based retrospective cohort study to determine individual suitability for neoadjuvant systemic therapy (NST) in breast cancer patients. Data from 94,487 patients in the SEER database were analyzed, and six models were developed, including the Balanced Individual Treatment Effect for Survival data (BITES) model. BITES demonstrated superior performance, reducing breast cancer mortality by 21% and increasing survival by 21 months over a 10-year period. It identified patients with specific tumor characteristics, such as TNM stage IIB/IIIB and positive axillary lymph nodes, as those most likely to benefit from NST. The findings underscore the model’s utility in guiding personalized treatment decisions. .(3)

Designing Drug Molecules Based on Gene Expression

Dibyajyoti Das et al. presented a deep learning-based model called Gex2SGen (Gene Expression to SMILES Generation) for designing novel drug-like molecules targeting specific gene expression profiles. The model utilized a pretrained profile variational autoencoder (p-VAE) and a SMILES variational autoencoder (SMILES-VAE) to generate molecular structures conditioned on gene expression profiles. Gex2SGen successfully generated small molecules highly similar to known inhibitors of target genes, such as AURKA and ADRB3, and created novel compounds with drug-like properties. This approach offers promising applications in drug discovery by reversing disease-associated gene expression signatures.(4)

Predicting Chemotherapy Response via Biomarkers

Witali Aswolinskiy et al. developed deep learning-based computational biomarkers to predict pathological complete response (pCR) to neoadjuvant chemotherapy in breast cancer. Using routine histopathology biopsies, the model quantified tumor-infiltrating lymphocytes (TILs) and mitotic figures, achieving AUCs ranging from 0.66 to 0.88 across cohorts. Their two-step approach included tissue segmentation and mitosis detection from H&E images, followed by deriving biomarkers from segmentation outputs.

This method, validated on 721 patients with external validation on 126 additional cases, highlighted the potential of automating pCR prediction. (5)

Tumor Heterogeneity and TAM Infiltration in TNBC

Xuanwen Bao and Run Shi investigated tumor heterogeneity and the role of M2-like tumor-associated macrophages (TAMs) in TNBC using single-cell RNA sequencing and bulk RNA-seq data. M2-like TAMs, identified as the predominant macrophage type, were associated with poor prognosis. A TAM-related gene signature was developed, predicting relapse-free survival with high accuracy. The findings revealed the aggressiveness of M2-like TAMs and their influence on immunotherapy response, providing insights for future treatments.  (6)

Biomarker Status Prediction from H&E Images

Paul Gamble et al. developed deep learning systems to predict breast cancer biomarker status (ER, PR, and HER2) directly from H&E-stained images. The model achieved high accuracy at both patch-level and slide-level, with AUCs of up to 0.939 for ER. Insights into associated morphological features enhanced interpretability, demonstrating the potential of deep learning to streamline biomarker detection in clinical settings.  (7)

Tumor-Immune Microenvironment in TNBC

Leeat Keren et al. explored the tumor-immune microenvironment in TNBC using multiplexed ion beam imaging (MIBI-TOF). The study identified three distinct immune interaction archetypes: cold, mixed, and compartmentalized. Compartmentalized tumors showed better survival outcomes, revealing the complexity and clinical significance of tumor-immune spatial arrangements.  (8)

Spatial Biomarkers in TNBC Tumor Microenvironment

Haoyang Mi et al. identified spatial and compositional biomarkers in the TNBC tumor microenvironment using imaging mass cytometry. The study discovered ten cellular neighborhoods, some of which were linked to improved survival. A deep learning model accurately predicted treatment responses, emphasizing the importance of spatial tumor characteristics in clinical outcomes (9)

Resistance to Anti-EGFR Therapy in TNBC

Simona Pellecchia et al. examined resistance mechanisms to anti-EGFR therapy in TNBC using single-cell lineage tracing. They identified pre-existing afatinib-tolerant cell subpopulations marked by high IGFBP2 expression. IGFBP2 activated the IGF1-R signaling pathway, driving resistance. The study highlights strategies to target adaptive resistance in TNBC.  (10)

Improving TIL Scoring via Color-Normalization

Arian Arab et al. investigated the impact of color-normalization on deep learning models for scoring tumor-infiltrating lymphocytes (TILs). Using Reinhard color-normalization, the study significantly improved model performance and generalizability across datasets, underscoring the importance of preprocessing techniques in pathology. (11)

FGFR Blockade Enhances T Cell Infiltration

Yushen Wu et al. demonstrated that FGFR blockade using Erdafitinib suppressed TNBC tumor growth and enhanced T cell infiltration by modulating cancer-associated fibroblasts (CAFs). The combination of FGFR inhibition with immune checkpoint therapy transformed immune “cold” tumors into “hot” tumors, improving therapeutic responses. (12)

AI in Cancer Immunotherapy

Zhijie Xu et al. reviewed the application of AI in cancer immunotherapy, highlighting its role in biomarker discovery, treatment planning, and predicting adverse events. Despite challenges, AI has significant potential to enhance the precision and efficiency of immunotherapy. (13)

Novel FGFR1 Inhibitors in TNBC

Yuchen Wang et al. identified Compound 6 as a potent FGFR1 inhibitor through hybrid virtual screening. The compound suppressed migration and invasion in TNBC cell lines, showing promise as an anti-metastatic therapeutic agent.  (14)

Systems Biology for TNBC Drug Design

Bo-Jie Hsu and Bor-Sen Chen utilized systems biology and deep learning to design multi-molecule drugs for TNBC and non-TNBC.

Their study identified biomarkers and proposed effective drug combinations, offering a cost-effective framework for drug discovery in breast cancer. (15)
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