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A Reduced-Order Electrochemical Model of Li-Ion
Batteries for Control and Estimation Applications

Guodong Fan , Xiaoyu Li, and Marcello Canova

Abstract—In this paper, a reduced-order electrochemical model
of lithium-ion batteries is developed for control and estimation ap-
plications through analytical model order reduction based on a
Galerkin projection method. The governing diffusion partial dif-
ferential equations in the liquid and solid phases are approximated
into low-order systems of ordinary differential equations while the
physical meaning of all model parameters is preserved, allowing
one to perform state and parameter estimation. The selection of
basis functions for the Galerkin projection method and model or-
der truncation is carefully determined based on analysis both in
the frequency and time domains. With the reduced-order diffu-
sion models in the liquid and solid phases, an extended single par-
ticle model incorporating the electrolyte dynamics is developed.
The model is then validated against the experimental data gath-
ered from two batteries with different chemistries (lithium nickel
manganese cobalt oxide/graphite and lithium iron phosphate ox-
ide/graphite) at different input conditions. Results show that the
reduced-order model agrees very well with experimental data at
various conditions. Meanwhile, it can be simulated thousands of
times faster than the real time, making it suitable for long-term-life
simulation, control, and estimation applications.

Index Terms—Extended single particle model, lithium ion bat-
teries, model order selection, reduced-order model.

I. INTRODUCTION

L ITHIUM ion batteries are considered the state of the art
for energy storage in electric and hybrid vehicles. How-

ever, there are still several major challenges, such as battery
safety, durability and cost, limiting the widespread application
of Li-ion batteries in electrified vehicles [1]–[5]. Understanding
and predicting the chemical and physical processes in Li-ion
cells leading to the above issues is possible through multi-scale
characterization methods. However, “in-situ” quantification of
such processes is usually not achievable due to the absence of
direct measurements. In this regard, the estimation of battery
State of Charge (SOC) and State of Health (SOH) is essen-
tial to monitor the available energy and ensure safe operations.
Several control-oriented models have been developed to predict
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SOC and SOH in automotive energy storage systems [6]–[13].
While these models have a simple and intuitive structure, they
do not capture the physical processes related to the transport of
lithium in the solid and liquid phase, which are the foundation
to an accurate description of the performance and degradation
in Li-ion cells. Hence, high-fidelity, first-principles models are
an essential investigation tool for the prediction of the battery
performance and life. Furthermore, such models provide a mean
to monitor and control the charging and discharging process of
battery cells and packs, in relation with usage and environmental
factors and in presence of limited sensing [14]–[18].

Electrochemical battery models based on first principles, such
as the pseudo two-dimensional model (or the P2D model) [19]
and Single Particle Model (SPM) [20], have been widely used to
understand the underlying physical and chemical processes oc-
curring in the batteries and predict the concentration dynamics
and terminal voltage. Recently, Extended Single Particle Model
(ESPM) [21], [22], incorporating the electrolyte dynamics, has
gained significant popularity for fast simulation, control esti-
mation applications due to its simple model structure and high
accuracy in predicting battery cell behaviors even at high C-rates
conditions.

While the ESPM is able to accurately predict the cell ter-
minal voltage as function of current and temperature, it is still
considerably complex from a mathematical standpoint, as it is
based upon sets of coupled linear or nonlinear PDEs and non-
linear algebraic equations. Numerical methods such as Finite
Element Method (FEM) and Finite Difference Method (FDM)
have been applied to approximate the PDEs by discretizing the
space domain [23]. However, to accurately predict the spatially-
distributed variables of the original PDE systems, a large num-
ber of discretization nodes (and, ultimately, of equations) is
required, leading to significant computational challenges when
applied to fast simulation and to estimation or control design.

For the above reasons, considerable research efforts have
been devoted to apply Model Order Reduction (MOR) tech-
niques to first-principle models of lithium ion batteries, in-
cluding polynomial approximation [24], Padé approximation
[25], residue grouping [26], Balanced Truncation (BT) [27] and
Proper Orthogonal Decomposition (POD) [28]. The objective
of applying MOR techniques is to approximate the governing
PDEs into low-order systems of ODEs that can be solved with
standard simulation tools. In recent times, the Galerkin projec-
tion method has also been applied to analytically approximate
the diffusion PDEs in electrochemical models [29]–[31]. The
main advantage of this method is that it is able to provide
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accurate predictions of the concentration profile in the whole
cell domain while retain the physical meaning of all model
parameters. This is especially important for SOC/SOH estima-
tion and cycle life prediction, since the analytical form of the
Reduced-Order Models (ROM) allows one to perform state and
parameter estimation. In addition, the accuracy of the Galerkin
projection method is comparable to numerical MOR methods
such as POD and BT, at a fraction of the computational cost [27].
However, the solid/electrolyte interface boundary conditions in
the liquid diffusion PDE are neglected by the above research,
because it is not trivial to define trial functions for the compos-
ite domains (i.e. cathode/separator/anode) and the amount of
symbolic manipulations becomes extremely challenging, par-
ticularly the selection of basis functions and trial solution for
each sub-domain, the calculation of the analytical solution of the
inner products, and the reformulation of the system by consid-
ering the algebraic constraints applied at the interfaces. In [32],
a nonlinear diffusion model is developed to predict the behavior
of a lithium ion battery cell particularly for low temperature and
high current conditions. However, it is not suitable for real-time
control and estimation applications due to significant computa-
tional complexity. In addition, the impact of different choices
of basis functions used in the Galerkin projection method and
model order truncation on the model accuracy, which is another
contribution of this work, has not been addressed yet.

In this paper, we extend the aforementioned research by de-
veloping a ROM for lithium ion batteries through a systemic
application of the Galerkin projection method. This paper also
extends our previous work [31] by approximating the liquid
diffusion PDE into a linear low-order ODE system and by in-
vestigating the impact of the choice of the basis functions as
well as the order truncation on model accuracy.

The paper is structured as follows. The following section in-
troduces the complete ESPM. Next, a ROM is developed by
reducing the governing diffusion PDEs in the ESPM to low-
order ODE system by systematically using the Galerkin pro-
jection method. The choice of basis functions and truncation
order is determined by investigating the trade-off between the
model order and the ROM’s ability to capture the dynamics
in the frequency and time domains. Finally, the ROM is exten-
sively validated against the experimental data gathered from two
batteries with different chemistries at different input conditions.

II. OVERVIEW OF THE EXTENDED SINGLE PARTICLE MODEL

A schematic of an electrochemical lithium ion cell model
is shown in Fig. 1. The cell model consists of three domains,
namely the positive electrode, the separator and the negative
electrode. The model describes the physical processes that oc-
cur during cell operations. During charging, lithium ions dein-
tercalate from the active material particles in positive electrode
and are deposited into the electrolyte solution. Then the ions are
transported within the liquid region by diffusion and ionic con-
duction, through the separator, to the surface of active material
particles in negative electrode where they intercalate and store
within the active material.

The ESPM approximates the pseudo two-dimensional model
based on the Porous Electrode Theory on a microscopic scale

Fig. 1. Schematic of the ESPM battery model.

with a set of decoupled PDEs [19]. The model assumes that each
electrode can be represented by a single spherical particle, and
the total surface area of the particle is equivalent to the overall
area of the active material in the porous electrode, as shown in
Fig. 1. In addition, the intercalation current density is assumed to
be uniform throughout the thickness of each electrode [20], [33].
It is worth noting that, unlike the conventional Single Particle
Model (SPM), where the electrolyte overpotential in the liquid
phase is approximated as quasi-static, the electrolyte dynamics
are included in the ESPM to capture the cell behavior under
high C-rates conditions [21], [22], [32].

The intercalation/deintercalation process is modeled accord-
ing to the Fick’s law over a spherical domain, which describes
the diffusion of lithium concentration in an active material par-
ticle:

∂cs,k (r, t)
∂t

= Ds,k
∂2cs,k (r, t)

∂r2
+

2Ds,k

r

∂cs,k (r, t)
∂r

(1)

with boundary conditions:

∂cs,k (r, t)
∂r

∣
∣
∣
∣
r=0

= 0

Ds,k
∂cs,k (r, t)

∂r

∣
∣
∣
∣
r=Rk

= −Jk (t)
F

(2)

where the subscript k = p for the positive electrode and k = n
for the negative electrode, cs,k denotes the lithium concen-
tration in the solid phase, Ds,k is the diffusion coefficient,
ak = 3εk/Rk represents the surface area per unit volume, εk is
the electrode active volume fraction, and Rk is the active parti-
cle radius, F is the Faraday constant and Jk is the intercalation
current density, which acts as the input to the dynamics of the
diffusion. For the ESPM, Jk is assumed to be uniform in each
electrode, and can be expressed as:

Jk (t) =

⎧

⎪⎪⎨

⎪⎪⎩

I(t)
akALk

, k = p

− I(t)
akALk

, k = n

(3)

where I(t) is the applied current, A denotes total area of the
current collector,Lp andLn indicate the thickness of the positive
electrode, and the negative electrode respectively, as shown in
Fig. 1.

The lithium concentration in the liquid phase is governed by:

εe,k
∂ce (x, t)

∂t
= De,k

∂2ce(x, t)
∂x2

+ ak
1 − t+0
F

Jk (t) (4)
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with zero flux conditions at the boundaries:
∂ce(x, t)
∂x

∣
∣
∣
∣
x=0

= 0

∂ce(x, t)
∂x

∣
∣
∣
∣
x=L

= 0 (5)

where ce is the lithium concentration in the liquid phase, t+0 rep-
resents the transference number, and De,k is the effective diffu-
sion coefficient. Empirical observations have been shown that
transport is slower than predicted [34], and therefore the reported
diffusion coefficient is usually combined with an assumed
Bruggeman coefficient and an experimentally tuned porosity
value to compute the effective diffusion coefficient [19]:

De = Dεbrugg (6)

whereD is the diffusion coefficient and brugg is the Bruggeman
coefficient, which is used to modify the diffusion coefficient
based on the tortuosity of the conduction or diffusion path.

Additional boundary conditions should also be posed to
satisfy the continuity of the concentration and flux at the
solid/liquid interface, since εe,k , De,k and Jk have different
values in the positive electrode, the separator and the negative
electrode:

ce(x, t)|x=L−
p

= ce(x, t)|x=L+
p

ce(x, t)|x=Lp +L−
s

= ce(x, t)|x=Lp +L+
s

−De,p
∂ce(x, t)
∂x

∣
∣
∣
∣
x=L−

p

= −De,s
∂ce(x, t)
∂x

∣
∣
∣
∣
x=L+

p

−De,s
∂ce(x, t)
∂x

∣
∣
∣
∣
x=Lp +L−

s

= −De,n
∂ce(x, t)
∂x

∣
∣
∣
∣
x=Lp +L+

s

(7)

where Ls is the thickness of the separator.
The concentration in solid and liquid phase are then cou-

pled by the kinetic overpotential ηk , given by the Butler-Volmer
equation [19]:

Jk (t) = i0,k (t)
[

exp
(
αneF

R̄T
ηk (t)

)

− exp
(

− (1 − α)neF
R̄T

ηk (t)
) ]

(8)

where R̄ is the gas constant, T is the temperature, α is the
transfer coefficient, ne is the number of electrons that are lost
or gained during the chemical reaction, and i0,k denotes the
exchange current density, which is defined as:

i0,k (t) = FKk

√

cs,surf ,k (cs,max,k − cs,surf ,k )ce,0 (9)

where Kk is the kinetic rate constant, cs,max,k is the saturation
concentration of the electrode, cs,surf ,k is the electrode surface
concentration, and ce,0 is the average concentration.

Normally, the symmetry factor α is assumed as 0.5 [19], and
ne = 1 since one electron is released per atom of lithium de-
intercalating. Then, the kinetic overpotential ηk can be expressed
as:

ηk (t) =
R̄T

αF
sinh−1

(
Jk (t)

2i0,k (t)

)

(10)

Fig. 2. Block diagram of the ESPM for a Li-ion cell.

The potential in the liquid phase φe is related to the liquid
concentration in the following way:
∂

∂x

(

κef f
∂φe(x, t)

∂x

)

+
∂

∂x

(

κef fD

∂ln ce(x, t)
∂x

)

+ Jk (t) = 0

(11)
The integration of (11) over x yields:

∂φe(x, t)
∂x

= − ie (t)
κef f

+
κef fD

κef f
∂ln ce(x, t)

∂x
(12)

where ie is the ionic current in the electrolyte, κef f is the ef-
fective ionic conductivity and κef fD is defined as the effective
diffusional conductivity [19]:

κef fD =
2R̄Tκef f (1 − t+0 )

F
(1 + β) (13)

where β is the activity coefficient and is assumed to be constant
in this work.

The block diagram of the cell model is shown in Fig. 2, from
which the cell output voltage can be obtained as:

Vcell(t) = φs(0, t) − φs(L, t) − IRc

=
(

Up(cs,surf ,p , t) − Un (cs,surf ,n , t)
)

− (

ηp(0, t) − ηn (L, t)
)

− (

φe(0, t) − φe(L, t)
) − IRc (14)

where the Open-Circuit Potentials (OCPs)Uk (k = p, n) are de-
termined as a function of the surface concentrations in the solid
phase, andRc represents Ohmic resistance of the current collec-
tors. The OCP curves for the positive and negative electrodes are
normally obtained from half-cell experiments at thermodynamic
equilibrium conditions.

III. MODEL ORDER REDUCTION OF THE ESPM USING

GALERKIN PROJECTION METHOD

The Galerkin projection method is applied to approximate the
concentration profiles in (1) and (4) in the ESPM via projection
on a reduced basis.

In the case of diffusion in the liquid phase, the continu-
ity boundary conditions of the concentration and flux at the
solid/liquid interfaces significantly increase the complexity of
using the method directly. Attempts at applying this method
to reduce the diffusion PDE in the electrolyte solution have
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been recently made by simplifying or neglecting these interface
boundary conditions [29]–[31]. However, by considering the
interface boundary conditions, prediction of the lithium con-
centration profile cross the cell (ultimately, the cell terminal
voltage) would be much different than the case when the in-
terface boundary conditions are absent. Therefore, without in-
corporating the interface boundary conditions, accuracy loss
may be anticipated in the resulting ROMs, especially at low-
temperature, high C-rate conditions and for large-format batter-
ies, where large concentration gradients are more common to
see. As mentioned previously, the difficulties of incorporating
the interface boundary conditions are the definition of trial func-
tions for the composite domains and the significant amount of
symbolic manipulations in the pre-processing phase.

In the case of the solid phase diffusion, further complications
arise due to the presence of the non-zero, time-varying boundary
conditions that express the ionic flux at the electrode surface.

In this section, the application of the Galerkin projection
method to the diffusion PDEs in the electrochemical model will
be discussed in detail, and the challenges mentioned above will
be addressed.

A. Model Order Reduction of Liquid Phase Diffusion PDEs

As mentioned previously, the difficulties of incorporating the
interface boundary conditions are the definition of trial functions
for the composite domains and the significant amount of sym-
bolic manipulations in the pre-processing phase. The parabolic
PDE describing the Li+ concentration in the liquid phase is
recalled here for convenience:

εe,k
∂ce (x, t)

∂t
= De,k

∂2ce (x, t)
∂x2

+ ak
1 − t+0
F

Jk (t) (15)

with the boundary conditions:

∂ce(x, t)
∂x

∣
∣
∣
∣
x=0

= 0 (16)

∂ce(x, t)
∂x

∣
∣
∣
∣
x=L

= 0 (17)

ce(x, t)|x=L−
p

= ce(x, t)|x=L+
p

(18)

ce(x, t)|x=Lp +L−
s

= ce(x, t)|x=Lp +L+
s

(19)

−De,p
∂ce(x, t)
∂x

∣
∣
∣
∣
x=L−

p

= −De,s
∂ce(x, t)
∂x

∣
∣
∣
∣
x=L+

p

(20)

−De,s
∂ce(x, t)
∂x

∣
∣
∣
∣
x=Lp +L−

s

= −De,n
∂ce(x, t)
∂x

∣
∣
∣
∣
x=Lp +L+

s

(21)

For simplicity, a dimensionless length is introduced to define
each region:

xp =
x

Lp
, 0 ≤ x < Lp

xs =
x− Lp
Ls

, Lp ≤ x < Lp + Ls

xn =
x− Lp − Ls

Ln
, Lp + Ls ≤ x ≤ L (22)

It can be shown in (16) that the concentration flux in the
liquid phase is not continuous at the liquid/solid interfaces, since
De,k usually takes different values in different regions. In this
case, trial solutions for ce (x, t) are selected separately for each
region:

ĉe,p(xp, t) = ce(xp, 0) +
N∑

i=1

pi(t)ψi(xp)

ĉe,s(xs, t) = ce(xs, 0) +
N∑

i=1

si(t)ψi(xs)

ĉe,n (xn , t) = ce(xn , 0) +
N∑

i=1

ni(t)ψi(xn ) (23)

where ce(xp, 0), ce(xs, 0) and ce(xn , 0) are the initial concen-
tration at the three regions, ψi(xk ) are basis functions, pi(t),
si(t) and ni(t) are the time-varying coefficients of the ba-
sis functions for each region, and N is the number of the
basis functions. Commonly used basis functions are listed in
Table I, and include the Legendre polynomials, Chebyshev poly-
nomials of the first kind, Chebyshev polynomials of the second
kind, and the sinusoidal functions [35], [36]. The number and
mathematical expression of the basis functions, which affects
the order of the resulting ROM, is generally determined heuristi-
cally, namely by evaluating the trade-off between accuracy and
mathematically complexity for different orders of truncation.
More details will be presented later in Section III-C. For the
time being, we assume that three shifted and normalized Legen-
dre polynomials in (24) are sufficient to approximate the lithium
concentration in the electrolyte solution.

ψ1(xk ) = 1

ψ2(xk ) =
√

3(2xk − 1)

ψ3(xk ) =

√
5

2

[

3 (2xk − 1)2 − 1
]

(24)

The diffusion PDE and boundary conditions can be written
using dimensionless coordinates as:

εe,k
∂ce,k (xk , t)

∂t
=
De,k

L2
k

∂2ce,k (xk , t)
∂x2

k

+ ak
1 − t+0
F

Jk (t)

(25)

∂ce,p(xp, t)
∂xp

∣
∣
∣
∣
xp =0

= 0

∂ce,n (xn , t)
∂xn

∣
∣
∣
∣
xn =1

= 0

ce,p(xp, t)|xp =1 = ce,s(xs, t)|xs =0

ce,s(xs, t)|xs =1 = ce,n (xn , t)|xn =0

ε
bruggp
e,p

Lp

∂ce,p(xp, t)
∂xp

∣
∣
∣
∣
xp =1

=
ε

bruggs
e,s

Ls

∂ce,s(xs, t)
∂xs

∣
∣
∣
∣
xs =0

ε
bruggs
e,s

Ls

∂ce,s(xs, t)
∂xs

∣
∣
∣
∣
xs =1

=
ε

bruggn
e,n

Ln

∂ce,n (xn , t)
∂xn

∣
∣
∣
∣
xn =0

(26)

The last two equations result from the continuity of concen-
tration at the solid/liquid interfaces and the effective diffusion
coefficient De,k in (6).
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TABLE I
SUMMARY OF COMMONLY USED BASIS FUNCTIONS

The residuals are obtained by substituting the trial solution
(23) into (25):

Rce , k (xk , t) = εe,k
∂ĉe,k (xk , t)

∂t
− De,k

L2
k

∂2ĉe,k (xk , t)
∂x2

k

− ak
1 − t+0
F

Jk (xk , t)

(27)

or

Rce , k (xk , t) = εe,k

N∑

i=1

k̇i(t)ψi(xk ) − De,k

L2
k

N∑

i=1

ki(t)ψ′′
i (xk )

− ak
1 − t+0
F

Jk (xk , t) (28)

where ki(t) is used to represent the coefficients pi(t), si(t) and
ni(t).

In addition, it should be noted that the choice of basis func-
tions should satisfy the boundary conditions in (26). Substitution
of (23) and the first three Legendre polynomials in (24) into (26)
yields six algebraic equations with respect to the time-varying
coefficients pi(t), si(t) and ni(t):√

3p2(t) − 3
√

5p3(t) = 0
√

3n2(t) − 3
√

5n3(t) = 0

p1(t)+
√

3p2(t) +
√

5p3(t) − s1(t) +
√

3s2(t) −
√

5s3(t) = 0

s1(t) +
√

3s2(t) +
√

5s3(t) − n1(t) +
√

3n2(t) −
√

5n3(t) = 0

ε
bruggp
e,p

Lp

(√
3p2(t) + 3

√
5p3(t)

)

− ε
bruggs
e,s

Ls

(√
3s2(t) + 3

√
5s3(t)

)

= 0

ε
bruggs
e,s

Ls

(√
3s2(t) + 3

√
5s3(t)

)

− ε
bruggn
e,n

Ln

(√
3n2(t) + 3

√
5n3(t)

)

= 0 (29)

Then, the Galerkin projection method is applied to minimize
the residuals in (28) by making the inner products of the residu-
als and each basis function be zeros. Nine ODEs with respect to
the time-varying coefficients pi(t), si(t) and ni(t) are obtained
as a result:

∫ 1

0
ψ1(xp)Rce , p (xp, t)dxp = 0

Positive Electrode:
∫ 1

0
ψ2(xp)Rce , p (xp, t)dxp = 0

∫ 1

0
ψ3(xp)Rce , p (xp, t)dxp = 0

∫ 1

0
ψ1(xs)Rce , s (xs, t)dxs = 0

Separator:
∫ 1

0
ψ2(xs)Rce , s (xs, t)dxs = 0

∫ 1

0
ψ3(xs)Rce , s (xs, t)dxs = 0

∫ 1

0
ψ1(xn )Rce , n (xn , t)dxn = 0

Negative Electrode:
∫ 1

0
ψ2(xn )Rce , n (xn , t)dxn = 0

∫ 1

0
ψ3(xn )Rce , n (xn , t)dxn = 0 (30)
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Equation (30) can be rewritten in matrix form:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ṗ1

ṗ2

ṗ3

ṡ1

ṡ2

ṡ3

ṅ1

ṅ2

ṅ3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

aψ1
p,1 a

ψ1
p,2 a

ψ1
p,3 0 0 0 0 0 0

aψ2
p,1 a

ψ2
p,2 a

ψ2
p,3 0 0 0 0 0 0

aψ3
p,1 a

ψ3
p,2 a

ψ3
p,3 0 0 0 0 0 0

0 0 0 aψ1
s,1 a

ψ1
s,2 a

ψ1
s,3 0 0 0

0 0 0 aψ2
s,1 a

ψ2
s,2 a

ψ2
s,3 0 0 0

0 0 0 aψ3
s,1 a

ψ3
s,2 a

ψ3
s,3 0 0 0

0 0 0 0 0 0 aψ1
n,1 a

ψ1
n,2 a

ψ1
n,3

0 0 0 0 0 0 aψ2
n,1 a

ψ2
n,2 a

ψ2
n,3

0 0 0 0 0 0 aψ3
n,1 a

ψ3
n,2 a

ψ3
n,3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

p1

p2

p3

s1

s2

s3

n1

n2

n3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

bp,1

bp,2

bp,3

bs,1

bs,2

bs,3

bn,1

bn,2

bn,3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

I (31)

where

aψ1
k,i =

De,k

L2
k

∫ 1

0
ψ1(xk )ψ′′

i (xk )dxk

εe,k

∫ 1

0
ψ1(xk )ψ1(xk )dxk

aψ2
k,i =

De,k

L2
k

∫ 1

0
ψ2(xk )ψ′′

i (xk )dxk

εe,k

∫ 1

0
ψ2(xk )ψ2(xk )dxk

aψ3
k,i =

De,k

L2
k

∫ 1

0
ψ3(xk )ψ′′

i (xk )dxk

εe,k

∫ 1

0
ψ3(xk )ψ3(xk )dxk

bk,i =

1 − t+0
F

1
akALk

Jk

∫ 1

0
ψi(xk )dxk

εe,k

∫ 1

0
ψi(xk )ψi(xk )dxk

It can be noticed that the system is over-determined, since it
includes nine ODEs in (31) and six algebraic constraints in (29),
while only nine variables need to be solved. Considering that the
six boundary conditions represented by (29) must be satisfied
at any time, the three remaining equations can be obtained by
choosing p1(t), s1(t) and n1(t) as independent variables. Thus,
the size of the differentiation matrix in (31) is reduced by one
row and one column for each boundary condition considered,

Fig. 3. Flow chart of the application of the Galerkin projection method.

leading to a reduced differentiation matrix that automatically
satisfies the boundary conditions.

The system is now reformulated as eq. (32) shown at the next
page, where Θ is the algebraic function obtained by (29), which
expresses the dependent variables in terms of p1(t), s1(t) and
n1(t). The expression of Θ can be found in (33) as shown at the
next to next page.

Once p1(t), s1(t), n1(t) are solved by (32), the other six co-
efficients can be calculated using (34) as shown at the next to
next page, which is derived from (29). Finally, the electrolyte
concentration in each region can be obtained using (23). The
complete procedure of the Galerkin projection method can be
found in the flow chart in Fig. 3, where the procedure is briefly
described, and the equations used in the procedure are listed as
well.
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It is worth mentioning that although the amount of symbolic
manipulation in (30)–(33) is very challenging, all coefficients
in (32), namely aψj

k,i , bk,j and Θ, can be obtained analytically
in the preprocessing phase. No further computational effort is
needed to calculate these coefficients during simulation, which
guarantees the simulation efficiency of the ROM. More details
on the simulation time will be reported in Section IV.

B. Model Order Reduction of Solid Phase Diffusion PDEs

For the solid phase diffusion, no interface boundary condi-
tions are posed. However, extension of this methodology to the
solid phase is complicated by the presence of the non-zero,
time-dependent boundary conditions. Therefore, an approach
based on coordinate transformation is adopted here to obtain a
reduced order model [31].

⎡

⎢
⎣

ṗ1

ṡ1

ṅ1

⎤

⎥
⎦ =

⎡

⎢
⎢
⎢
⎣

aψ1
p,1 + aψ1

p,2Θp2→p1 + aψ1
p,3Θp3→p1 aψ1

p,2Θp2→s1 + aψ1
p,3Θp3→s1 aψ1

p,2Θp2→n1 + aψ1
p,3Θp3→n1

aψ1
s,2Θs2→p1 + aψ1

s,3Θs3→p1 aψ1
s,1 + aψ1

s,2Θs2→s1 + aψ1
s,3Θs3→s1 aψ1

s,2Θs2→n1 + aψ1
s,3Θs3→n1

aψ1
n,2Θn2→p1 + aψ1

n,3Θn3→p1 aψ1
n,2Θn2→s1 + aψ1

n,3Θn3→s1 aψ3
p,3 + aψ1

n,2Θn2→n1 + aψ1
n,3Θn3→n1

⎤

⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎣

p1

s1

n1

⎤

⎥
⎥
⎦

+

⎡

⎢
⎣

bp,1

bs,1

bn,1

⎤

⎥
⎦ I (32)

Θp2→p1 = −
√

3
2

· 2LnLpε
2bruggs
s + 2LpLsε

bruggs
s ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θp2→s1 =
√

3
2

· 2LnLpε
2bruggs
s + 3LpLsε

bruggs
s ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θp2→n1 = −
√

3
2

· LpLsε
bruggs
s ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θp3→p1 = −
√

5
10

· 2LnLpε
2bruggs
s + 2LpLsε

bruggs
s ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θp3→p1 =

√
5

10
· 2LnLpε

2bruggs
s + 3LpLsε

bruggs
s ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θp3→p1 = −
√

5
10

· LpLsε
bruggs
s ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θs2→p1 = −
√

3Ls
2

· 2Lnε
bruggp
p ε

bruggs
s + Lsε

bruggp
p ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θs2→s1 = −
√

3Ls
2

· 2Lnε
2bruggp
p ε

bruggs
s − 2Lpε

bruggs
s ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θs2→n1 =
√

3Ls
2

· 2Lpε
2bruggs
s ε

bruggn
n + Lsε

bruggp
p ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θs3→p1 = −
√

5Ls
10

· 2Lnε
bruggp
p ε

bruggs
s + 3Lsε

bruggp
p ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θs3→s1 =

√
5Ls
10

· 2Lnε
2bruggp
p ε

bruggs
s + 2Lpε

bruggs
s ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θs3→n1 = −
√

5Ls
10

· 2Lpε
2bruggs
s ε

bruggn
n + 3Lsε

bruggp
p ε

bruggn
n

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n
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Θn2→p1 = −
√

3εbruggs
s Ln
2

· Lsε
bruggp
p

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θn2→s1 =
√

3εbruggs
s Ln
2

· 2Lpε
2bruggs
s + 3Lsε

bruggp
p

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θn2→n1 = −
√

3εbruggs
s Ln
2

· 2Lpε
2bruggs
s + 2Lsε

bruggp
p

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θn3→p1 =

√
5εbruggs

s Ln
10

· Lsε
bruggp
p

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θn3→s1 = −
√

5εbruggs
s Ln
10

· 2Lpε
2bruggs
s + 3Lsε

bruggp
p

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

Θn3→n1 =

√
5εbruggs

s Ln
10

· 2Lpε
2bruggs
s + 2Lsε

bruggp
p

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

(33)

p2 = −
√

3
2

·
(

2LnLpε
2bruggs
s + 2LpLsε

bruggs
s ε

bruggn
n

)

p1 −
(

2LnLpε
2bruggs
s + 3LpLsε

bruggs
s ε

bruggn
n

)

s1 + LpLsε
bruggs
s ε

bruggn
n n1

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

p3 =

√
3

3
√

5
p2

s2 = −
√

3Ls
2

·
(

2Lnε
bruggp
p ε

bruggs
s + Lsε

bruggp
p ε

bruggn
n

)

p1 −
(

2Lnε
2bruggp
p ε

bruggs
s −2Lpε

bruggs
s ε

bruggn
n

)

s1 −
(

2Lpε
2bruggs
s ε

bruggn
n + Lsε

bruggp
p ε

bruggn
n

)

n1

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

s3 = −
√

5Ls
10

·
(

2Lnε
bruggp
p ε

bruggs
s + 3Lsε

bruggp
p ε

bruggn
n

)

p1−
(

2Lnε
2bruggp
p ε

bruggs
s +2Lpε

bruggs
s ε

bruggn
n

)

s1+
(

2Lpε
2bruggs
s ε

bruggn
n + 3Lsε

bruggp
p ε

bruggn
n

)

n1

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

(34)

n2 = −
√

3εbruggs
s Ln

2
·
Lsε

bruggp
p p1 −

(

2Lpε
2bruggs
s + 3Lsε

bruggp
p

)

s1 +
(

2Lpε
2bruggs
s + 2Lsε

bruggp
p

)

n1

4LnLpε
2bruggs
s + 4LnLsε

bruggp
p ε

bruggs
s + 4LpLsε

bruggn
n ε

bruggs
s + 3L2

sε
bruggp
p ε

bruggn
n

n3 = −
√

3

3
√

5
n2

For convenience, the boundary value problem describing the
diffusion in solid phase is recalled. The subscript k is dropped
for simplicity. The PDE describing the process is written as:

∂cs (r, t)
∂t

= Ds
∂2cs (r, t)
∂r2

+
2Ds

r

∂cs (r, t)
∂r

(35)

with boundary conditions:
∂cs (r, t)
∂r

∣
∣
∣
∣
r=0

= 0

Ds
∂cs (r, t)
∂r

∣
∣
∣
∣
r=R

= −J (t)
F

(36)

The difficulty of applying the Galerkin method to the solid
phase diffusion lies in the time-varying boundary condition at
r = R. Typical orthogonal basis functions, such as Legendre

polynomials and Chebyshev polynomials are all time indepen-
dent, hence do not satisfy the boundary conditions automatically.
However, this problem could be overcome by redefining a new
variable as:

Γ (r, t) = cs (r, t) +
J (t)
FDs

· r
2

2R
(37)

Substituting into (35) gives:

∂Γ (r, t)
∂t

= Ds
∂2Γ (r, t)
∂r2

+
2Ds

r

∂Γ (r, t)
∂r

− 3
FR

J (t) +
r2

2RFDs
· J̇ (t) (38)
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with a new set of boundary conditions:

∂Γ (r, t)
∂r

∣
∣
∣
∣
r=0

= 0

∂Γ (r, t)
∂r

∣
∣
∣
∣
r=R

= 0 (39)

The trial solution Γ̂(r, t) can be written as:

Γ̂ (r, t) = cs (r, 0) +
N∑

i=0

wi (t)ψi (r) (40)

With this change of coordinates, the boundary conditions in
(36) become time independent, which enables the implemen-
tation of several time-independent basis functions for the pro-
jection. In this case, the basis functions should have continuous
first and second derivatives in their region of validity. More im-
portantly, the trial solution, which is the linear combination of
the basis functions, should satisfy the boundary conditions in
(39). Otherwise, additional constraints must be imposed to the
coefficients of the basis functions.

Substituting the trial solution into (38), the residual is ob-
tained as:

RΓ (r, t) =
∂Γ̂ (r, t)
∂t

−Ds
∂2Γ̂ (r, t)
∂r2

+
2Ds

r

∂Γ̂ (r, t)
∂r

+
3
FR

J (t) − r2

2RFDs
· J̇ (t) (41)

Applying the Galerkin projection method, a state space rep-
resentation is obtained:

ẇ = Aw + B1u+ B2u̇ (42)

where

Ai,j =
Ds

∫ R

0
ψi (r)ψ′′

j (r) +
2Ds

r
ψi (r)ψ′

j (r) dr
∫ R

0
ψi (r)ψi (r) dr

B1,i =
− 3
FR

∫ R

0
ψi (r)

1
aAL

dr

∫ R

0
ψi (r)ψi (r) dr

B2,i =

1
2RFDs

∫ R

0
ψi (r) r2 1

aAL
dr

∫ R

0
ψi (r)ψi (r) dr

(43)

w = [w1, w2, . . . , wN ]T , and u(t) is the applied current I(t).
Note that (42) is not in standard state space form, due to the

presence of the time derivative of the input. This term can be
eliminated by introducing a new coordinate:

z = w − B2u (44)

ż = Az + (B1 + AB2)u � Az + Bu (45)

Once the time-varying coefficients zi(t) are solved, the
lithium concentration in the solid phase can be obtained:

cs(r, t) = Γ(r, t) − J (t)
FDs

· r
2

2R

= cs(r, 0) + ΨT w − J (t)
FDs

· r
2

2R

= cs(r, 0) + Cz + Du (46)

where Ψ = [ψ1(r); . . . ;ψN (r)], and

C = ΨT

D = ΨT B2 − 1
aFDsAL

· r
2

2R

C. Assessment of Different Basis Functions and Orders of
Truncation on Model Accuracy

Before the implementation of the resulting ROMs for simu-
lations, the analytical expression of the basis functions and the
order of the series (which affects the order of the ROMs) should
be determined. To the best of the authors’ knowledge, there is no
available standard procedure of the selection of basis functions
and model order yet for the Galerkin projection method, and we
believe this contribution presents a significant innovation to the
state of the art. In this section, the impact of different choices
of basis functions and truncations of model order on the ROM
accuracy will be evaluated. The analysis is done with reference
to the response in the frequency and domains, with the goal of
examining the influence of the order of truncation for each class
of basis functions on the accuracy of the resulting ROMs.

1) Frequency Domain Analysis: One way to determine the
appropriate order for a ROM is to compare the frequency re-
sponses of the ROMs with the PDE-based model. Thus, the
truncation order can be decided by setting a trade-off between
the model order and the ROM’s ability to capture the frequency
response of the PDE-based model. In this section, a single-input
and single-output system (SISO) is obtained in this study where
the frequency response of the electrode surface concentration
is examined, since the surface concentration governs many re-
spects of the cell behavior. Since (35) is a linear PDE in time,
the Laplace transform method can be adopted to obtain a set
of ODEs in the complex domain, which can be solved and
inverse-transformed to obtain a transcendental transfer function
[22], [25]. For instance, the transfer function linking the surface
concentration within the electrode to the input current can be
obtained by solving the boundary value problem in and (36),
and is given by [22]:

Cs (R, s)
J (s)

=
R sinh

(√
s
Ds
R

)

Ds

(√
s
Ds
R cosh

(√
s
Ds
R

)

− sinh
(√

s
Ds
R

))

(47)
The frequency response diagrams of the SISO models ob-

tained using different basis functions are presented in Fig. 4, up
to the sixth order of truncation. The first order is skipped here
because the frequency response of the first-order ROM is the
same as that of the second-order ROM for all the polynomial
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Fig. 4. Frequency response of electrode surface concentration for the Galerkin
projection method using different basis functions and different model orders.

basis functions, and the coefficient w2(t) of the second basis
function ψ2(r) is forced to be a constant zero to satisfy the
boundary condition at r = R. However, it is worth mentioning
that ROMs generated by the cosine basis functions do not have
this problem, since no additional constraints are needed. The
frequency response obtained by the ROMs is then compared
against the one obtained from applying the Laplace transform
to the original spherical diffusion PDE.

As expected, all the ROMs obtained with different basis func-
tions capture well the steady-state response of the system, es-

Fig. 5. USABC input current profile. (a) Input current. (b) Frequency distri-
butions.

pecially in the low-frequency domain, and the accuracy range
increases with the order of the ROM. However, it is shown in
Fig. 4 that the high-frequency response of the ROMs is ap-
proximated as a static gain. This occurs because the coordinate
transformation adopted to remove the time-dependent bound-
ary condition introduces an input term in (37), resulting in a
non-strictly proper transfer function that leads to a non-zero
feedforward matrix D in the state space realization. Conse-
quently, ROMs obtained by applying the Galerkin projection
method lose in part the low-pass filtering characteristics of the
original PDEs, and ultimately accuracy might degrade for high-
frequency input signals.

Nonetheless, it has been shown in [22] that the frequency
content of the battery current profile obtained from regulatory
driving cycles, such as the US06 highway cycle, the Federal Ur-
ban Dynamometer Schedule (FUDS), and the United States Ad-
vanced Battery Consortium (USABC) PHEV dynamic charge
depleting duty cycle, is largely distributed in the low-frequency
domain (less than 2 Hz). For instance, 90% of the signal power
of the USABC cycle profile is distributed within frequencies
less than 0.4 Hz, as shown in Fig. 5. Therefore, it is possible to
determine an optimal order of truncation for the solid diffusion
ROM generated by each class of basis functions by examining
the frequency response at a cut-off frequency of 0.4 Hz.

Fig. 6 shows the error on the magnitude of the frequency
response obtained using different basis functions at different
model orders. The error is obtained by comparing the magnitude
of the frequency response of the original spherical diffusion PDE
with those of the ROMs. The error threshold values are set as
±3 dB for illustration purposes. In fact, the threshold values
should be determined based on the desired accuracy of required
for the ROM.

As mentioned above, the cut-off frequency for the USABC
input current is chosen as 0.4 Hz. For the ROMs generated by
the Legendre polynomials, Chebyshev polynomials of the first
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Fig. 6. Magnitude error of frequency response of ROMs using different basis
functions.

kind, Chebyshev polynomials of the second kind and cosine
functions, the minimum model orders that fall within the ±3 dB
frequency error bounds are the fourth order, fourth order, fifth
order and fifth order, respectively, as shown in Fig. 6.

2) Time Domain Analysis: In time domain, the accuracy of
the ROMs are evaluated using the Root-Mean-Square-Errors
(RMSEs) of the surface concentration by comparing the ROMs
with FDM. For instance, Fig. 7 shows surface concentra-
tion obtained by the resulting ROMs using the USABC in-
put current profile described in Fig. 5. The RMSEs obtained
for the ROMs of each class of basis functions and model
order are summarized in Table II. The time domain results
are consistent with the frequency-domain analysis. For in-

Fig. 7. Surface concentration obtained by generated ROMs.

TABLE II
SURFACE CONCENTRATION RMSES OBTAINED BY ROMS

COMPARED WITH FDM (MOL/M3)

Order of Truncation

2nd 3rd 4th 5th 6th

LP 185.1 29.7 9.5 7.6 7.5
ChP1 120.6 16.8 8.4 7.8 7.6
ChP2 218.8 42.5 13.5 8.0 7.5
Cos 46.1 20.8 12.7 9.6 8.4

stance, the surface concentration predicted by the ROM us-
ing the second-order cosine functions is more accurate than
the predictions obtained using other basis functions, since the
frequency response of the model approximates with the analyt-
ical solution with smaller error, as shown in Fig. 6. In addition,
the accuracy of the ROM generated by the fourth-order, Cheby-
shev polynomials of the first kind is comparable to the accuracy
of the one obtained by the sixth-order cosine functions. Never-
theless, only marginal difference in the RMSEs can be observed
for the high-order ROMs obtained by different basis functions.

In summary, the selection of the basis functions and model
order can be determined by conducting an error analysis either
in the frequency domain or in the time domain. When the an-
alytical solution of the PDE model is available, the frequency
response of the ROMs can be compared with that of the analyti-
cal solution. By examining the comparison results at the cut-off
frequency given by the input based on the pre-selected error
bounds, the basis functions and model order can be determined.
On the other hand, numerical solution can be calculated as the
benchmark in the time domain if analytical solution is not avail-
able. RMSEs can be obtained by comparing the ROMs with the
numerical solution. Therefore, basis function and model order
can be selected using a pre-defined threshold on RMSE.

The procedure is then applied to the electrolyte diffusion
phase. It has been shown that polynomial-based basis functions
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TABLE III
SUMMARY OF THE PARAMETERS FOR THE ROM [21], [38], [39]

Symbol Parameter Positive electrode Separator Negative electrode Units

NMC LFP NMC LFP NMC LFP

Lk Region thickness 75 80 20 20 50 43 μm
Rk Particle radius 6.5 0.05 11 9.2 μm
Ds,k Solid phase diffusion coefficient 1.1e-14 1.5e-18 2.5e-14 1.12e-14 m2 s−1

De,k Liquid phase diffusion coefficient 2.0e-10 1.3e-10 2.0e-10 1.3e-10 2.0e-10 1.3e-10 m2 s−1

εe,k Volume fraction 0.4 0.3 0.54 0.55 0.34 0.32 -
bruggk Bruggman coefficient 2.8 2 2.8 2 2.8 2 -
Kk Kinetic rate constant 5.8e-11 2.8e-13 5.6e-11 8.8e-11 m2.5 mol−0.5 s−1

εf ,k Filler volume fraction 0.2 0.2 0.06 0.05 -
sock ,0 Initial lithiation 0.45 0.03 0.85 0.85 -
cs,m ax ,k Saturation concentration 49000 22846 31423 31423 mol m−3

ce ,0 Initial electrolyte concentration 1000 1000 1000 1000 mol m−3

t+0 Transference number 0.36 0.36 -
β activity coefficient 1.75 1.75 -
A Current collector area 0.25 0.27 0.25 0.27 m2

Fig. 8. Comparison of electrolyte concentration distribution obtained by the
Galerkin projection method and FDM at different time points.

offer generally accurate results to approximate the diffusion
PDEs and boundary conditions in this study [14], [24]. Under
these circumstances, the choice of the order of the basis function
should be made by evaluating the trade-off between frequency
range of accuracy and computation time (which depends on
the number of states of the ROM). More importantly, since the
proposed model is designed for control and estimation applica-
tions, with a minor loss of accuracy, a ROM with fewer number
of states is always desirable for observer design. In light of
this, a third-order Legendre polynomials are chosen to approxi-
mate the liquid PDE in this study. The electrolyte concentration
distribution obtained by the Galerkin projection method using
the third-order Legendre polynomials is compared with FDM
[37] in Fig. 8 at different time points. It is shown that only
marginal differences in the concentration at the boundaries can
be observed.

IV. VALIDATION ON CELL VOLTAGE AND DISCUSSION

Leveraging the above results, a complete reduced-order elec-
trochemical battery model is developed by incorporating the

reduced-order diffusion dynamics models for the electrodes and
electrolyte. While this work focused on applying the Galerkin
method to the solid phase and liquid phase PDEs, Legendre
polynomials are chosen here as basis functions only for il-
lustration purposes. Particularly, based on the discussion in
Section III-C, a fourth order of truncation is selected to ap-
proximate the solid diffusion PDEs and a third order is chosen
for the liquid PDE.

In order to validate the resulting ROM, two battery cells
with different chemistires, namely a lithium nickel manganese
cobalt oxide (NMC) cell with 5.0 Ah and a lithium iron phos-
phate oxide (LFP) cell with 4.7 Ah, were used this study. The
cells were both cycled under different conditions, including a
United States Advanced Battery Consortium (USABC) PHEV
dynamic charge depleting duty cycle and a Federal Urban Driv-
ing Schedule (FUDS) duty cycle. The ambient temperature was
controlled by a a Testsky Instrument GDW100 environmental
chamber at a constant temperature of 25 ◦C and current cycles
were applied with an Arbin Instrument BT-2000 tester. The cell
terminal voltage, current, and temperature were recorded using
a sample frequency of 10 Hz. Simulations are run with MAT-
LAB on a 2.30 GHz Intel Core i5 processor with 8 GB of RAM,
using a time step Δt = 1 s.

All the electrochemical parameters used in the ROM for
the two batteries are summarized in Table III. The expres-
sions for the OCP curves with respect to state of charge can
be found in Appendix. It is worth mentioning that some of
the electrochemical parameters used in this work, such as the
diffusion coefficients and rate constants, can be found in liter-
ature [21], [38], [39] and are tuned when necessary. There are
also some parameters which are directly related to the capacity
and/or voltage range of a specific cell. For example, to calibrate
the electrode initial lithiations (socp,0, socn,0), typically one
could start with 0.80 < socp,0 < 0.9 and adjust the socn,0 to
match the cell voltage at 100% SOC, then work from there. For
NMC battery cells, the initial lithiation socp,0 is usually cho-
sen around 0.5 to match the upper voltage limit [32]. Besides,
the values of the volume fraction εk are convoluted with the
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Fig. 9. Comparison of model predictions with experimental data for USABC
charge depleting duty cycle. (a) NMC. (b) LFP.

electrode thickness and projected area of the unwrapped jelly
roll. It is helpful if one can disassemble the cell and directly
measure the coating thickness. Without that, a negative thick-
ness can be assumed around 50–60 μm, and a positive around
60–80 μm. This should result in εk values around 0.5, which
further assuming around 10% binder/carbon coating (inactive

Fig. 10. Comparison of model predictions with experimental data for FUDS
duty cycle. (a) NMC. (b) LFP.

materials) means electrode porosity is around 0.4. As a final
check of the values of cs,max,k and εk , one can use the ca-
pacity Qn = εn ∗ Ln ∗ cn,max ∗ (socn,0 − socn,f ) or a similar
expression for the positive electrode, and Qn/Qp should be
close to 1.

Fig. 9 compares the voltage predicted by the ROM with ex-
perimental data for the USABC charge depleting duty cycle. As
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TABLE IV
SUMMARY OF SIMULATION TIME

Simulation Time (s)

USABC CD FUDS

NMC 1.25 1.25
LFP 1.23 1.23

shown in Fig. 9, the ROM agrees very well with experimen-
tal data, with the RMSE in the voltage prediction being only
13.0 mV and 13.5 mV for NMC and LFP, respectively. The
voltage prediction error is limited within a narrow error bound,
i.e., less than ±30 mV during most of the time in the driving
cycle. The Probability Distribution Function (PDF) of the volt-
age error in Fig. 9 also demonstrates that the prediction error
mainly distributes between 30 mV and 30 mV. To achieve the
level of agreement shown in the figure, accurate predictions of
the lithium concentration in both the electrodes and electrolyte
are essential, based on which OCPs and electrolyte potential are
calculated. To this extent, the comparison results also indicate
that the orders of truncation selected for the solid and liquid
phases are sufficient to accurately approximate the diffusion
PDEs through the Galerkin projection method.

Nevertheless, it is worth noting that for both the two cells, the
errors between ROM and experimental data increases during the
latter stages of the profile, where cell SOC is low. One possible
reason is that the diffusion coefficients of the ROM in the liquid
and solid do not vary with concentration, and therefore, the local
concentrations at either end of the cell (in the electrodes or the
electrolyte) at low SOC could be much different than the nomi-
nal values, which in turn would lead to greater potential variation
if concentration-dependent diffusion coefficients were used.

Experimental data obtained by the FUDS duty cycle are then
used to further validate the ROM at different input current con-
ditions. Again, the voltage predicted by the ROM agrees very
well with experimental data, as shown in Fig. 10. The RMSE is
15.5 mV for the NMC cell, and 15.3 mV for the LFP cell. Both
the error curve and the error PDF show that the prediction error
mainly distributes within the range of ±30 mV.

More importantly, the computational complexity of the elec-
trochemical model is significantly reduced. A summary of
simulation time for the four models is listed in Table IV. The
computation time for the models obtained with the four MOR
methods is thousands of times faster than real time. With a
high level of accuracy as well as computational efficiency, the
proposed Galerkin projection method will be suitable for real-
time simulation, control, and estimation applications.

V. CONCLUSION

In this paper, an analytical MOR technique based upon the
Galerkin projection method has been introduced systematically
for electrochemical modeling of lithium-ion batteries. This ap-
proach has the advantage of greatly reducing the number of
diffusion states while retaining all physically meaningful vari-

ables. Discussions on the selection of basis functions and target
accuracy have been presented. The order truncation is then de-
termined by analysis in the frequency and time domains.

The resulting ROM is then validated against the experimental
data gathered from NMC and LFP batteries during USABC
charge depleting and FUDS duty cycles. Comparison results
show that the ROM agrees very well with experimental data
at all testing conditions, with a maximum RMSE of 15.5 mV.
More importantly, the computational complexity of the ESPM
is significantly reduced since all the system matrices have been
calculated analytically in the pre-processing phase. The ROM
can be simulated thousands of times faster than the real time,
making it suitable for battery state/parameter estimation, aging
analysis and fault diagnosis.

APPENDIX

EXPRESSIONS OF OCPS FOR NMC AND LFP BATTERIES

NMC [39]:

Up = 3.72 + 0.026 ln
1 − θp
θp

+ 0.012(1 − θp)

− 3.085(1 − θp)2 + 102.933(1 − θp)3

− 845.20(1 − θp)4 + 3290.033(1 − θp)5

− 6576.953(1 − θp)6 + 6567.291(1 − θp)7

− 2605.076(1 − θp)8 − 5e−6 exp
(

1
1.08 − θp

)

(48)

Un = 0.6379 + 0.5416e−305.531θn (49)

+ 0.044 tanh
(

−θn − 0.196
0.109

)

− 0.1978 tanh
(
θn − 1.057

0.085

)

− 0.6875 tanh
(
θn + 0.012

0.053

)

− 0.0175 tanh
(
θn − 0.569

0.086

)

LFP [21]:

Up = 3.43 − 0.8428e−80.2493(1−θp )1. 3198

− 3.2474 · 10−6e20.2645(1−θp )3. 8003

+ 3.2482 · 10−6e20.2646(1−θp )3. 7995
(50)

Un = 0.6379 + 0.5416e−305.531θn

+ 0.044 tanh
(

−θn − 0.196
0.109

)

− 0.1978 tanh
(
θn − 1.057

0.085

)

− 0.6875 tanh
(
θn + 0.012

0.053

)

− 0.0175 tanh
(
θn − 0.569

0.086

)

(51)

where

θp =
cs,surf ,p
cs,max,p

θn =
cs,surf ,n
cs,max,n
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