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Abstract—This paper presents a 6T SRAM-based transposable
synapse memory aiming to improve online learning performance
of neuromorphic processors at the minimum area cost. While
a custom 8T SRAM was used in the previous transposable
synapse memory, the proposed one uses 6T SRAM, which leads to
substantial area savings. Based on the proposed hierarchical word
line structure with row transition multiplexer, both row-wise and
column-wise accesses are made possible in an integrated SRAM
array. A 64K-synapse memory employing the proposed scheme
is implemented in a 28nm CMOS technology, which has 17.7%
area overhead compared to the non-transposable 6T synapse
memory; 50.0% area savings compared to the transposable
8T synapse memory, and 35.5% area savings compared to
the previous transposable 6T synapse memory. The estimated
performance gain for online spike-timing-dependent plasticity
learning using MNIST dataset is 6.7× compared to the non-
transposable synapse memory.

Keywords—neuromorphic engineering; spiking neural net-
works; spike-timing-dependent plasticity; synapse memory;

I. INTRODUCTION

Recently, spiking neural network (SNN) has been drawing
attentions for its bio-inspired characteristics and energy ef-
ficiency [1], [2]. However, since conventional von Neumann
architecture cannot handle the binary spikes and time delay
information in SNNs efficiently, interests in dedicated neuro-
morphic processors have been growing [3], [4], [5]. Especially
in [3] and [4], crossbar synapse memory structures were used
to provide sufficient connectivity between neurons and high
memory bandwidth.

Meanwhile, the importance of online learning is getting
increased in neuromorphic processors due to the high commu-
nication cost and data security issues in offline learning. Spike-
timing-dependent plasticity (STDP) is a well-known SNN
unsupervised learning method that updates synaptic weights
depending on the spike timing differences between presynaptic
neurons (tpre) and postsynaptic neurons (tpost) [6]. In the non-
transposable crossbar synapse memory based on 6T SRAM,
a row-wise weight vector can be concurrently accessed by
enabling a single word line (WL), whereas a column-wise
weight vector can be accessed element-by-element only by
enabling all WLs one-by-one. For post-then-pre (tpre − tpost >
0) STDP iteration, multiple synaptic weights connected to
one presynaptic neuron can be updated at the moment of its
presynaptic spike (tpre) [3]. Therefore, non-transposable 6T
synapse memory provides high throughput for post-then-pre
STDP iteration where each presynaptic spike incurs updating

row-wise weights. However, the throughput for the pre-then-
post STDP iteration, where each postsynaptic spike incurs
updating column-wise weights, is severely degraded.

To cope with the limitation, a transposable synapse memory
structure based on a custom 8T SRAM bitcell was introduced
[3]. However, the transposable 8T SRAM bitcell incurs sig-
nificant area overhead compared to 6T SRAM bitcell due to
the routing of additional WL and bit line (BL) for transpos-
able access. In [7], a novel transposable addressing scheme
leveraging 6T SRAM macros was proposed. However, the area
overhead is still substantial due to duplicated address decoders
and additional routings for control signals.

In this paper, we propose a 6T SRAM-based, area-efficient
transposable synapse memory structure that provides the same
bandwidth as the previous transposable synapse memories with
much smaller area overhead; the proposed memory consumes
only 17.7% larger area than the non-transposable 6T synapse
memory.

II. PREVIOUS WORKS

Fig. 1 shows an exemplary crossbar synapse memory con-
sisting of 16 synapses, where wi,j represents a single-/multi-
bit synaptic weight from i-th presynaptic neuron Ai to j-th
postsynaptic neuron Dj . In the synapse memory implemented
using 6T SRAM bitcell, a row-wise weight vector, {wi,0, wi,1,
wi,2, wi,3} where i is the row address, can be concurrently
accessed because any element in the vector does not share the
same BL with the others. On the other hand, a column-wise
weight vector, {w0,j , w1,j , w2,j , w3,j} where j is the column
address, needs to be accessed row-by-row in sequence because
all the elements share the same BL. As a result, transposable
access becomes very slow in the conventional 6T SRAM-based
synapse memory.

In [3], a custom transposable 8T SRAM-based synapse
memory (Fig. 1(c)) has been proposed, which allows concur-
rent access to column-wise weight vector through additional

Fig. 1. (a) A simple crossbar synapse memory, (b) a 6T SRAM cell, (c) a
transposable 8T SRAM cell [3].
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Fig. 2. Transposable addressing scheme using 6T SRAM macros [7]. (a) a
row-wise access and (b) a column-wise access.

WL (WLT) and BLs (BLT and BLBT). However, the additional
routing of WLT, BLT, and BLBT in the 8T SRAM bitcell incurs
significant area overhead up to 250%.

To reduce the area overhead, a transposable memory ad-
dressing scheme based on 6T SRAM macros was proposed
in [7] (Fig. 2). In the scheme, conventional 6T SRAM cell
based arrays are still used to construct synapse memory, but
the memory needs to be split into multiple blocks and synaptic
weights are remapped so that the elements in the same column-
wise weight vector are placed in the different blocks. As a
result, all the elements in a column-wise weight vector as well
as the row-wise weight vector can be read out simultaneously.
Note that the elements in a row-wise weight vector can be
read out simultaneously in both of conventional scheme and
the scheme in Fig. 2. The transposable synapse memory in
[7] reduced area overhead in [3] by using 6T SRAM instead
of 8T. However, it still incurs considerable area overhead by
occupying 83% larger area due to additional routing of clock,
control, address, and data signals as well as the dedicated
peripheral circuitry such as address decoder for each SRAM
block as shown in Fig. 2.

III. PROPOSED TRANSPOSABLE MEMORY STRUCTURE

In this section, we propose an integrated 6T SRAM structure
for transposable access. The proposed design is based on the
transposable memory addressing scheme [7] but eliminates
the need of duplicated address decoders and other control
overhead by using the hierarchical WL structure. The key
idea is to insert 2-to-1 multiplexers (MUXs) periodically
on the word line path so that the row-wise access and the
column-wise access can read out different set of SRAM cells
depending on the select signal.

Fig. 3 shows the proposed transposable synapse memory
structure, where transposable addressing scheme in [7] is im-
plemented using a custom address decoder and row transition
MUXs. The address decoder enables the WL corresponding
to the input address for row-wise accesses (Rb/C=0) and the
WL corresponding to 2’s complement of the input address
for column-wise access (Rb/C=1). The row transition MUXs
are placed between two adjacent column arrays to connect
the WLs in the same row for row-wise access and connect
the WLs in the different rows for column-wise access. For
example, when we access row[1] weight vector {w1,0, w1,1,

Fig. 3. The overall structure of the proposed transposable synapse memory.

w1,2, w1,3}, the address decoder enables the WL for w1,3.
At the same time, all row transition MUXs connect the WLs
on the same row to enable WLs for w1,0, w1,1, and w1,2

concurrently (red arrows in Fig. 3). To access col[1] weight
vector {w0,1, w1,1, w2,1, w3,1}, the address decoder enables
the WL for w3,1 and all row transition MUXs select the
WLs from the lower rows to access w0,1, w1,1, and w2,1

concurrently (blue arrows in Fig. 3).
The barrel shifter is needed to rearrange the order of output

as the order of column index is different for each row in
the proposed memory structure. The barrel shifter is placed
between input buffers and write drivers for write operation and
between sense amplifiers and output buffers for read operation
to shift weights to the right and the left by Shift count.

The row transition MUXs and the barrel shifter increases
the area and access time, but the gain from the transposable
access is larger than the overhead. The overhead analysis is
given in the next section.

Meanwhile, memory array often adopts the column select
structure, and the proposed WL row transition scheme needs
to be modified when the column select structure is used. An
example is shown in Fig. 4. In this case, the output of the
address decoder is divided into two parts (MSBs for WLs and
LSBs for column selection lines (CSLs)) and each part is sent
to WLs and CSLs respectively. It is worthwhile to note that
the operating principles of the row transition scheme for WLs
and CSLs are different. For CSLs, similar to the case in Fig.
3, the row transition MUXs select the input from the lower
rows when column-wise access is selected (Rb/C=1). On the
other hand, the row transition MUXs for WLs select the input
from the lower rows only when the MSB of the CSL signals
in the previous column is “1” for column-wise access.

In this way, the proposed row transition scheme that embeds
the transposable addressing scheme in memory array works
correctly for any configuration of 6T SRAM-based crossbar

Fig. 4. The proposed row transition scheme for the memory configuration
with column multiplexing.
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Fig. 5. (a) Configuration of the proposed transposable 64K-synapse memory
and (b) the bottom left part of memory array in the layout design.

synapse memory.

IV. TESTCHIP IMPLEMENTATION AND MEASUREMENT

We implemented a testchip of transposable 64K-synapse
(256×256 crossbar) memory with 4-bit weights in a 28nm
CMOS technology. We reconfigured the 256×256 crossbar
synapse memory with 4-bit weights into four 256×64 weight
arrays and stacked them together as a 1024×64 configuration
under the 256-bit I/O data width constraint.

A unit array corresponding to 1024×1 weights is imple-
mented as a 128×8×4b cell array with 8-to-1 column multi-
plexing. 8 successive unit arrays are horizontally connected to
configure a sub-array and the 64K-synapse memory consists of
8 sub-arrays (Fig. 5(a)). In all unit arrays except the left most
unit array in each sub-array, the proposed row transition MUXs
for WLs and CSLs are embedded for transposable access.

Compared to the baseline non-transposable 6T synapse
memory, the proposed design has area overhead in the row
transition MUXs and the barrel shifter. In the baseline synapse
memory, the area portions of cell array, read/write circuits
(sense amplifiers and write drivers), and periphery circuits
are 84%, 10%, and 6% respectively. The proposed row tran-
sition MUX requires 5× larger width than that of the 6T
SRAM bitcell while the cell height is same. Because there
are 36 cells on a WL in a unit array including 4 dummy
cells for layout regularity, the area overhead due to the row
transition MUXs is 13.9% of the cell area in the unit array
(Fig. 5(b)). In addition, the barrel shifter occupies almost
the same area with the periphery circuits, which means the
area overhead is 6.0%. Thus, overall area overhead of the
proposed transposable memory is 17.7% (=13.9%×84%+6%).
In the 8T synapse memory [3], the cell area increases by
250% and read/write circuit area increases by 200% from

TABLE I
RELATIVE AREA OF TRANSPOSABLE SYNAPSE MEMORIES.

Synapse Memories Baseline 8T [3] 6T [7] Proposed
Relative Area 1.00 2.36 1.83 1.18

our analaysis. Thus, the estimated area overhead is 236%
(=250%×84%+200%×10%+6%). Comparison data for mem-
ory area is shown in Table I.

In the reconfigured transposable synapse memory, it takes
4 cycles to finish the read or write operation for 256 weights
in both row-/column-wise directions (64 weights per cycle via
256-bit I/O data path). The number of cycles to read/write 256
weights in the row-wise direction is also 4 in the conventional
non-transposable synapse memory. However, the number of
cycles for read/write operations for the same number of
weights in the column-wise direction is much larger in the
non-transposable memory. The number of memory accesses
required for 256 weights corresponding to a single column
is 256 because every row needs to be accessed one-by-one.
Note that the number of cycles to access multiple columns
in the same 256×64 weight array is the same as the single
column case because the weights that share the same word
line can be accessed simultaneously. Hence, the number of
access to multiple columns varies depending on the number
of the 256×64 weight arrays that include the target columns.
If narray arrays have target columns, the required number of
memory access is narray×256.

Fig. 6 shows the post-layout simulation results for the delay
of WLs in a sub-array. In the baseline synapse memory, the
delay from the WL driver to the WL on the far-end cell
of a sub-array is 206 ps while the delay in the proposed
transposable memory is increased by 331 ps (=537–206 ps)
due to the row transition MUXs. In addition, the delay penalty
due to the barrel shifter is 450 ps. Thus, overall penalty in
memory cycle time is about 780 ps, which is 26% of the
cycle time (=3 ns) of the baseline synapse memory. In spite
of this increase in delay, overall performance of the proposed
memory is much higher than the conventional structure due to
the reduced number of cycles for column-wise access. Detailed
analysis will be shown in the next section.

Fig. 7 shows the die photograph, specifications, and mea-
surement result of the testchip. 6T SRAM bitcell was manually
designed using logic design rules to embed the proposed row
transition scheme. If the bitcell from the manufacturer and
SRAM design rules are available for the design of the row
transition MUXs, the chip area can be reduced down to 1/3.

Fig. 6. Post-layout simulation results of the WL signals in a sub-array.
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Fig. 7. (a) Testchip die photograph, specifications, and (b) measurement
results of operating frequency and power consumption.

The maximum operating frequency is 255 MHz at 1.1 V while
consuming 1.023 mW (Fig. 7(b)).

V. ONLINE LEARNING PERFORMANCE ESTIMATION

In a post-then-pre (or pre-then-post) STDP learning iteration
of a 64K-synapse SNN, a single presynaptic (or postsynaptic)
spike incurs synaptic weight updates on row-wise (or column-
wise) 256 weights. Plot (1) in Fig. 8 shows the number of
memory accesses to complete a post-then-pre STDP iteration
(row-wise access) using the conventional non-transposable
synapse memory. The data for the plot (1) is calculated as
nspike×4×2, where nspike represents the number of presynaptic
spikes in the iteration. Each spike needs 4 cycles to access
256×4 bits with the 256-bit I/O path as explained in the
section IV. In addition, 2 cycles need to be multiplied to
account for read-then-write operation.

Note that the number of accesses for both post-then-pre and
pre-then-post iterations for the proposed transposable memory
is same as the data in plot (1), which is the number of accesses
for post-then-pre iterations for the non-transposable memory.

However, the number of accesses for pre-then-post iterations
(column-wise access) for the non-transposable memory is
much higher as shown in plot (2) in Fig. 8. The data for plot
(2) is calculated as narray×256×2. The narray is the number of
256×64 weight arrays in which the indices of the postsynaptic
spikes are included. Assuming that the spikes occur at neurons
randomly, we can calculate the expected value of narray for a
given number of postsynaptic spikes.

Plot (3) in Fig. 8 shows online learning performance
gain of the proposed transposable memory against the non-
transposable memory when there are nspike presynaptic and
nspike postsynaptic spikes in a STDP iteration.

Even with the penalty in the memory cycle time (1.26×), it
can be seen that the proposed transposable memory computes
the STDP learning faster than the baseline scheme.

Fig. 8. Learning performance gain in the proposed transposable memory.

In the previous work on STDP learning [6], the reported
firing rates are 0–63.75 Hz for MNIST dataset, which means
the maximum pre/postsynaptic spike rate in a certain iteration
of STDP learnings is 6.375% at 1 ms SNN simulation reso-
lution. In such a condition, the online learning performance
gain becomes 6.7× (Fig. 8).

VI. CONCLUSION

We presented a 6-transistor SRAM-based transposable
synapse memory for fast online learning in neuromorphic
processors. Based on the hierarchical word line with row
transition MUX structure, the proposed design enables the
transposable memory addressing in the integrated SRAM array
structure. Detailed design methodology for row transition
scheme in various SRAM array configurations such as col-
umn multiplexed array was also introduced. The proposed
memory shows 6.7× higher performance for STPD learning
with MNIST dataset than the conventional non-transposable
memory. The area overhead of the proposed design over the
non-transposable memory was 17.7% only, which is much
smaller than the area overhead in the previous works.
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