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A B S T R A C T

In this paper, the effects of three FACTS controllers, static synchronous series compensator (SSSC), thyristor-
controlled series compensator (TCSC), and static synchronous compensator (STATCOM), on the transient sta-
bility of a multi-machine power system in the presence of two 200MW wind farms based on a doubly fed
induction generator (DFIG) and a 120MW photovoltaic (PV) solar plant are studied. Also, power system sta-
bilizers (PSSs) are installed on four synchronous machines. It is generally accepted that there is a threat to the
stability of power systems with the penetration of wind farm and PV plant. Therefore, in order to improve
transient stability in the power system, this paper proposes the application of PI controllers in PV and wind farm
controllers and a combination of PSS and FACTS controllers, whose coordination is very important. The design
problems of the PSS, FACTS, and PI controllers are formulated as an optimization problem, and the adaptive
velocity update relaxation particle swarm optimization (AVURPSO) algorithm, gravitational search algorithm
(GSA), and genetic algorithm (GA) are employed to search for the optimal controller parameters. These three
approaches identify the solution to a given objective function, but they employ different strategies and com-
putational efforts. Therefore, a comparison of their performance is required.

1. Introduction

Considerable effort has been made for the integration of renewable
energies into the grid in order to meet the imperative demand of a clean
and reliable electricity generation [1]. The main purpose of this paper is
to apply a PV solar plant, wind farms, and synchronous machines si-
multaneously in the power system. In this case, grid stability and ro-
bustness may be violated due to the intermittency and interaction of
solar and wind renewables. Related grid demands have been presented,
in which case far more attention should be paid to specific require-
ments, like low voltage ride-through (LVRT) and reactive power in-
jection capability [2–5].

Due to the declined PV cell price and advanced power electronics
technology, the penetration level will become much higher. A sudden
stoppage of all grid-connected PV systems in an unintentional islanding
operation mode may trigger much more severe grid problems than the
initial event, e.g. power outages and voltage flickers. In order to solve
potential issues, several European countries have updated the grid
codes for voltage systems [6–8].

On the other hand, the share of wind power with respect to total

installed power capacity is increasing worldwide. Currently, DFIG is the
most frequently used generator for wind turbines (WTs) due to its ad-
vantages [9–12]. The stator of the DFIG is directly connected to the grid
while its rotor is connected through an AC/DC/AC converter. When the
grid voltage dip occurs, the stator flux cannot be changed and, there-
fore, stator windings will induce a DC component of the stator flux
which also contains a negative-sequence component during asymme-
trical grid voltage dips.

Since the capacity of the DFIG converter is only 25–30% [10,11],
the grid fault can easily cause rotor overvoltage or over-current, which
makes the converter a direct threat to the safety of the WT operation.
Consequently, an effective control should be exerted in order to prevent
stator and rotor inrush currents as well as overvoltage and torque os-
cillations, and to allow the DFIG-based WT to remain connected to the
grid during faults. The proposed solution involves the use of PI con-
trollers in rotor-side and grid-side controllers and application of FACTS
devices on the transmission line.

Flexible AC transmission system (FACTS) devices can be used to
control power flow and enhance system stability [13–16]. This paper
investigates the improvement of the transient stability of a two-area
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power system with PV and wind farms, using an SSSC, TCSC, and
STATCOM.

SSSC is utilized for power flow control, voltage stability, and phase-
angle stability. The benefit of SSSC over conventional controllable
series capacitors is that SSSC induces both capacitive and inductive
series compensating voltages on a line [17–19]. TCSC is a typical series
FACTS device employed to vary the reactance of the transmission line
[20,21]. STATCOM can be defined as a synchronous static generator
which operates as a shuntly-connected reactive power static compen-
sator. Its output current can be fully controlled in both the capacitive
and inductive range, independently of AC network voltage [22,23].

An electronic device used to improve the stability of the power
system is called power system stabilizer (PSS). PSSs which are excita-
tion system-based damping controllers were widely used in the past to
add damping torque and increase the damping of these oscillations
[24,25]. This paper contains a coordinated simulink model of PSS and
different types of FACTS devices for two area power systems and ex-
amines three-phase fault conditions with and without controllers.

Numerous studies have been conducted in the field of simultaneous
coordinated design of PSS and FACTS controllers [25,26]. In [27], the
brainstorm optimization algorithm (BSOA) has been employed to find
the optimal location and setting of TCSC and SVC controllers. More-
over, in [28], a damping controller of the SVC has been designed using
the adaptive-network-based fuzzy inference system (ANFIS). Further-
more, the optimal placement problems of multiple UPFC solved by
gravitational search algorithm (GSA) has been presented in [29].

Several modern heuristic tools that facilitate the solution of opti-
mization problems which were previously difficult or impossible to
address have evolved in the last two decades. These tools include,
among others, evolutionary computation, simulated annealing, tabu
search, and particle swarm. The genetic algorithm (GA), gravitational
search algorithm (GSA), and particle swarm optimization (PSO) tech-
niques emerged as promising algorithms for handling optimization
problems. These techniques are gaining popularity within the research
community as design tools and problem-solvers because of their ver-
satility and capability for optimization in complex multimodal search
spaces applied to non-differentiable cost functions.

UPFC location and its control parameters have been optimized using
GA presented in [30]. In [31], the GA scheme determined the optimal
location for the UPFC while tuning its control parameters and locations
of the PSS under different operating conditions.

In addition, [32] presents the application of an improved PSO al-
gorithm for the optimal sizing and allocation of a STATCOM and
minimization of voltage deviations at all the buses in a power system.
Also, individual designs of UPFC controllers and PSS using PSO tech-
nique have been discussed in [33].

The proposes of GSA for the optimal designing of SSSC controller
were presented in [34] and the optimum coordination of FACTS devices
solved by GSA were given in [35].

The novelty of the present study is finding the global optimum of
the spread factor parameter at the upper level using an adaptive velo-
city update PSO, namely AVURPSO, that has a higher convergence
speed and accurate response than the PSO algorithm [36,37]. In this
paper, three methods of AVURPSO, GSA, and GA are used to design and
optimize the parameters of PSS, FACTS, and PI controllers.

2. FACTS devises

2.1. Static synchronous series compensator

SSSC is an example of a FACTS device whose primary function is to
change the characteristic impedance of the transmission line and thus
change the power flow. The impedance of the transmission line is
changed by injecting a voltage which leads or lags the transmission line
current by 90°. If the SSSC is equipped with an energy storage system,
the SSSC receives the added advantage of real and reactive power

compensation in the power system [17,19]. By controlling the angular
position of the injected voltage with respect to the line current, the real
power is provided by the SSSC with the energy storage element.

Fig. 1. Lead-lag controller.
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The SSSC-damping controller structure is illustrated in Fig. 1a. The
speed deviation Δω is considered as the input to the damping con-
troller. The lead-lag block containing the stabilizer gain block de-
termines the amount of damping. Next, the washout sub-block is used
to reduce the over-response of damping during severe events and serves
as a high-pass filter with a time constant that allows the signal asso-
ciated with oscillations in the rotor speed to pass unchanged. Without
this block, steady-state changes would modify the terminal voltages.
Finally, the time constants of the phase compensator block are chosen
such that the phase lag/lead of the system is fully compensated. In
Fig. 1a, K and time constants T1, T2, T3, and T4 can be calculated using
AVURPSO, GSA, and GA.

2.2. Thyristor controlled series compensator

TCSC is connected in series with transmission lines to compensate
for the inductive reactance of the line, increase the maximum trans-
mittable power and decrease the effective reactive power loss. The
complete TCSC controller structure is shown in Fig. 1b. The output
signal of the TCSC is the desired capacitive/inductive compensation
signal, noted as XTCSC [20]. In Fig. 1b, KT and time constants T1, T2, T3,
and T4 can be calculated using AVURPSO, GSA, and GA. The reactance
of TCSC is expressed as follows:

= − + −X X K X U Ṫ [ ( )]/T T S T
ref

T S (1)

2.3. Static synchronous compensator

STATCOM in a steady-state operating regime which replicates the
operating characteristics of a rotating synchronous compensator. The
basic electronic block of a STATCOM is a voltage-sourced converter that
converts a DC voltage at its input terminals into a three-phase set of AC
voltages at a fundamental frequency with a controllable magnitude and
phase angle [22,23]. A STATCOM can be used for voltage regulation in
a power system, having as an ultimate goal an increase in transmittable
power as well as improvements of steady-state transmission char-
acteristics and the overall stability of the system.

The commonly used lead–lag structure depicted in Fig. 1c is chosen
in this study as a STATCOM-based damping controller. K and time
constants T1, T2, T3, and T4 can be calculated using AVURPSO, GSA,
and GA. In Fig. 1c, Vref represents the reference voltage as desired by
the steady operation of the system.

3. Power system stabilizer and system model

In this study, all synchronous generators are equipped with PSSs.
The generator is represented by the third-order model consisting of the
following swing equations [24,25]:

= −δ ω ω̇ ( 1)b (2)

= − − −ω P P D ω Ṁ [ ( 1)]/m e (3)

where Pe and Pm are the output and input powers of the generator, and
ω and δ are the speed and rotor angle, respectively. The internal voltage
is given by:

′ = − ′ − − ′ + ′E E x x i E Ṫ [ ( ) ]/q q d d d fd d0 (4)

The real power output of the generator is described as:

= +P v i v ie d d q q (5)

The excitation system can be represented by the IEEE type-ST1
system demonstrated in Fig. 1d and described by [28]:

= − + − +E E K V v U Ṫ [ ( )]/fd fd A ref PSS A (6)

The time constants T1P, T2P, T3P, T4P, and KP are calculated using
AVURPSO, GSA, and GA.

Fig. 2 illustrates the structure of the proposed system [38]. In Fig. 2,
the power system consists of different areas: Two synchronous gen-
erators G1 and G2 and a wind farm based on DFIG1 are in the first area,
while G3, G4, DFIG2 and PV plant are in the second area. G1 and G3 are
900 MVA; G2 and G4 are 650 MVA; DFIG1 and DFIG2 are 200MW; and
PV plant is 120MW. SSSC and TCSC in the second line are between bus
10 and bus 13 (in FACTS block), and STATCOM is connected in bus 10.
Moreover, PSS is installed on four synchronous generators (G1, G2, G3,
and G4). Finally, the first and second areas are connected by two 230 kV
transmission lines and a length of 220 km.

3.1. Wind farm

The wind farm basically consists of DFIG, a wind turbine with a
drive train system, RSC, GSC, DC-link capacitor, pitch controller, cou-
pling transformer, and protection system as shown in Fig. 3 [9,11].

The wind turbine with the DFIG system is an induction-type gen-
erator in which the stator windings are directly connected to the three-
phase grid, and the rotor windings are fed through three-phase back-to
back insulated-gate bipolar transistor (IGBT)-based pulse width mod-
ulation (PWM) converters. The dynamics of the DFIG is represented by
a fourth-order state-space model using the synchronously rotating re-
ference frame (qd-frame) as given in (7)–(10) [9–11]:

= + +V r I ω λ
dλ
dtqs s qs e ds

qs

(7)

= − +V r I ω λ dλ
dtds s ds e qs

ds
(8)

= + − +V r I ω ω λ
dλ
dt

( )qr r qr e r dr
qr

(9)

Fig. 2. Power system with PV and wind farms.

Fig. 3. Schematic diagram of DFIG wind turbine system.
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= + − +V r I ω ω λ dλ
dt

( )dr r dr e r qr
dr

(10)

where Vqs, Vds, Vqr, and Vdr are the q- and d-axis stator and rotor vol-
tages, respectively; Iqs, Ids, Iqr, and Idr are the q- and d-axis stator and
rotor currents, respectively; λqs, λds, λqr and λdr are the q- and d-axis
stator and rotor fluxes, respectively; ωe is the angular velocity of the
synchronously rotating reference frame; ωr is rotor angular velocity;
and rs and rr are the stator and rotor resistances, respectively. The flux
linkage equations are given as:

= +λ L I L Iqs s qs m qr (11)

= +λ L I L Ids s ds m dr (12)

= +λ L I L Iqr m qs r qr (13)

= +λ L I L Idr m ds r dr (14)

where Ls, Lr, and Lm represents the stator, rotor, and mutual in-
ductances, respectively. Assuming negligible power losses in stator and
rotor resistances, the active and reactive power outputs from stator and
rotor sides are given as:

= − +P V I V I3
2

( )s qs qs ds ds (15)

= − −Q V I V I3
2

( )s qs ds ds qs (16)

= − +P V I V I3
2

( )r qr qr dr dr (17)

= − −Q V I V I3
2

( )r qr dr dr qr (18)

The total active and reactive power generated by DFIG is:

= +P P PTotal s r (19)

= +Q Q QTotal s r (20)

If PTotal and/or QTotal is positive, DFIG is supplying power to the
power grid; otherwise, it is drawing power from the grid. Te is the
electromagnetic torque generated by the machine, which can be written
in terms of flux linkages and currents as follows:

= −T λ I λ I3
2

( )e qs ds ds qs (21)

where positive (negative) values of Te mean DFIG works as a generator
(motor).

3.1.1. Control systems
The typical structure of a PI control system is shown in Fig. 4a

[9–11], where the error signal e(t) is used to generate the proportional
and integral actions, with the resulting signals weighted and summed to
form the control signal u(t) applied to the plant model. A mathematical
description of the PI controller is:

∫= + = +u t K e t K e τ dτ u t u t( ) ( ) ( ) ( ) ( )P i
t

p i0 (22)

where u(t) indicates the input signal to the plant model, the error signal
e(t) is defined as e(t)=r(t)-y(t), and r(t) denotes the reference input
signal. In this paper, AVURPSO, GSA, and GA are employed to design
and optimize the parameters of PI controllers.

The rotor-side converter (RSC) is applied to control the wind turbine
output power and the voltage or reactive power measured at grid
terminals. Power is controlled in order to follow a pre-defined power
speed characteristic (tracking characteristic) [10,11]. The control
system is presented in Fig. 4b.

The grid-side converter (GSC) is utilized to regulate the DC bus
capacitor voltage. The control system is depicted in Fig. 4c [10,11]. The
grid-side converter control feeds the DC voltage regulator from the
difference between Vdc and Vdc reference, and transfers it into the d-q

axis current or the current regulator by the PI controller. Then, using
the PI controller, it transfers the regulator again into the d-q axis vol-
tage with the electrical equation of Park’s transformation. It converts
not unlike the rotor-side convertor into using the DFIG controlled. The
PI controller is controlled at the optimum point for the DFIG systems.

The complete explanations as wekk as wind speed model and pitch
controllers were explained in [11].

Because of the limited reactive power capability, DFIG cannot al-
ways supply the required reactive power; as a result, its terminal vol-
tage fluctuates. Therefore, a voltage regulation device is required for
the secure operation of the overall wind turbine together with the
power grid during normal operation as well as disturbances in the grid
[9–12].

According to the new grid codes, WTs must remain connected to the
grid and supply reactive power to guarantee the grid voltage during
grid faults. This ability of WTs is called the fault ride through (FRT)
capability and, for voltage dips, the LVRT capability [39,40]. LVRT
depends on the magnitude of voltage drop at the point of common
coupling (PCC) during fault and the time taken by the grid system to
recover to the normal state [39].

A summary of the voltage profile for ride-through capabilities in the
grid codes is presented in Fig. 5 [40]. Only when the grid voltage goes
below the curves are the turbines allowed to be disconnected. More-
over, when the voltage is in the special area, the turbines should supply
reactive power.

On the other hand, faults in the power system, even far away from
the location of the turbine, can cause a voltage dip at the connection
point of the wind turbine. The dip in the grid voltage will result in an

Fig. 4. Controllers structure.
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increase of the current in the stator windings of the DFIG. Because of
the magnetic coupling between stator and rotor, this current will also
flow into the rotor circuit and power converters, so that it will cause an
overcurrent in rotor windings and overvoltage in the DC bus of power
converters [10,11]. Without any protection, this will lead to the de-
struction of converters. In this paper, the proposed solution involves the
use of PI controllers and FACTS devices.

3.2. Photovoltaic solar plant

Fig. 6a illustrates the general structure of a three-phase PV system
with power feed-in functions [6,7]. The boost stage functions as the
input power control stage to extract maximum power from PV strings in
normal operation. The control of the grid-side converter (three-phase
PV inverter) is normally implemented by regulating the DC-link voltage

in order to maintain the power balance between the PV strings and the
grid. It also takes care of the power quality of the generated power by
controlling the injected grid current. With the help of the instantaneous
power theory and Clark and Park transformations [6,41], the

Fig. 5. Voltage profile for LVRT in different countries.

Fig. 6. PV plant.

Fig. 7. Flowchart of optimization algorithms.
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synchronization and control of three-phase PV inverters are easier than
that of single-phase PV inverters.

Applying the Park transformation to a three-phase variable (vabc,
iabc) leads to the possibility of dq-control for a three-phase system. This
control utilizes the reference frame transformation module (abc to dq)
to transform the grid voltage and current waveforms into a reference
frame which rotates synchronously with the grid voltage. Consequently,
the control variables become DC quantities. Since every deviation of the
grid voltage and/or grid current will be reflected to the corresponding
d- and q-axis components, it leads to an easy solution for filtering and
control by means of PI-based controllers [6,7].

Fig. 6b represents the schematic view of the dq-control for a three-
phase PV inverter [6,7]. In this structure, the DC-link voltage is con-
trolled in accordance with the necessary output power. Its output is
then utilized as the reference for the active current controller, whereas
the reactive current reference is usually set to zero in normal operation.
When the reactive power has to be controlled in some cases, a reactive
power reference must be imposed on the control system. Since grid
currents are required to be synchronized with the grid voltage, a phase-
locked loop (PLL) system is also included in this control structure which
also provides the grid phase angle, necessary for the Park transforma-
tion model (abc to dq). In this paper, AVURPSO, GSA, and GA are
utilized to design and optimize the parameters of PI controllers. During
fault, the PV system is required to supply a reactive current to enhance
grid stability based on the grid code of the PV system [6,41].

4. Optimizing the parameters of SSSC, TCSC, STATCOM and PSS
controllers

To optimize the controllers’ parameters, an eigenvalue-based ob-
jective function is considered. The objective function can be defined as:

∫∑=J t ω t X dt|Δ ( , )|
t

0

1

(23)

where Δω(t,X) is the speed deviation of the generator for parameters of
SSSC, TCSC, STATCOM, and PSS controllers, and X is the optimization
parameters of this controllers. In this study, the objective function is to
minimize the proposed objective function J. The introduced approach
employs AVURPSO, GSA, and GA to solve this optimization problem
and search for the optimal set of controllers’ parameters.

4.1. AVURPSO algorithm

The novelty of the present study is finding the global optimum of
the spread factor parameter at the upper level using an adaptive velo-
city update PSO, namely AVURPSO, that has a higher convergence

Table 1
The values of optimized parameters of PSS controller.

Parameters AVURPSO GSA GA Range

KPG1 [pu] 32.1 29.6 20.2 20–60
KPG2 [pu] 25.1 23.9 22.6 20–60
KPG3 [pu] 37.2 34.3 26.7 20–60
KPG4 [pu] 31.2 28.1 26.3 20–60
T1PG1= T3PG1 [s] 0.47 0.51 0.63 0.01–1
T1PG2= T3PG2 [s] 0.48 0.53 0.56 0.01–1
T1PG3= T3PG3 [s] 0.44 0.46 0.48 0.01–1
T1PG4= T3PG4 [s] 0.41 0.48 0.52 0.01–1
T2PG1= T4PG1 [s] 0.34 0.39 0.43 0.01–1
T2PG2= T4PG2 [s] 0.37 0.42 0.46 0.01–1
T2PG3= T4PG3 [s] 0.35 0.41 0.44 0.01–1
T2PG4= T4PG4 [s] 0.42 0.54 0.62 0.01–1

Table 2
The values of FACTS controllers with AVURPSO.

Parameters SSSC Statcom TCSC Range

K [pu] 12.3 19.2 29.6 1–50
T1 [s] 0.36 0.42 0.69 0.01–1
T2 [s] 0.23 0.25 0.32 0.01–1
T3 [s] 0.38 0.43 0.58 0.01–1
T4 [s] 0.28 0.3 0.39 0.01–1

Table 3
The values of FACTS controllers with GSA.

Parameters SSSC Statcom TCSC Range

K [pu] 14.6 21.3 32.1 1–50
T1 [s] 0.38 0.48 0.73 0.01–1
T2 [s] 0.31 0.29 0.35 0.01–1
T3 [s] 0.4 0.48 0.64 0.01–1
T4 [s] 0.32 0.34 0.42 0.01–1

Table 4
The values of FACTS controllers with GA.

Parameters SSSC Statcom TCSC Range

K [pu] 17.1 23.2 35.7 1–50
T1 [s] 0.4 0.61 0.79 0.01–1
T2 [s] 0.39 0.32 0.36 0.01–1
T3 [s] 0.42 0.52 0.71 0.01–1
T4 [s] 0.38 0.39 0.48 0.01–1

Table 5
The values of optimized parameters of RSC controllers.

Parameters AVURPSO GSA GA

KP1 [pu] 8.9 14.7 25.09
KI1 [pu] 151.2 168.6 189.3
KP2 [pu] 14.6 24.3 35.9
KI2 [pu] 98.3 114.3 132.4
KP3 [pu] 17.3 25.9 51.3
KI3 [pu] 102.7 124.8 155.9

Table 6
The values of optimized parameters of GSC controllers.

Parameters AVURPSO GSA GA

KP1 [pu] 7.2 13.6 29.7
KI1 [pu] 142.3 159.3 192.3
KP2 [pu] 16.5 23.8 17.3
KI2 [pu] 99.8 117.1 164.3

Fig. 8. Convergence of the objective function for gbest.
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speed and accurate response compared to the PSO algorithm. The PSO
algorithm is a population-based search algorithm based on the simu-
lation of the social behavior of birds. In the basic PSO algorithm, in-
dividuals are referred to as particles. The position of particles within the

search space is changed based on the social-psychological tendency of
individuals in order to delete other individuals. Namely, the velocity (v)
and position (x) of each particle will be changed by the particle best
value (pb) and global best value (gb). The velocity and position

Fig. 9. Simulation results of power system.
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updating of the particle is shown by the following expression:

= + − + −+v wv c r pb x c r gb x( ) ( )i
j

i
j

i i
j

i
j1

1 1 2 2 (24)

= ++ +x v xi
j

i
j

i
j1 1 (25)

where vij+1 is the velocities of particle i at iterations j, and xij+1 is the
positions of particle ith at iterations jth. Moreover, w is the inertia
weight to be employed to control the impact of the previous history of
velocities, t denotes the iteration number, c1 is the cognition learning
factor, c2 is the social learning factor, and r1 and r2 are random numbers
uniformly distributed in [0, 1]. Generally, the value of each component
in v can be clamped to the range [vmin, vmax] to control the excessive
roaming of particles outside the search space.

In traditional PSO, the velocities of particles are limited in the range
of [vmin, vmax]. Usually, vmin and vmax are set to xmin and xmax, re-
spectively. The positions of particles are given in the range of [xmin,
xmax]. Thus, evaluating the results according to the limits for confining
or rejecting the results imposes an extra computational burden.

AVURPSO postulates boundary velocity validity checking without
checking the validity of positions in every iteration cycle [36].

In traditional PSO algorithms, velocity is updated at every iteration
cycle. In contrast, in AVURPSO, the velocity of each particle is kept
unchanged if its fitness at the current iteration is superior to one at the
preceding iteration; otherwise, the particles’ velocity is updated as
stated by (24) and, as a result, computational efficiency is enhanced.
The new position of the particle is then calculated as [36]:

= + −+ +x mf v mf x( ) (1 )i
j

i
j

i
j1 1 (26)

Adopting small values for c1 and c2 allows the particle to roam far
from the target regions before being tugged back. On the other hand,
adopting high values results in an abrupt movement forward or passes
the target regions. Therefore, c1 and c2 are introduced as [36]:

=
− × −

+c iter iter c c
iter

c( ) ( )b a
a1

max 1 1

max
1 (27)

Fig. 9. (continued)
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=
− × −

+c iter iter c c
iter

c( ) ( )b a
a2

max 2 2

max
2 (28)

where c1b and c2b are the initial values of c1 and c2, and c1a and c2a are
the final values of c1 and c2, respectively. In fact, the best solutions are
determined over the full range of search for changing c1 from 2.5 to 0.5
and c2 from 0.5 to 2.5. With a large value of c1 and a small value of c2 at
the beginning, particles are allowed to move around the search space
instead of moving toward the pbesti. A small value of c1 and a large
value of c2 allow the particles to converge to the gbesti in the latter part

of optimization. mf is the momentum factor between 0 and 1. The
momentum factor is adaptively changed as follows [36]:

=
− × −

+mf
iter iter mf mf

iter
mf

( ) ( )max 2 1

max
1 (29)

where mf is decreased from a higher value mf1 to a lower value mf2.
The flowchart of AVURPSO algorithm is presented in Fig. 7a [36].

Fig. 10. Simulation results of wind farms. Fig. 10. (continued)

A. Movahedi et al. Electrical Power and Energy Systems 106 (2019) 455–466

463



4.2. Genetic algorithm

Genetic algorithms are global search techniques based on the me-
chanisms of natural selection and genetics. They can simultaneously
search several possible solutions and do not require any prior knowl-
edge or special properties of the objective function [30,31]. Moreover,
they always produce high-quality solutions and, therefore, are excellent
methods for searching for an optimal solution in a complex problem.
Particularly in this research, the problem has a very wide range of

combinations of solutions, so that it is not feasible to search ex-
haustively.

Commonly, GAs start with random generation of the initial popu-
lation which represents possible solutions to the problem. Then, the
fitness of each individual is evaluated and new populations are gener-
ated by genetic operators (reproduction, crossover, and mutation) until
the maximal number of generation is reached. The flowchart of GA is
illustrated in Fig. 7b.

4.3. Gravitational search algorithm

The GSA is based on Newton’s theory. In GSA, agents are considered
as objects and their performance is measured by their masses. All these
objects attract one another by the force of gravity, a force which causes
a global movement of all objects towards those with a heavier mass.
Therefore, masses co-operate using a direct form of communication
through gravitational force. The heavy masses which correspond to a
good solution move more slowly than lighter ones, thereby guaran-
teeing the exploitation step of the algorithm [29,34].

In GSA, each mass (agent) has four specifications: position, inertial
mass, active gravitational mass, and passive gravitational mass. The
position of the mass corresponds to a solution to the problem, and its
gravitational and inertial masses are determined using a fitness func-
tion. In other words, each mass presents a solution, and the algorithm is
navigated by properly adjusting the gravitational and inertial masses.
For a system with N-agent (masses), the ith position of an agent Xi is
defined by [29,34]:

= =X X X X For i N( , ..., , ..., ) 1, 2, ...,i i i
d

i
N1 (30)

At a specific time ‘t’, the force acting on mass ‘i’ from mass ‘j’ is
defined as follows [29,34]:

=
×

+
−F t G t

M t M t
R t ε

X t X t( ) ( )
( ) ( )

( )
[ ( ) ( )]ij

d pi aj

ij
j
d

i
d

(31)

where Maj represents the active gravitational mass related to agent ‘j’,
Mpi denotes the passive gravitational mass related to agent ‘i’, G(t) in-
dicates the gravitational constant at time ‘t’, and Rij(t) shows the Eu-
clidian distance between two agents ‘i’ and ‘j’. To give a stochastic
characteristic to the GSA algorithm, it is assumed that the total force
acting on agent ‘i’ in dimension ‘d’ is a random weight sum of the ‘d’th

components of the forces exerted from other agents as [29,34]:

∑=
= =

F t rand F t( ) ( )i
d

j j i

N

j ij
d

1, (32)

where rand is a random number in the interval [0, 1]. Furthermore,
a t( )i

d is given as follows:

=a t
F t
M t

( )
( )
( )i

d i
d

ii (33)

where Mii (t) is the inertia mass of the ‘i’th agent. Therefore, its position
and velocity can be calculated as follows [29,34]:

+ = × +v t rand v t a t( 1) ( ) ( )i
d

i i
d

i
d (34)

+ = + +x t x t v t( 1) ( ) ( 1)i
d

i
d

i
d (35)

Gravitational and inertial masses are simply calculated by the fit-
ness evaluation. A heavier mass indicates a more efficient agent,
meaning that better agents have a higher attraction and walk more
slowly. Assuming the equality of the gravitational and the inertia mass,
the values of mass are calculated using the map of fitness. The grav-
itational and inertial masses are updated by the following equations
[29,34]:

= = = =M M M M i N, 1, 2, ...,ai pi ii i (36)

Fig. 11. Simulation results of the PV plant.
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best t worst t

( )
( ) ( )
( ) ( )i

i

(37)

∑=
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M t m t m t( ) ( )/ ( )i i
j

N

j
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where fiti(t) represents the fitness value of the agent ‘i’ at time ‘t’, and
best(t) and worst(t) are defined as follows (for a minimization pro-
blem):

=best t fit t( ) min ( )j (39)

=worst t fit t( ) max ( )j (40)

Now, the different steps of the GSA algorithm are as follows:

Step 1. Initializing particles in the search space at random
Step 2. Search space identification
Step 3. Randomized initialization
Step 4. Fitness evaluation of agents
Step 5. Updating G(t), best (t), worst (t), and Mi (t) for 1, 2, …., N
Step 6. Calculation of the total force in different directions
Step 7. Calculation of acceleration and velocity
Step 8. Updating the agent’s position
Step 9. Repeating Steps 3–8 until the stop criterion is reached

The flowchart of GSA is presented in [29,34].

5. Simulation results

The values for the optimized parameters of PSS are given in Table 1;
those for SSSC, TCSC, and STATCOM controllers with AVURPSO algo-
rithm are shown in Table 2; those for GSA are presented in Table 3; and
those for GA are listed in Table 4. Also, the values of the optimized
parameters of DFIG controllers are given in Tables 5 and 6.

In Fig. 8, the objective function with GA, GSA, PSO, and AVURPSO
respectively converges to 0.0086, 0.00818, 0.00814, and 0.00783 for
gbest. As a result, the AVURPSO algorithm, in comparison to GA, GSA,
and PSO, acts better in minimizing the objective function and, there-
fore, the gbest of the AVURPSO is superior.

A three-phase line-to-ground fault in line 1 between bus 10 and bus
13 is simulated for 100ms (Fig. 2). This fault has occurred in 0.5 s and
is disappeared in 0.6 s. Several case studies are reported in this paper as
given below:

Case study 1. Without controllers
Case study 2. TCSC and PSS simultaneous controllers
Case study 3. STATCOM and PSS simultaneous controllers
Case study 4. SSSC and PSS simultaneous controllers
Case study 5. Review of LVRT in PV and wind farms
Case study 6. Comparison between these four things: without any
optimization, AVURPSO, GSA and GA.

As seen in Fig. 9a and b, the rotor angles of generators 1 and 2 are
unstable because a three-phase line-to-ground fault has occurred but is
damped at about 5.5 s using TCSC and PSS simultaneous controllers and
damped shorter than 4.5 s using STATCOM and PSS simultaneous
controllers. The duration of damping in about 3.5 s and oscillations step
down by the use of SSSC and PSS simultaneous controllers. It demon-
strates the superiority and higher speed of SSSC than STATCOM and
TCSC.

Considering Fig. 9c and d, the speed of generators 1 and 3 was
damped and stabilized using SSSC and PSS simultaneous controllers at
about 3.5 s. In Fig. 9e, using the AVURPSO algorithm, oscillation and
time damping have been decreased in comparison to GSA and GA. In
Fig. 9f–h, the speed deviations of generators 2 and 3 are damped in
about 3.5 s by SSSC and PSS simultaneous controllers. Fig. 9i–k

indicates the very oscillatory output power of generators 1 and 3, but
they are damped in about 3.5 s at an amount before the fault using SSSC
and PSS simultaneous controllers.

The voltages of buses 10 and 13 (Fig. 9l and m) are very oscillatory,
and the oscillations by SSSC and PSS simultaneous controllers are
damped in about 2.1 s at 1 pu. In Fig. 9n, the voltage of bus 10 damped
at about 5 s using GA and at about 4 s by GSA. The duration of damping
is shorter than 2.1 s, and the oscillations step down by AVURPSO.

The responses of the terminal voltage (PCC), active and reactive
power of DFIG1 and 2, are presented in Fig. 10a–f, respectively. The
voltage diped during the fault, where voltage can be significantly re-
tained to around 1 pu using PI and FACTS controllers after clearing the
fault. It is clear that, from among the described methods, the perfor-
mance of the SSSC is the best and can effectively stabilize the wind
generator system. Considering Figs. 5 and 10a, without controllers,
voltage collapse has occurred in the weak-grid condition and the LVRT
grid code cannot be satisfied as the wind turbines have to be dis-
connected from the grid.

The active power, terminal voltage (PCC), and frequency of the PV
plant are also depicted in Fig. 11a–c, respectively. As seen in Fig. 11b,
voltage can be significantly retained to around 1 pu using PI and FACTS
controllers after clearing the fault.

6. Conclusion

In this paper, the power system stability enhancement via PI con-
trollers and PSS and FACTS-based stabilizers when applied through
coordinated application was discussed and investigated for a multi-
machine power system in the presence of PV and wind farms.
Parameters of the proposed FACTS, PSS, and PI controllers were opti-
mized using AVURPSO, GSA and GA. The effectiveness of the proposed
control schemes in improving the power system transient stability has
been verified through eigenvalue analysis and nonlinear time-domain
simulations under a three-phase line-to-ground fault.

The system has become unstable following the three-phase line-to-
ground fault; however, by the simultaneous application of TCSC and
PSS controllers and STATCOM and PSS controllers, the stability of the
system improves and its oscillations are damped. Using SSSC and PSS
simultaneous controllers, oscillation and time damping have been de-
creased compared to STATCOM and TCSC. Furthermore, the compar-
ison of the simulated methods indicated that SSSC and PI controllers are
the most reliable and effective LVRT capability-enhancement methods
for wind and PV farms. Moreover, using the AVURPSO algorithm, os-
cillation and time damping have been decreased in comparison to GSA
and GA. As a result, the performance of the AVURPSO algorithm is
superior to that of GSA and GA.

Appendix A. Supplementary material

Supplementary data to this article can be found online at https://
doi.org/10.1016/j.ijepes.2018.10.019.
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